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1. Introduction

Lattice QCD with Wilson quarks [1] has seen important algorithmic developments in the last few years [2–8]. As a consequence, a large range of lattice spacings, lattice volumes and quark masses can now be explored, using numerical simulations, thus providing new physics opportunities and a greater lever arm for the extrapolations to the continuum and the chiral limit. Our recent work [9] was the first to fully profit from the technical breakthrough and several other projects, simulating QCD with two [10, 11] and three [12–14] flavours of light Wilson quarks, or with two flavours and a twisted mass term [15], are currently underway, all heavily depending on the new generation of algorithms.

The present paper is the second in a series of two papers devoted to the study of two-flavour QCD at small quark masses and lattice spacings. In the first paper [9], the focus was on the physics results, while here we give a fairly detailed technical account of the simulations that we have performed.

Perhaps the most important items that we discuss are the stability of the simulations (section 3) and the pattern of autocorrelation times observed in our runs (section 4). We also describe, in section 5, the methods that we used to extract the meson masses and decay constants from the generated ensembles of gauge fields (extensive data tables are included in appendix C). The paper ends with an addendum to the first paper, where we briefly discuss the quark-mass dependence of various quantities in partially quenched QCD with 2 + 1 flavours of quarks.

2. Simulation parameters

We consider the Wilson formulation of lattice QCD, optionally O(α)-improved, with a doublet of mass-degenerate sea quarks. The notation and normalization conventions adopted in this paper coincide with those already used in our previous paper [8]. In particular, the parameters of the lattice theory are the inverse bare coupling β, the sea-quark hopping parameter κsea and the coefficient csw of the Sheikholeslami-Wohlert improvement term [16, 17].

All simulations reported here were performed using the DD-HMC simulation algorithm [7]. As suggested by the name, the algorithm combines domain-decomposition ideas with the HMC algorithm [18]. More precisely, by dividing the lattice into non-overlapping rectangular blocks, a natural separation of the high-frequency from the low-frequency modes of the fields is achieved. Following Sexton and Weingarten [19], the different modes are then evolved using different molecular-dynamics step sizes, which results in a significant acceleration of the simulation.

On a given lattice and at fixed coupling, the simulations progressed from the larger to the smaller quark masses, normally skipping 1500 molecular-dynamics trajectories for thermalization. The number Ntrj of trajectories generated after thermalization, the separation Nsep (in numbers of trajectories) between successive saved field configurations and the number Ncfg of saved fields are given in table 1. Different runs at the same lattice parameters (such as A3a and A3b) are distinguished by a lower-case latin index. In our previous paper [8], only the runs A1a, A2, A3a, A3b, B1–B4 and D1–D5 were included in
the physics analysis. The other runs listed in table 1 merely serve, in sections 3 and 4, to clarify some technical issues.

The DD-HMC simulation algorithm was implemented following the lines of ref. [7]. In particular, for the solution of the Dirac equation on the full lattice, the Schwarz-preconditioned GCR solver described in ref. [6] was used. The so-called replay trick, however, was switched off in the more recent simulations $A_3b-E_3$, because trajectory replays would have been rare and hardly worth the extra effort (see subsection 3.3).

No attempt was made to tune the DD-HMC algorithm and most of its parameters were actually set to some fixed values, the same as the ones already chosen in ref. [7]. Among these were the trajectory length $\tau = 0.5$, the integration step numbers $N_0 = 4$ and $N_1 = 5$ associated to the gauge and block fermion forces as well as the admitted tolerances $(r_1, r_2, \tilde{r}_1, \tilde{r}_2) = (10^{-8}, 10^{-7}, 10^{-11}, 10^{-10})$ for the numerical solution of the Dirac equation on the blocks and the full lattice.\footnote{The trajectory length $\tau$ and thus the integration step sizes $\tau/N_2$, etc., refer to a particular normalization of the kinetic term in the molecular-dynamics Hamiltonian. Here the normalizations are the same as in ref. [7], i.e. the term is assumed to be equal to $\frac{1}{2}\langle \Pi, \Pi \rangle = \sum_{x, \mu} \text{tr} \{ \Pi(x, \mu)^\dagger \Pi(x, \mu) \}$, where $\Pi(x, \mu)$ denotes the canonical momentum of the link variable $U(x, \mu)$.} The parameters of the Schwarz-preconditioned GCR solver were fixed to the values quoted in ref. [6], except for the number $n_{kv}$ of Krylov vectors generated before the GCR recursion is restarted, which was set to 32 in run $D_5$ and to 24 in all other runs.

What remains to be specified are then the size of the blocks on which the algorithm operates and the integration step number $N_2$ associated to the block interaction term in the molecular-dynamics Hamiltonian (see table 2). In practice the latter must be increased as one moves to lighter quark masses in order to preserve a high acceptance rate $P_{\text{acc}}$. The

<table>
<thead>
<tr>
<th>Run</th>
<th>Lattice</th>
<th>$\beta$</th>
<th>$\kappa_{\text{sw}}$</th>
<th>$\kappa_{\text{sea}}$</th>
<th>$N_{\text{trj}}$</th>
<th>$N_{\text{sep}}$</th>
<th>$N_{\text{cfg}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{1a}$</td>
<td>$32 \times 24^3$</td>
<td>5.6</td>
<td>0</td>
<td>0.15750</td>
<td>6300</td>
<td>100</td>
<td>64</td>
</tr>
<tr>
<td>$A_{1b}$</td>
<td>0.15750</td>
<td>5070</td>
<td>30</td>
<td>169</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.15800</td>
<td>10800</td>
<td>100</td>
<td>109</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_{3a}$</td>
<td>0.15825</td>
<td>6100</td>
<td>100</td>
<td>62</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_{3b}$</td>
<td>0.15825</td>
<td>3800</td>
<td>100</td>
<td>38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_4$</td>
<td>0.15835</td>
<td>4950</td>
<td>50</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B_1$</td>
<td>$64 \times 32^3$</td>
<td>5.8</td>
<td>0</td>
<td>0.15410</td>
<td>5050</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>$B_2$</td>
<td>0.15440</td>
<td>5200</td>
<td>50</td>
<td>101</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B_3$</td>
<td>0.15455</td>
<td>5150</td>
<td>50</td>
<td>104</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B_4$</td>
<td>0.15462</td>
<td>5050</td>
<td>50</td>
<td>102</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_1$</td>
<td>$64 \times 24^3$</td>
<td>5.6</td>
<td>0</td>
<td>0.15800</td>
<td>3450</td>
<td>30</td>
<td>116</td>
</tr>
<tr>
<td>$D_1$</td>
<td>$48 \times 24^3$</td>
<td>5.3</td>
<td>1.90952</td>
<td>0.13550</td>
<td>5150</td>
<td>50</td>
<td>104</td>
</tr>
<tr>
<td>$D_2$</td>
<td>0.13590</td>
<td>5130</td>
<td>30</td>
<td>171</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_3$</td>
<td>0.13610</td>
<td>5040</td>
<td>30</td>
<td>168</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_4$</td>
<td>0.13620</td>
<td>5010</td>
<td>30</td>
<td>168</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_5$</td>
<td>0.13625</td>
<td>5040</td>
<td>30</td>
<td>169</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_1$</td>
<td>$64 \times 32^3$</td>
<td>5.3</td>
<td>1.90952</td>
<td>0.13550</td>
<td>5344</td>
<td>32</td>
<td>168</td>
</tr>
<tr>
<td>$E_2$</td>
<td>0.13590</td>
<td>5024</td>
<td>32</td>
<td>158</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_3$</td>
<td>0.13605</td>
<td>5024</td>
<td>32</td>
<td>158</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textbf{Table 1:} Lattice parameters and simulation statistics
Table 2: DD-HMC parameters, acceptance rate and average solver iteration numbers. The values of the acceptance rate are marked with a * where the transition probability includes trajectory replays.

average number \( N_{\text{GCR}} \) of GCR solver iterations needed along the trajectories also depends on \( N_2 \) (it decreases when \( N_2 \) goes up), while the average number \( N_{\text{CG}} \) of conjugate-gradient iterations required for the computation of the block terms in the molecular-dynamics equations is largely determined by the block size.

With the chosen parameters, the reversibility of the molecular-dynamics trajectories is guaranteed to high precision. In the tests that we have performed, the average absolute deviation of the components of the link variables after a return trajectory was at most \( 3 \times 10^{-9} \), while in the case of the Hamiltonian the observed differences were less than \( 4 \times 10^{-6} \). Deviations larger than 10 times the average occurred in less than 1% of the cases and never went beyond 100 times the average.

3. Spectral gap and stability issues

The Wilson-Dirac operator preserves chiral symmetry only up to lattice effects and is therefore not rigorously protected from having eigenvalues much smaller than the quark mass. Exceptionally small eigenvalues do not invalidate the theory but may lead to instabilities in numerical simulations, depending, to some extent, on which simulation algorithm is used.

3.1 Spectral gap of the Dirac operator

In a previous dedicated study [20], we computed the distribution of the spectral gap of the hermitian lattice Dirac operator on the lattices \( A_1 - A_4 \), \( B_1 \), \( B_2 \), \( C_1 \) and \( D_1 \). The distributions turned out to be well separated from the origin, thus showing, a posteriori,
that the simulations were safe of exceptionally small eigenvalues and the associated instabilities. Moreover, based on the observed scaling properties of the distributions on the $A$, $B$ and $C$ lattices, we argued that this will always be so in the large-volume regime of the unimproved Wilson theory.

The gap distributions have now also been computed on the lattices $B_3, B_4, D_2 - D_5, E_2$ and $E_3$. In the following, however, we focus on the improved theory, because the results obtained on the $B$ lattices are fully in line with the behaviour expected from our previous paper [20].

At first sight, the gap distributions in the improved theory look similar to those in the unimproved theory (see figure 1). In particular, they are well separated from the origin, on all lattices that we have simulated, and the median of the distributions again turns out
to be a practically linear function of the sea-quark mass (figure 2).

However, the dependence of the width $\sigma$ of the distributions on the quark mass and the lattice size is different (see table 3)$^2$. In the case of the $D$-series of lattices, for example, the width decreases by as much as a factor of 1.5 from the largest to the smallest quark mass, while no obvious mass-dependence was seen on the $A$ and $B$ lattices. Moreover, $\sigma$ does not appear to scale proportionally to the inverse square root of the (four-dimensional) volume $V$ of the lattice (see figure 3). The widths on the lattices $D_2$ and $E_2$, for example, turned out to be nearly the same, contrary to what was expected on the basis of the experience made in the unimproved theory.

Another perhaps not unrelated observation is that the median of the distribution on the $D$ and $E$ lattices is always smaller than the threshold of the spectral density in infinite volume, which we expect to be at $Z_A m_{\text{sea}}$ [20], $Z_A$ being the axial-current renormalization constant ($Z_A = 0.75(1)$ on these lattices [21]). The spectral density in finite volume thus has a tail that extends a few MeV below the threshold. On the other hand, the values quoted in table 3 of the average splitting $\langle \Delta \rangle$ of the lowest four eigenvalues suggest that the tail scales to zero in the infinite-volume limit, as it has to be if the density in infinite volume does not extend all the way to zero [20].

At present, however, there is still no theoretical understanding of the dependence of the gap distribution on the quark mass and the lattice size. In particular, the fact that the improved and the unimproved theory behave differently in this respect remains unexplained. Partially quenched (Wilson) chiral perturbation theory may be a framework in which these questions can be addressed [22] and further insight may perhaps also be gained by studying the localization properties of the eigenfunctions and the convergence of the spectral density to the infinite-volume limit. It would be interesting to know, for example, whether the spectral gap coincides with the mobility edge [23] and whether the

$^2$Following ref. [24], we define the width of the distributions through $\sigma = \frac{1}{2}(v - u)$, where $[u, v]$ is the smallest range in $\mu$ which contains more than 68.3% of the data.
Table 3: Median and width of the gap distributions in the improved theory. All entries are given in MeV.

<table>
<thead>
<tr>
<th>Run</th>
<th>$\bar{\mu}$ (MeV)</th>
<th>$\sigma$ (MeV)</th>
<th>$\bar{\mu} - Z_A m_{\text{sea}}$ (MeV)</th>
<th>$\langle \Delta \rangle$ (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$</td>
<td>57.3(6)</td>
<td>3.3(4)</td>
<td>-6.5(10)</td>
<td>2.48(12)</td>
</tr>
<tr>
<td>$D_2$</td>
<td>32.0(3)</td>
<td>2.79(24)</td>
<td>-4.8(6)</td>
<td>2.39(7)</td>
</tr>
<tr>
<td>$D_3$</td>
<td>21.4(3)</td>
<td>2.84(23)</td>
<td>-2.3(4)</td>
<td>2.29(7)</td>
</tr>
<tr>
<td>$D_4$</td>
<td>15.9(3)</td>
<td>2.33(18)</td>
<td>-2.1(3)</td>
<td>2.23(6)</td>
</tr>
<tr>
<td>$D_5$</td>
<td>12.9(4)</td>
<td>1.99(15)</td>
<td>-1.4(4)</td>
<td>2.28(5)</td>
</tr>
<tr>
<td>$E_2$</td>
<td>30.3(3)</td>
<td>2.58(19)</td>
<td>-6.6(6)</td>
<td>1.69(8)</td>
</tr>
<tr>
<td>$E_3$</td>
<td>21.3(3)</td>
<td>2.31(19)</td>
<td>-5.8(5)</td>
<td>1.52(7)</td>
</tr>
</tbody>
</table>

tail of the spectral density below $Z_A m_{\text{sea}}$ does in fact disappear in the infinite-volume limit.

### 3.2 Accessible range of pion masses on the $D$ and $E$ lattices

When the sea-quark mass decreases, the gap distribution becomes sharper and moves closer to the origin. Eventually the probability for exceptionally small eigenvalues is not completely negligible anymore and one may run into algorithmic instabilities. We have not reached this point yet and consequently cannot say in which way the DD-HMC simulations will be affected. However, in order to be on the safe side, one may prefer to stay in the range of parameters where the gap distribution is well separated from the origin, i.e.

where, say, the inequality $\bar{\mu} \geq 3\sigma$ holds \[20\].

On a given lattice, this bound sets a lower limit on the accessible sea-quark masses and thus on the masses $M_\pi$ of the pions (the lightest pseudo-scalar mesons made of the sea quarks). Furthermore, if large finite-volume effects are to be avoided, the bound $M_\pi L \geq 3$ (where $L$ denotes the spatial lattice size) should better be respected as well.

In the case of the $D$ and $E$ lattices, the range of pion masses where both conditions are fulfilled can be determined explicitly, using our simulation results. An extrapolation in the sea-quark mass is however still required, but it seems reasonable to extrapolate $\bar{\mu}$ and $M_\pi^2$ linearly \[10\] and to assume that $\sigma$ drops to values below 2 MeV at small quark masses. For the accessible range of pion masses, we then obtain

$$M_\pi \geq \begin{cases} 
314 \text{ MeV} & \text{ (}D\text{ lattices),} \\
270 \text{ MeV} & \text{ (}E\text{ lattices),} 
\end{cases} \quad (3.1)$$

where the limit is set by the constraint $M_\pi L \geq 3$ on the $D$ lattices. This is not so on the $E$ lattices, but values of $M_\pi L$ as low as 3.4 can still be safely reached, i.e.

also in this case, the stability bound is not too restrictive.

### 3.3 Molecular-dynamics instabilities

Similar to the standard HMC algorithm, the DD-HMC algorithm obtains the next field configuration by integrating the associated molecular-dynamics equations. The numerical integration of these equations is well known to be potentially unstable. If an instability...
Figure 3: Width $\sigma$ of the gap distributions, scaled by the factor $\sqrt{V/a}$, as obtained in the unimproved (left) and the improved theory (right). The statistical errors were determined using the bootstrap method.

occurs, the energy deficit $\Delta H$ at the end of the integration can be large and the new field configuration is then normally rejected. The efficiency of the simulation may thus be affected, but we wish to emphasize that large energy deficits do not invalidate the algorithm unless the reversibility of the molecular-dynamics integration is compromised.

Earlier studies of the phenomenon suggest that the instabilities are caused by exceptionally small eigenvalues of the lattice Dirac operator [24]–[26]. Even if the gap distribution is safely separated from zero, it is possible that the Dirac operator develops such eigenvalues somewhere along the molecular-dynamics trajectories. The probability for this depends on how accurately the molecular-dynamics equations are solved, i.e. on the integration step sizes and the solver residues.

In our simulations, the probability for $|\Delta H|$ to be larger than 2 was always fairly small and often equal to zero (runs $B_1 - B_4$, for example). The worst cases in the unimproved and the improved theory were the runs $A_4$ and $D_5$ respectively, where the threshold of 2 was passed by 1.4% and 0.7% of the trajectories. Energy deficits $|\Delta H|$ larger than $10^3$ were never seen, but values above 100 did occur, although very rarely so.

4. Autocorrelation times

The dynamical properties of the simulation algorithms used in lattice QCD are still largely unknown. It is not clear, for example, whether there are several relevant time scales and how they depend on the lattice parameters and the chosen algorithm. We shall not attempt to answer these difficult questions here, however, and merely give an account of our empirical studies of the autocorrelations in the runs listed in table 1.

4.1 Determination of autocorrelation times

Following the standard conventions, we define the integrated autocorrelation time $\tau_{\text{int}}$ of
Figure 4: Normalized autocorrelation functions $\Gamma(t) / \Gamma(0)$, plotted versus the time lag $t$ given in numbers of trajectories, of the plaquette $P$ (upper plot) and the solver iteration number $N_{\text{GCR}}$ (lower plot). The data shown were calculated using the last 4000 trajectories of run $B_2$ (full points) or only the first 2000 of these (open points).

an infinite series $a_1, a_2, a_3, \ldots$ of measured values of an observable $A$ through

$$\tau_{\text{int}} = \frac{1}{2} + \sum_{t=1}^{\infty} \frac{\Gamma(t)}{\Gamma(0)},$$

(4.1)

where $\Gamma(t)$ denotes the autocorrelation function of the series. In practice only a finite number $N$ of measurements can be made and the estimation of the autocorrelation time from the available data then requires some ad hoc choices to be made.

For the autocorrelation function we use the approximation

$$\Gamma(t) \approx \frac{1}{N-t} \sum_{i=1}^{N-t} (a_i - \bar{a}_-)(a_{i+t} - \bar{a}_+), \quad 0 \leq t < N,$$

(4.2)

in which $\bar{a}_-$ and $\bar{a}_+$ are, respectively, the averages of the first $N-t$ and the last $N-t$ elements of the series $a_1, \ldots, a_N$. The sum in eq. (4.1) is then truncated at some value $W \ll N$ of the time lag $t$, referred to as the summation window, which should ideally be such that the remainder of the sum can be safely neglected.

If the autocorrelation function is well behaved, as in the case shown in the upper plot of figure 4, the choice of the summation window is not critical and any reasonable prescription will do. The rule adopted here is to stop the summation in eq. (4.1) at the first value of $t$ where the normalized autocorrelation function is equal to zero within two times its statistical error, the latter being estimated using the Madras-Sokal approximation (see appendix E of ref. [7]).
In practice the calculated autocorrelation functions may have long tails and they may also vary significantly with the selected range of the data series. An example illustrating this behaviour is shown in the lower plot in figure 4. In all these cases, we divide the data series into large bins, calculate the bin averages and estimate the statistical variance $\sigma^2$ of the total average assuming these are statistically independent. The integrated autocorrelation time is then given by

$$\tau_{\text{int}} = \frac{\sigma^2}{2\sigma_0^2},$$

(4.3)

where $\sigma_0$ denotes the naive statistical error. Evidently, the results obtained in this way are rough estimates that could easily be wrong by factor 2 or so.

### 4.2 Reference autocorrelation times

The integrated autocorrelation times of the Wilson plaquette $P$ and the GCR solver iteration number $N_{\text{GCR}}$ are listed in table 4. These two quantities are unphysical, but they are readily accessible and are useful reference cases that probe the dynamics of the simulation at both short and long distances.

In order to facilitate the comparison of the figures quoted in the table, the autocorrelation times were determined using data series of a fixed length equal to 4000 trajectories. The autocorrelation times are given in numbers of trajectories and error estimates are quoted only in those cases where the autocorrelation function was well behaved. In these regular situations, the binning method always gave consistent results.

In all simulations of the improved theory, except for run $E_1$ perhaps, the autocorrelation times were safely determined and turned out to be reasonably small. This was not so in the simulations of the unimproved theory, where the autocorrelation function of the GCR iteration number typically had a tail similar to the one shown in the lower plot in figure 4. $O(\alpha)$ improvement thus appears to have the side-effect of reducing the autocorrelation times.

<table>
<thead>
<tr>
<th>Run</th>
<th>$\tau_{\text{int}}[P]$</th>
<th>$\tau_{\text{int}}[N_{\text{GCR}}]$</th>
<th>Run</th>
<th>$\tau_{\text{int}}[P]$</th>
<th>$\tau_{\text{int}}[N_{\text{GCR}}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{1a}$</td>
<td>25(5)</td>
<td>43*</td>
<td>$C_1$</td>
<td>17(3)</td>
<td>35(7)</td>
</tr>
<tr>
<td>$A_{1b}$</td>
<td>29(6)</td>
<td>38*</td>
<td>$D_1$</td>
<td>11(1)</td>
<td>10(2)</td>
</tr>
<tr>
<td>$A_2$</td>
<td>23(4)</td>
<td>46*</td>
<td>$D_2$</td>
<td>17(3)</td>
<td>21(4)</td>
</tr>
<tr>
<td>$A_{3a}$</td>
<td>14(2)</td>
<td>53(10)</td>
<td>$D_3$</td>
<td>16(2)</td>
<td>19(3)</td>
</tr>
<tr>
<td>$A_{3b}$</td>
<td>28*</td>
<td>53*</td>
<td>$D_4$</td>
<td>16(2)</td>
<td>15(2)</td>
</tr>
<tr>
<td>$A_4$</td>
<td>19(4)</td>
<td>45*</td>
<td>$D_5$</td>
<td>32(6)</td>
<td>24(5)</td>
</tr>
<tr>
<td>$B_1$</td>
<td>14(2)</td>
<td>50*</td>
<td>$E_1$</td>
<td>33*</td>
<td>14(3)</td>
</tr>
<tr>
<td>$B_2$</td>
<td>12(2)</td>
<td>39*</td>
<td>$E_2$</td>
<td>19(3)</td>
<td>11(2)</td>
</tr>
<tr>
<td>$B_3$</td>
<td>9(1)</td>
<td>45*</td>
<td>$E_3$</td>
<td>27(5)</td>
<td>25(5)</td>
</tr>
<tr>
<td>$B_4$</td>
<td>14(2)</td>
<td>51*</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Autocorrelation times of the plaquette $P$ and the solver iteration number $N_{\text{GCR}}$. Estimates based on data binning are marked with a *.
The regularity of run $C_1$ then remains unexplained, however, and the differences in the autocorrelation times could actually also very well be related to the fact that the physical volumes of the $C_1 - E_3$ lattices are larger, by a factor of two or more, than the volumes of the other lattices. Presumably the size of the blocks, on which the DD-HMC algorithm operates, matters as well, although the comparison of the runs $A_{1a}$ and $A_{1b}$ does not suggest this to be so.

4.3 Autocorrelations of physical quantities

The meson masses and all other physical quantities were calculated after finishing the simulations, using the generated ensembles of saved gauge-field configurations (see table 1). A fairly large number of trajectories was skipped between successive saved configurations so that the statistical correlations in these sets of fields can be expected to be small.

In order to find out whether the residual correlations are relevant for the determination of the statistical errors, the basic two-point correlation functions were averaged over small bins of successive configurations. The physical quantities were then extracted from the binned data and their statistical errors were estimated using the jackknife method (appendix A). If there were significant statistical correlations in the data, the errors would increase with the bin size, but this was not the case and we therefore concluded that it was safe to proceed without data binning.

5. Computation of meson masses and decay constants

The masses and matrix elements tabulated in appendix C were calculated using a combination of methods, most of which being entirely standard by now. We consider two valence quarks, labelled $r$ and $s$, and study the vector and pseudo-scalar mesons in the $\bar{r}s$-channel. The masses of the valence quarks may be set to the sea-quark mass, but we are also interested in the partially quenched situation where one of the quark masses is different from the sea-quark mass.

5.1 Two-point correlation functions

The pseudo-scalar density, the axial current and the vector current in the $\bar{r}s$-channel are given by

$$P^{rs} = \bar{r}\gamma_5 s, \quad A^{rs}_\mu = \bar{r}\gamma_\mu \gamma_5 s, \quad V^{rs}_\mu = \bar{r}\gamma_\mu s.$$  
(5.1)

All masses and decay constants we are interested in were extracted from the two-point functions

$$f_{PP}(x_0) = a^3 \sum_{x_1,x_2,x_3} \langle P^{rs}(x)P^{sr}(0) \rangle, \quad (5.2)$$

$$f_{AP}(x_0) = a^3 \sum_{x_1,x_2,x_3} \langle A^{rs}_0(x)P^{sr}(0) \rangle, \quad (5.3)$$

$$f_{VV}(x_0) = a^3 \sum_{x_1,x_2,x_3} \sum_{k=1}^3 \langle W^{rs}_k(x)W^{sr}_k(0) \rangle, \quad (5.4)$$
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where \( W_{\mu}^{rs} \) is a linear combination of the vector current \( V_{\mu}^{rs} \) and a Jacobi smeared form of it \([27]\), slightly tuned so as to suppress the high-energy intermediate states in the two-point function.

The correlation functions were evaluated in the standard manner by first expressing them as an expectation value of a product of two quark propagators. These were calculated by solving the lattice Dirac equation, using the Schwarz-preconditioned GCR solver \([6]\) and requiring the normalized residue of the solution to be less than \( 10^{-10} \). In order to reduce the statistical fluctuations, the results were averaged over time-reflections and 5 distant source points in the case of the \( A \) and \( B \) runs and over 3 source points in the case of the \( D \) runs.

5.2 Masses and matrix elements

On a lattice of infinite time-like extent, and at large times \( x_0 \), the correlation function \( f_{PP}(x_0) \) is saturated by the one-particle pseudo-scalar meson state in the \( \bar{r}s \)-channel. If we denote the mass of the meson by \( M_{PS} \) and the associated vacuum-to-meson matrix element by \( G_{PS} \), the asymptotic form of the correlation function is

\[
  f_{PP}(x_0) = -\frac{G_{PS}^2}{M_{PS}} e^{-M_{PS}x_0} + \ldots, \tag{5.5}
\]

where the ellipsis stands for a series of more rapidly decaying terms. The mass \( M_V \) of the \( \bar{r}s \) vector meson may be defined similarly through the asymptotic behaviour of the vector correlation function \( f_{VV}(x_0) \), but the definition requires further explanation if the meson is unstable in infinite volume (see subsection 5.6).

Next we note that the ratio

\[
  m_{eff}(x_0) = \left\{ \frac{1}{2} (\partial_0 + \partial_0^*) f_{AP}(x_0) + c_A a \partial_0^* \partial_0 f_{PP}(x_0) \right\} / f_{PP}(x_0) \tag{5.6}
\]

converges to a constant \( m_{rs} \) at large times \( x_0 \), for any fixed value of the parameter \( c_A \), because both \( f_{AP}(x_0) \) and \( f_{PP}(x_0) \) are proportional to \( e^{-M_{PS}x_0} \) in this limit. Moreover, in the continuum limit, \( m_{eff}(x_0) \) is expected to converge to the sum of the bare current-quark masses of the \( r \) and the \( s \) quark, at all times \( x_0 \), with a rate proportional to \( a \) in the unimproved theory (where we set \( c_A \) to zero) or \( a^2 \) if the improvement coefficients \( c_{sw} \) and \( c_A \) are properly tuned \([17, 28, 29]\).\(^3\)

All our numerical data for \( m_{eff}(x_0) \) in fact turned out to be statistically consistent with a constant value, over a large range of \( x_0 \), and the quark mass sum \( m_{rs} \) was therefore always unambiguously and accurately determined. In particular, the current-quark mass \( m_{sea} = \frac{1}{2} m_{rr} \) of the sea quarks is obtained by setting the hopping parameters of the valence quarks to \( \kappa_{sea} \). Whether in general \( m_{rs} \) coincides with \( \frac{1}{2}(m_{rr} + m_{ss}) \), as one expects to be the case if the lattice effects are small, is a question to which we shall return in section 6.

The bare pseudo-scalar decay constant \( F_{PS} \) in the \( \bar{r}s \)-channel is normally extracted from the asymptotic behaviour of the two-point functions \( f_{AP}(x_0) \) and \( f_{PP}(x_0) \). In this

\(^3\)The effects of the \( 1 + O(am) \) renormalization factors \((C.2)\) are expected to be small in practice and are neglected here for simplicity.
paper, however, we first computed $m_{rs}$, $M_{PS}$ and $G_{PS}$ and then used the formula
\[ F_{PS} = \frac{m_{rs}}{M_{PS}^2} G_{PS} \]  
for the decay constant. Starting from eq. (5.6), it is straightforward to show that equivalent results are obtained in this way, up to small corrections of $O(a^2)$. Note that $F_{PS}$ is automatically $O(a)$-improved if $m_{rs}$ is.

### 5.3 Spectral decomposition in finite volume

On a finite lattice with time-like extent $T$, the calculation of the pseudo-scalar and vector meson masses requires some care and must address the issue of higher-states contributions. This is, incidentally, not so in the case of the quark mass sum $m_{rs}$, which is expected to be independent of the lattice size up to lattice-spacing effects.

For $0 < x_0 < T$, the correlation function $f_{PP}(x_0)$ (and similarly $f_{VV}(x_0)$) can be expanded in a rapidly convergent series of the form
\[ f_{PP}(x_0) = -\sum_{i=0}^{\infty} \sum_{j=i}^{\infty} c_{ij} h(x_0; E_i, E_j), \]  
where $0 = E_0 < E_1 < E_2 < \ldots$ are the intermediate-state energies and $c_{ij} \geq 0$ the associated spectral weights.\(^4\) In the channel considered here, the lowest intermediate state is the $\bar{r}s$ pseudo-scalar meson state at zero spatial momentum. Then come the multi-meson scattering states and more and more complicated states as one moves up the energy scale.

At large $x_0$ and $T$, the dominant term in the series (5.8) is thus the one where $E_i = 0$ and $E_j = M_{PS}$. Moreover, using the product inequality (B.3), the contributions of all higher-energy states can be shown to be exponentially suppressed with respect to this term. In practice their effects are seen in the simulation data only when either $x_0$ or $T - x_0$ is not too large. The leading terms in this range are then
\[ f_{PP}(x_0) = c_0 h(x_0; 0, M_0) + c_1 h(x_0; 0, M_1) + \ldots, \quad M_0 = M_{PS}, \]  
where $M_1$ denotes the energy of the next-to-lowest state in the $\bar{r}s$-channel (if the spatial volume of the lattice is large enough, this will be a three-meson state with all particles at rest).

Note that each term in the spectral series (5.8) decreases exponentially in the range $0 \leq x_0 \ll \frac{1}{2}T$, with an exponent equal to $E_j - E_i$ that can be as small as the pseudo-scalar meson mass, for example, even if both $E_i$ and $E_j$ are not small. The presence of such contributions complicates the analysis of the correlation functions considerably unless the time-like extent $T$ of the lattice is sufficiently large to strongly suppress them. This condition was barely satisfied in the case of the run $A_4$, which is why we decided to discard it from the physics analysis (as already mentioned in the first paper in this series).

\(^4\)Equation (5.8) assumes the existence of a positive hermitian transfer matrix which may not be guaranteed in the improved theory. It seems likely to us, however, that a transfer matrix can still be defined, as is the case in $O(a^2)$-improved gauge theories \([30]\), although complex energy values and negative weights may occur at energies on the order of the cutoff scale $1/a$. 
5.4 Effective masses and matrix elements

Slightly departing from what is usually done, we define the effective pseudo-scalar meson mass $M_{\text{eff}}(x_0)$ in the $\bar{r}s$-channel to be the value of $M \geq 0$ where

$$\frac{h(x_0 - a; 0, M)}{h(x_0; 0, M)} = \frac{f_{\text{PP}}(x_0 - a)}{f_{\text{PP}}(x_0)}.$$  (5.11)

Using the results obtained in appendix B, it is not difficult to prove that this equation has one and only one solution. Moreover, with this definition of the effective mass it is guaranteed that $M_{\text{eff}}(x_0) = M_{\text{PS}}$ at large $x_0$, up to exponentially small terms. We then also introduce the effective matrix element

$$G_{\text{eff}}(x_0) = \left\{ -M_{\text{eff}}(x_0) \frac{f_{\text{PP}}(x_0)}{h(x_0; 0, M_{\text{eff}}(x_0))} \right\}^{1/2},$$  (5.12)

which converges to $G_{\text{PS}}$ in the large-time limit.

The asymptotic behaviour of the effective mass at large $x_0$ and $T$ can be worked out explicitly, starting from the spectral representation (5.10). Setting

$$\epsilon(x_0) = c_1 h(x_0; 0, M_1), \quad \delta(x_0) = \left\{ M \frac{\partial}{\partial M} \ln h(x_0; 0, M) \right\}_{M=M_0},$$  (5.13)

and going through a few lines of algebra, it is straightforward to derive the expansion

$$M_{\text{eff}}(x_0) = M_{\text{PS}} \left\{ 1 + \frac{\epsilon(x_0) - \epsilon(x_0 - a)}{\delta(x_0) - \delta(x_0 - a)} + \ldots \right\},$$  (5.14)

where the ellipsis stands for terms that are exponentially small with respect to the next-to-leading term. A similar formula,

$$G_{\text{eff}}(x_0) = G_{\text{PS}} \left\{ 1 + \frac{1}{2} \epsilon(x_0) + \frac{1}{2} (1 - \delta(x_0)) \frac{\epsilon(x_0) - \epsilon(x_0 - a)}{\delta(x_0) - \delta(x_0 - a)} + \ldots \right\},$$  (5.15)

is obtained in the case of the effective matrix element.

5.5 Fit procedures

From the point of view of the statistical error analysis, the correlation functions $f_{\text{PP}}, f_{\text{AP}}$ and $f_{\text{VV}}$ are the primary quantities, while the effective quark mass sums, meson masses and matrix elements are functions of these. The statistical errors of all these quantities tend to be strongly correlated. We took the correlations fully into account, from the primary quantities to the final results, by propagating the errors using the jackknife method (appendix A). In particular, fitted and interpolated values were always considered to be functions of the input data, which allows their errors to be calculated in the standard manner.

The quark mass sum, the pseudo-scalar meson masses and matrix elements, and the masses of the vector mesons were all obtained by fitting the corresponding effective quantity $P_{\text{eff}}(x_0)$ in a range $t_0 \leq x_0 \leq t_1$ of time with the chosen fit function $\Phi(x_0)$. We performed
Figure 5: Sample plots illustrating the dependence on $x_0/a$ of the effective quark mass sum (figure a), the pseudo-scalar mass and matrix element (figures b and c) and the vector meson mass (figure d), all given in lattice units. The data points shown are from run $D_4$ and the valence quark masses were both set to the sea-quark mass in this example. The solid lines are the fits discussed in the text.

correlated least-squares fits, where the values of the fit parameters were determined by minimizing

$$
\chi^2 = \sum_{x_0,y_0} \left[ P_{\text{eff}}(x_0) - \Phi(x_0) \right] (C^{-1})_{x_0,y_0} \left[ P_{\text{eff}}(y_0) - \Phi(y_0) \right],
$$

(5.16)

the matrix $C$ being the statistical error covariance of $P_{\text{eff}}(t_0), \ldots, P_{\text{eff}}(t_1)$. The quark mass sum $m_{rs}$, for example, was computed by fitting $m_{\text{eff}}(x_0)$ to a constant as shown in figure 5a.

In the case of the pseudo-scalar meson masses, we fitted the data with the asymptotic expression (5.14). We first calculated the mass $M_\pi$ of the pions, i.e. the mesons made of the sea-quarks, by substituting $M_1 = 3M_\pi$ for the energy of the next-higher state (thus assuming the latter is a three-pion state with small interaction energy) and adjusting $M_\pi$ and $c_1/c_0$ so as to minimize $\chi^2$. While the fit curves obtained in this way represent the data very well, it should be noted that the fitted value of $M_\pi$ is largely determined by the data at large times $x_0$, where a fit to a constant would give nearly the same results (see figure 5b).

Once $M_\pi$ was determined, the mesons made of a sea quark and a valence quark with a mass different from the sea quark were considered. Here we set $M_1 = M_{\text{PS}} + 2M_\pi$ and otherwise proceeded as in the degenerate case. Next the matrix elements $G_{\text{PS}}$ were computed by fitting the data with the asymptotic expression (5.15), using the same values
of $M_1$ as in the fits of the effective meson masses (figure 5c). We did not set $c_1/c_0$ to the previously computed values, but it turned out that the two fits gave consistent results for this parameter.

5.6 Energy spectrum in the vector channel

At small sea-quark masses, the vector mesons become resonances that decay into two (or more) pseudo-scalar mesons. As was shown long ago [31], resonances give rise to a characteristic volume-dependent pattern of the energy spectrum which allows their masses and decay widths to be determined, in principle, from simulation data.

As before, we considered the channels where one or both of the $r$ and $s$ quarks is a sea quark. Starting from the correlation functions $f_{VV}(x_0)$, the lowest energy $M_V$ in this channel was calculated by fitting the effective mass with the asymptotic formula (5.14) (with $M_{PS}$ replaced by $M_V$). For the lowest excited-state energy we substituted

$$M_1 = \left( M_{PS}^2 + k^2 \right)^{1/2} + \left( M_\pi^2 + k^2 \right)^{1/2}, \quad k = 2\pi/L,$$

(5.17)
in this case, $L$ being the spatial size of the lattice. Excellent fits were obtained with this ansatz and $M_V$ was determined quite accurately on all lattices.

We refer to the energy values $M_V$ as the vector meson masses in this paper, even in those cases where the meson is likely to become a resonance in the infinite volume limit (we estimate this to be so at the lightest quark masses in each series of lattices and perhaps at some of the second-to-lightest as well). This use of language is only slightly incorrect, however, because in all our simulations $M_V$ turned out to be at most 20% larger than $M_{PS} + M_\pi$ and significantly smaller than $M_1$, in which case the true resonance energy is expected to be close to $M_V$ [31].

We finally note that the statistical errors in the vector channel tend to be larger than those in the pseudo-scalar channel. The effect could be related to the resonance character of the vector mesons and it is conceivable that a coupled channel analysis, such as the one recently presented by Aoki et al. [32], will not only allow the vector meson decays to be studied but may also help to reduce the statistical errors.

6. Quark-mass dependence in partially quenched QCD

The most important physical results of our simulations were already presented in our first paper in this series [9]. We now discuss the dependence of the quantities tabulated in appendix C on the quark masses in some further detail, focusing on the empirical facts rather than on their possible theoretical interpretation.

As before we set $m_{sea} = \frac{1}{2} m_{rr}$ if the $r$ quark is a sea quark and we now also set $m_{val} = \frac{1}{2} m_{ss}$ if the $s$ quark is a valence quark. The figures in the tables are all for the mixed case, where one quark is a sea quark and the other a valence quark. We are thus considering partially quenched QCD with $2 + 1$ flavours of quarks.
Figure 6: Results for the ratio $R_\pi$ and the difference $R_\pi - R_{PS}$ obtained on the $D$-series of lattices. The solid lines represent the global linear fit (6.2). Note that the points in the lower plot do not have to line up within errors, since $R_\pi - R_{PS}$ is a function of two independent variables rather than of $m_{\text{sea}} - m_{\text{val}}$ alone.

6.1 Quark and pseudo-scalar meson masses

We first remark that the quark mass sum $m_{rs}$ turns out to be equal to $m_{\text{sea}} + m_{\text{val}}$ within statistical errors, on all lattices and for all quark-mass combinations. The ratio $m_{rs}/(m_{\text{sea}} + m_{\text{val}})$ is obtained with better statistical precision than the quark masses, but the largest deviation seen in this case is only 0.6%. The additivity of the current quark masses (which is an exact property of the theory in the continuum limit) is thus accurately guaranteed on the lattices that we have simulated.

Next we consider the ratios

$$R_{PS} = \frac{M^2_{PS}}{m_{\text{sea}} + m_{\text{val}}}, \quad R_\pi = R_{PS}|_{m_{\text{val}}=m_{\text{sea}}} = \frac{M^2_\pi}{2m_{\text{sea}}},$$

(6.1)

which are independent of the quark masses to lowest order of chiral perturbation theory. However, this is not so at next-to-leading order and the numerically calculated ratios are in fact weakly mass-dependent (see figure 6). An empirical fit

$$R_{PS} = a_0 + a_1(m_{\text{sea}} + m_{\text{val}}) + a_2 m_{\text{sea}}$$

(6.2)
represents the data quite well in the given range of masses except perhaps for the points where $m_{\text{val}} \ll m_{\text{sea}}$. In the case of the $D$-series of lattices, for example, the data for $R_{\text{PS}}$ deviate from the fit by no more than 2% and most points are within a margin of 1%.

6.2 Pseudo-scalar decay constant and vector meson mass

As can be seen from the tables in appendix C, the calculated values of $F_{\text{PS}}/M_V$ are nearly independent of the quark masses. This comes a bit as a surprise, and could merely be an accidental agreement in a limited range of masses, since there does not appear to be any obvious physical connection between the pseudo-scalar decay constant and the vector meson mass.

The mass dependence of these two quantities is thus practically the same and it suffices to consider one of them. Focusing on the decay constant, a simple linear expression,

$$F_{\text{PS}} = b_0 + b_1 (m_{\text{sea}} + m_{\text{val}}) + b_2 m_{\text{sea}}, \quad (6.3)$$

turns out to fit the available data for $F_{\text{PS}}$ very well. On the $D$-series of lattices, for example, the fit matches the data within statistical errors and the maximal relative deviation in the given range of masses is only 1.6% (see figure 7).
It is tempting to use these fits to extrapolate the decay constant to the chiral limit, but as already emphasized in our previous paper [9], such extrapolations are difficult to justify and asymptotically inconsistent with one-loop chiral perturbation theory. On the other hand, the observed linearity of the pseudo-scalar decay constant in the range of masses covered by the simulations is striking and calls for a theoretical explanation.

7. Concluding remarks

Numerical lattice QCD is currently in an interesting transition phase. The valence approximation is now practically overcome, but important physical effects of the light sea quarks, such as the decay of the rho meson or the anomaly-driven mass splitting between the eta and the pions, still have not or only barely been studied directly. Simulations at smaller quark masses and on larger lattices than reported here will probably be required for this. Our experience however suggests that the prospects for such simulations, using $O(a)$-improved Wilson quarks, are now quite good.

So far the DD-HMC algorithm performed well and we did not run into any instabilities or other technical difficulties. As one moves to smaller quark masses and smaller lattice spacings, there may be some room for further algorithmic improvements, but the development of variance-reduction methods is likely to be more rewarding at this point, particularly so if disconnected quark-line diagrams and multi-particle amplitudes are to be computed.

The numerical simulations were performed on PC clusters at CERN, the Centro Enrico Fermi, the Institut für Theoretische Physik der Universität Bern (with a contribution from the Schweizerischer Nationalfonds) and on a CRAY XT3 at the Swiss National Supercomputing Centre (CSCS). We are grateful to all these institutions for the continuous support given to this project.

A. Statistical error analysis

In the physics analysis of the runs $A_1 - A_3$, $B_1 - B_4$ and $D_1 - D_5$, we kept track of the statistical errors using the jackknife method. In particular, any correlations among the errors of different observables were always properly taken into account. Here we summarize our conventions and briefly explain the basic procedures that we used.

A.1 Jackknife samples

Let $A_r$, $r = 1, \ldots, R$, be a set of primary stochastic observables and $a_{r,1}, \ldots, a_{r,N}$ a sequence of $N$ measured values of these. In lattice QCD the most common primary observables are the Wilson loops and sums of products of quark propagators. The jackknife method assumes that the measured values are unbiased and statistically independent. We shall thus take it for granted that the residual autocorrelations are negligible in the cases of interest (see section 4).
The averages $\bar{a}_r$ of the observables $A_r$ and the associated statistical error covariance $C_{rs}$ are given by

$$\bar{a}_r = \frac{1}{N} \sum_{i=1}^{N} a_{r,i}, \quad (A.1)$$

$$C_{rs} = \frac{1}{N(N-1)} \sum_{i=1}^{N} (a_{r,i} - \bar{a}_r) (a_{s,i} - \bar{a}_s). \quad (A.2)$$

If we introduce the jackknife samples

$$a^J_{r,i} = \bar{a}_r + c_N (\bar{a}_r - a_{r,i}), \quad c_N = \frac{1}{2} \frac{N(N-1)}{N(N-1)}, \quad (A.3)$$

an equivalent expression for the error matrix is

$$C_{rs} = \sum_{i=1}^{N} (a^J_{r,i} - \bar{a}_r) (a^J_{s,i} - \bar{a}_s). \quad (A.4)$$

Note that our definition of the jackknife samples slightly departs from the standard conventions, where $c_N = 1/(N-1)$. The modification is numerically insignificant in practice, but leads to some simplifications when data from different simulations are to be combined (see subsection A.3).

### A.2 Error propagation

Apart from estimating the primary observables, one may be interested in evaluating various functions $f(A_1, \ldots, A_R)$ of them, which may involve fit procedures and other complicated operations. The standard stochastic estimate of such an observable is

$$\bar{f} = f(\bar{a}_1, \ldots, \bar{a}_R) \quad (A.5)$$

and the associated series of jackknife estimates is defined by

$$f^J_i = f(\bar{a}^J_1, i, \ldots, \bar{a}^J_R), \quad i = 1, \ldots, N. \quad (A.6)$$

A little algebra then shows that the expression

$$\sigma^2 = \sum_{i=1}^{N} (f^J_i - \bar{f})^2 \quad (A.7)$$

provides an estimate of the statistical variance of $\bar{f}$, which coincides with the usual error propagation formula (the one that involves the gradient of $f$) up to terms of order $1/N$.

Similarly the error covariance of $f$ and any other function $g$ is obtained by summing $(f^J_i - \bar{f})(g^J_i - \bar{g})$ over the jackknife samples.

In practice the error formula (A.7) proves to be very convenient. If an observable is a function of previously calculated observables, for example, one can take advantage of the fact that the composition of functions is associative, i.e. the jackknife series $f^J_i$ is simply obtained by inserting the jackknife series of the arguments, independently of whether these are primary or not. The data analysis can thus proceed in steps, starting from the primary observables and progressing to more and more complicated observables.
A.3 Combining data from different runs

Simulations of lattice QCD at different sea-quark masses, lattice spacings, etc., can be assumed to be statistically independent. The statistical variance of any observable that depends on data from several simulations is therefore the sum of the associated partial variances. This rule can easily be accommodated in the jackknife analysis by embedding the jackknife series of the observables in extended series that include all simulations on which the observable depends.

The method is best explained by considering two simulations, where \( N_1 \) measurements of some observables \( A_r \) are made in the first and \( N_2 \) measurements of some other observables \( B_s \) in the second. The associated jackknife series \( a_{r,1}^J, \ldots, a_{r,N_1}^J \) and \( b_{s,1}^J, \ldots, b_{s,N_2}^J \) are then computed as before, starting from the primary observables in each simulation. Next they are embedded in extended series

\[
a_{r,1}^J, \ldots, a_{r,N_1}^J, \bar{a}_r, \ldots, \bar{a}_r \quad \text{and} \quad b_{s,1}^J, \ldots, b_{s,N_2}^J, \bar{b}_s, \ldots, \bar{b}_s
\]

of length \( N_1 + N_2 \) such that the first \( N_1 \) elements are occupied by the jackknife series from the first simulation and the last \( N_2 \) elements by those from the second simulation.

With this assignment, and if the extended series are treated as ordinary jackknife series, the correct error correlation matrix of the full set \( A_1, \ldots, A_R, B_1, \ldots, B_S \) of observables is obtained. Moreover, we may define the jackknife series of any observable \( f(A_1, \ldots, A_R, B_1, \ldots, B_S) \) in the standard manner and compute its variance using eq. (A.7). The embedding trick thus allows the statistical errors to be propagated as if there were a single simulation.

B. Properties of the auxiliary function \( h(t; E, E') \)

The symmetry properties

\[
h(t; E, E') = h(T - t; E, E') = h(t; E', E) \tag{B.1}
\]

are an immediate consequence of the definition (5.9) of the function \( h(t; E, E') \). It is also straightforward to verify that

\[
h(t; E, E') = 2e^{-\frac{1}{2}(E + E')T} \cosh \left( \frac{1}{2} (E' - E)(T - 2t) \right), \tag{B.2}
\]

and \( h(t; E, E') \) is thus a convex function of \( t \) which attains its minimum at \( t = \frac{1}{2}T \).

B.1 Product inequality

We now show that the inequality

\[
h(t; E, E' + E'') \leq h(t; E, E')h(t; 0, E'') \tag{B.3}
\]

holds for all values of the arguments \( t, E, E' \) and \( E'' \). To this end, first note that

\[
\cosh(\alpha + \beta) \leq \cosh(\alpha + \beta) + \cosh(\alpha - \beta) = 2 \cosh \alpha \cosh \beta. \tag{B.4}
\]
If \( r > 1 \), the inequality \( r > 1 \) is greater than 1. A less obvious statement is that the ratio increases monotonically from \( r = 1 \) to \( r = \infty \) when \( M \) goes from zero to infinity.

In order to show this, we insert eq. (B.2) and work out the quotient

\[
q = \frac{r - 1}{r + 1} = \tanh \left( \frac{1}{2} M(t - s) \right) \tanh \left( \frac{1}{2} M(T - t - s) \right).
\]
from 0 to 1 when \(M\) are non-negative and monotonically growing with \(t\). In the specified range of \(t\), the arguments of the hyperbolic functions in this equation go from zero to infinity, which proves our claim, since \(r\) and \(q\) are monotonically related to each other.

### Tables of meson masses and decay constants

In the specified range of \(t\) and \(s\), the arguments of the hyperbolic functions in this equation are non-negative and monotonically growing with \(M\). The quotient thus rises monotonically from 0 to 1 when \(M\) goes from zero to infinity, which proves our claim, since \(r\) and \(q\) are monotonically related to each other.

#### C. Tables of meson masses and decay constants

The simulation results tabulated in this appendix were obtained following the lines of section 5. In all cases, the \(r\) quark was taken to be a sea quark, i.e. the associated hopping...
The hopping parameter $\kappa_r$ was set to $\kappa_{sea}$. The hopping parameter $\kappa_s$ of the other quark, on the other hand, ranged over 4 or 5 values, one of which being $\kappa_{sea}$.
For each series of runs, we quote the quark mass sums \( m_{rs} \), the pseudo-scalar meson masses \( M_{\text{PS}} \) and matrix elements \( G_{\text{PS}} \), and the vector meson masses \( M_{V} \), all given in lattice units (tables 5, 7 and 9). Some combinations of these quantities are printed in tables 6, 8 and 10. The errors given in brackets are statistical only.

If so desired, the quoted results can be converted to physical units by substituting the estimates 0.0717(15), 0.0521(7) and 0.0784(10) fm for the spacings of the A, B and D lattices \([4]\). The quark mass sums \( m_{rs} \), the matrix elements \( G_{\text{PS}} \) and the decay constants \( F_{\text{PS}} \) then also need to be renormalized,

\[
m_{rs} \rightarrow Z_{A}Z_{P}^{-1}m_{rs}, \quad G_{\text{PS}} \rightarrow Z_{P}G_{\text{PS}}, \quad F_{\text{PS}} \rightarrow Z_{A}F_{\text{PS}},
\]

where \( Z_{A} \) and \( Z_{P} \) denote the (mass-independent) renormalization constants of the non-singlet axial current and density. Moreover, in order to guarantee the \( \mathcal{O}(a) \) improvement of these quantities in the improved theory, the renormalization constants must be modified according to

\[
Z_{X} \rightarrow Z_{X}(1 + \bar{b}_{X}a m_{\text{sea}} + \frac{1}{2}\tilde{b}_{X}a m_{rs}),
\]

with properly adjusted coefficients \( \bar{b}_{X} \) and \( \tilde{b}_{X} \) \([17, 33]\) (the figures quoted in tables 9 and 10 include the contribution of the operator improvement term proportional to \( c_{A} \) but not the \( 1 + \mathcal{O}(am) \) renormalization factors).

References


