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1. - INTRODUCTION

In the last years we have seen many developments in our understanding of gauge theories, especially toward the construction of new tools for doing reliable computations in the non-perturbative region. The motivations are clear: we believe that quantum chromodynamics (QCD) is the true fundamental theory for strong interactions; this interaction is characterized by an effective running coupling constant $\alpha(q^2)$ which goes to zero when $q^2 \rightarrow \infty$, i.e. at short distances (this property of the coupling constant is called asymptotic freedom)$^{(1)}$. More precisely, if the number of quark flavours is four, we find:

$$\alpha(q^2) \rightarrow \frac{12}{25 \ln (q^2/\Lambda^2)} \quad q^2 \rightarrow \infty \quad (1.1)$$

The parameter $\Lambda^2$ is experimentally measured (e.g. in deep inelastic scattering) and it should be in the range 0.2-0.5 GeV$^2$. QCD is a complete theory of strong interactions: using $\Lambda^2$ and the quark masses as input, we should be able to compute all the physical quantities, in particular the mass spectrum of hadrons. However perturbation theory can be used only to compute hard processes (the coupling constant being small) and non-perturbative techniques are badly needed in the soft region.

Many interesting results have been obtained; for lack of time it is impossible to mention all of them: in this talk I will speak only those ideas which are more familiar to me.

For the time being most of the theoretical effort has been concentrated on the study of pure gauge theories without fermions, where only double coloured gluons interact; fermion should be included perturbatively at a later stage. In such a simplified theory $\Lambda$ is the only parameter: we want to compute the static potential between quarks ($V(r)$) and the glueball spectrum. Other quantities, like the energy dependance of the total cross section for glueball scattering, are more difficult to obtain$^{(5)}$. In this talk I will try to give you a rough idea of how to carry on these non-perturbative calculations. In Section 2, I present the formalism of Euclidean quantum field theory, which is essential to master most of the new developments. In Section 3 I discuss
some qualitative ideas on confinement. Most of the efforts to obtain quantitative results can be divided into two categories: "brute force" computations and analytic computation. Brute force computations are usually very long and the results can be obtained only after spending a lot of human or computer time. They are mainly based on lattice gauge theories (Section 4) and can be divided into two large groups: computer simulations (Section 5) and high temperature expansions (Section 6). Some of the difficulties to deal with the high temperature expansion are connected with the possible existence of a high temperature transition (Section 7).

The most interesting analytic approach is based on the idea of writing equations for \( \overline{W}(C) \), the vacuum expectation value of the Wilson loop:

\[
\overline{W}(C) = \langle W(C) \rangle ; \quad W(C) = \text{Tr} \left\{ \mathcal{P} \left[ \exp \left( i \int_C A_\mu(x) dx_\mu \right) \right] \right\} .
\]

(1.2)

One obtains equations which are rather difficult to be solved, however it is known that rather impressive simplifications are present in the limit in which the number of colours become infinite. This fact enable us to write simple closed equations for an SU(N) in the limit \( N \to \infty \) (Section 8). Although these equations seem formidable there is some hope that they can be solved, at least approximatively.

2. - EUCLIDEAN FIELD THEORY

After the first works by Schwinger\(^{(6)}\), it has strongly emphasized by Symanzik\(^{(7)}\) that there are deep similarities between quantum field theory and classical statistical mechanics: indeed a field theory defined on a D-dimensional Minkowski space (D-1 space directions, one time direction) is connected to the corresponding field theory on a D-dimensional Euclidean space by an analytic continuation (Wick rotation): the Minkowski metric \( x^2 = \sum_{i=1}^3 x_i^2 - x_0^2 \) become the Euclidean metric \( x^2 = \sum_{i=1}^4 x_i^2 \) if we set \( x_4 = ix_0 \).

The equivalence of the two theories has very deep consequences: if we quantize an Euclidean field theory using the Feynman path integral formulation, we obtain a special kind of classical statistical mechanics. Now classical statistical mechanics is a much older discipline than relativistic quantum field theory and we have a much better physical intuition of it: statistical mechanics deals with probabilities, not with amplitudes as quantum mechanics and the variety of statistical systems is large also in everyday life.
Only the beginning of the seventies Symanzik ideas became popular and they started to be applied in rather different fields: after the key works of Nelson(8) and of Osterwalder and Schrader(9) and the beautiful results of Guerra, Rosen and Simon(10) Euclidean field theory became an essential tool in the rigorous approach to the construction of an interacting quantum field theory(11).

In a different contest it was emphasized by Migdal and Poliakov(13) that the problem of computing the critical exponents for second order phase transitions is connected to the control of infrared divergencies in a theory with massless particles. Somewhat later in a beautiful series of paper Wilson(14) succeeded to compute the critical exponents; his approach was a combination of the block spin picture of Kadanoff(14) and the renormalization group which was used by Gellman and Low(15) to study the high energy limit of QED(16).

In these last years we have seen a very fruitful cross-fertilization(18) of statistical mechanics and quantum field theory(19); from a conceptual point of view quantum field theory has started to be adsorbed in the general framework of classical statistical mechanics; this process is arrived to such a stage that it could be said (although it is not quite true) that quantum field theory is an high specialized branch of statistical mechanics.

To help the reader to orient himself in these recent developments I have inserted a table showing the relations between the main quantities in quantum field theory and the corresponding quantities in statistical mechanics.

In Table I the bracket indicates as usually the statistical expectation value, e. g.

\[ \langle \varphi(x) \varphi(0) \rangle = \int d[\varphi] \varphi(x) \varphi(0) \exp(-\beta H) / \int d[\varphi] \exp(-\beta H) . \quad (2.1) \]

Let us see an example in details: we suppose that the field creates from the vacuum an infinite number of particles of mass \( m_n \). In momentum space we can write:

\[ G(p) = \sum_n C_n \frac{C_n}{(p^2 + m_n^2)} . \quad (2.2) \]

In position space we obtain (to avoid Bessel functions let us consider the case \( D=3 \)):

\[ C(x) = \langle \varphi(x) \varphi(0) \rangle = \sum_n C_n \frac{\exp(-m_n|x|)}{|x|} . \quad (2.3) \]

If we know the function \( C(x) \) analytically, it is trivial to compute all the \( m_n \). however if \( C(x) \) is only known numerically with some er-
<table>
<thead>
<tr>
<th>Quantum field theory</th>
<th>Classical statistical mechanics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minkowski space</td>
<td>Euclidean space</td>
</tr>
<tr>
<td>$\hbar$</td>
<td>$\beta^{-1} = kT$</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>$H$</td>
</tr>
<tr>
<td>Feynman factor for amplitudes:</td>
<td>Boltzman factor for probabilities:</td>
</tr>
<tr>
<td>$\exp(-i\mathcal{L}/\hbar)$</td>
<td>$\exp(-\beta H)$</td>
</tr>
<tr>
<td>Sum of all vacuum to vacuum diagrams:</td>
<td>Partition function:</td>
</tr>
<tr>
<td>$\int d[\varphi] \exp(-i\mathcal{L}/\hbar)$</td>
<td>$\int d[\varphi] \exp(-\beta H)$</td>
</tr>
<tr>
<td>Vacuum energy</td>
<td>Free energy</td>
</tr>
<tr>
<td>Vacuum expectation value $\langle 0</td>
<td>A</td>
</tr>
<tr>
<td>Quantum fluctuations</td>
<td>Statistical fluctuations</td>
</tr>
<tr>
<td>Time ordered products</td>
<td>Simple products</td>
</tr>
<tr>
<td>Existence of a mass gap</td>
<td>Exponential decrease of correlations</td>
</tr>
<tr>
<td>Mass</td>
<td>(Correlation length)$^{-1}$</td>
</tr>
<tr>
<td>Green functions:</td>
<td>Correlation functions:</td>
</tr>
<tr>
<td>$\langle 0</td>
<td>T[\varphi(x)\varphi(0)]</td>
</tr>
<tr>
<td>Changement of vacuum</td>
<td>Phase transition</td>
</tr>
<tr>
<td>Goldstone bosons</td>
<td>Spin waves</td>
</tr>
<tr>
<td>Decrease to zero the mass</td>
<td>Approach a second order phase transition</td>
</tr>
<tr>
<td>Free scalar bosons</td>
<td>Random walk (Free curves)</td>
</tr>
<tr>
<td>Scalar bosons with repulsive interaction</td>
<td>Self avoiding walk (Interacting curves)</td>
</tr>
<tr>
<td>Gauge theories</td>
<td>Interacting surfaces ?</td>
</tr>
<tr>
<td>Wightman axioms</td>
<td>Osterwalder and Schrader axioms</td>
</tr>
<tr>
<td>Cutoff</td>
<td>(Lattice spacing)$^{-1}$</td>
</tr>
<tr>
<td>Hamiltonian</td>
<td>Transfer matrix</td>
</tr>
<tr>
<td>Instantons</td>
<td>Defects (vertices, dislocations)</td>
</tr>
</tbody>
</table>
rors, it may be not so simple to extract \( m_1 \) and the numerical evaluation of \( m_2 \) may easily present serious difficulties; however this is a practical problem in numerical computations and it does not involve questions of principles.

The Euclidean formulation of gauge theories does not present any special difficulty. In the SU(N) case \( (N = 3 \) is the physical one) the gluon field is a doubly coloured vector:

\[
A^a_{\mu}, \quad a, b = 1, N
\]

and \( b \) are the colour indexes.

The lagrangian which describes a pure gluonic wordl is:

\[
\mathcal{L} = \frac{1}{g^2} \int d^D x F_{\mu \nu}^2
\]  

(2.4)

where \( g \) is the chromatic charge \( (g = g^2/4\pi) \) and

\[
F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + \left[ A_\mu, A_\nu \right]
\]

(21). The presence of the commutator in the definition of \( F_{\mu \nu} \) is the origin of the interaction among gluons. The factor \( 1/g^2 \) seems to be unusual: using the same convention in electromagnetism, one would find:

\[
\text{div} \ E/e^2 = \varrho
\]

(2.5)

\( \varrho \) being the electron density. In other words we have set the electron charge equal to one and we have rescaled the electric field; the conventional electron field \( E_c \) can be easily obtained:

\[
E_c = E/e
\]

(2.6)

In order to define the theory in 4 dimension we must renormalize the coupling constant to avoid ultraviolet divergences; one finally obtains an effective running coupling constant which in the large \( q^2 \) region behaves as:

\[
a(q^2) \sim 12\pi / (11 N \ln q^2 / \Lambda^2)
\]

(2.7)

The only parameter of the theory is \( \Lambda \); dimensionless quantities are therefore fixed and cannot be changed by changing the coupling constant.

Another important feature of the theory is gauge invariance: in the electromagnetic case only the fields \( E \) and \( H \) and not the potentials \( A \) are well defined; the value of the potential in one point is arbitrary: it can be changed by a gauge transformation:
\[ A^{(x)}_\mu \rightarrow \chi^{(x)}_\mu + \partial_\mu \lambda(x) \] 

(2.8)

Although in perturbation theory one usually remove this ambiguity by fixing the gauge\(^{(22)}\), only gauge invariant quantities have a clear physical meaning.

All these features of the theory in the usual Minkowski formulation are also true in the Euclidean version of the theory.

As we said in the introduction our aim is to compute the glueball \( m_G \) mass and the static potential between quarks. It is easy to prove that in Euclidean space:

\[
\begin{align*}
    m_G &= \lim_{r \to \infty} \frac{1}{r} \ln \langle F^2(r) F^2(0) \rangle, \\
    V(L) &= \lim_{T \to \infty} \frac{1}{T} \ln \langle W(C) \rangle, \quad C = T \times L
\end{align*}
\]

(2.9)

where \( C = T \times L \) indicates that the circuit \( C \) is a rectangle of sizes \( L \) and \( T \).

As we see it is rather clear how to extract the most physically interesting information from the Euclidean version of QCD.

3. - CONFINEMENT

It is clear that the Wilson loop \( W(C) \) plays a very important role in the study of gauge theories: it is the most natural gauge invariant observable. Indeed in the abelian case \( \Phi(C) = i \ln W(C) \) (i.e. \( W(C) = \exp(-i\Phi(C)) \)) is the flux concatenated with the circuit \( C \).

The quantity \( A(C) = \ln \langle W(C) \rangle \) is the contribution of the chromodynamic field to the action of a colored particle having \( C \) as trajectory. \( A(C) \) is well defined in perturbation theory\(^{(25)}\) apart from a linear divergence proportional to the length of the circuit \( C \), which corresponds to the classical self energy of the electron.

At the first order in perturbation theory (or in the abelian case), i.e. neglecting gluons self couplings, \( A(C) \) is the standard electromagnetic self induction of the circuit \( C \):

\[
    A(C) = e^2 \oint_C dx_\mu \oint_C dy_\mu - 1/(x - y)^2.
\]

(3.1)

Perturbation theory will obviously break down at large distances. If the potential \( V(L) \) increase at infinity like \( \sigma L \) (confinement), we find that:
\[ \overline{W}(C) = \langle W(C) \rangle \sim \text{exp} - \sigma L \cdot T = \text{exp} - \sigma S . \] (3.2)

The decrease of the expectation value of the Wilson loop like the surface may be considered as a criterion for confinement. In such a situation we expect the formation of a physical string between the two quarks where the energy is concentrated. In the time evolution the string will describe a surface: in the Euclidean space we expect that there will be a region of space on which the increase in action will be concentrated. We can introduce the parameter \( a(x, C) \) defined by\(^{26-28}\):\[ a(x, C) = \langle F^2(x) W(C) \rangle / \langle W(C) \rangle . \] (3.3)

Intuitively \( a(x, C) \) has the meaning of the increase of the action at the point \( x \) as effect of the Wilson loop: more precisely: \[ \frac{d}{d(1/g^2)} W(C) = \int d^4x W(C) \cdot a(x, C) . \] (3.4)

If the theory confines we expect that there will be a region in which \( a(x, C) \) is substantially different from zero this region become a surface of some thickness\(^{29}\) having \( C \) as boundary in the limit in which the loop \( C \) becomes very large.

Perturbation theory tell us that at short distances \( V(L) \) defined in eq.\((2.9)\) behaves as \( \alpha (1/L^2)/L \) and it does give us no informations on the large distance behaviour.

"Has anybody proved confinement in QCD?" is the standard question to the expert. However this is not the most important question; there are general arguments showing that or QCD confines, or gluons take mass like in the Higgs mechanism, or there are long range forces\(^{30}\). This statement is very similar in spirit to the sentence "a material is solid or liquid or gas"; we need an explicit computation to find if Helium is liquid at zero temperature and it would very difficult to decide the issue using general theorems. Here the situation is the same: what we need in QCD, is efficient way to do computations in the low energy region: the output should be the whole mass spectrum.

Let me present for completeness a simplified argument which shows how confined may be realized. I will neglect for simplicity the non abelian character of the theory. We consider a flat surface of area \( S \). We divide it in \( N \) smaller surfaces of area \( S/N \). We obtain:

\[ W(C) = \exp i \Phi(C) = \exp \left( i \sum_{1}^{N} \Phi_i \right) = \prod_{1}^{N} \exp (i \Phi_i) , \] (3.5)
where $\Phi_i$ is the flux going through each of the smaller surfaces. We have to compute the statistical average of $W(C)$. Let us assume that the $\Phi_i^2$ are statistically independent (so happens in two dimensional theories):

$$\langle \Phi_i \rangle = 0, \quad \langle \Phi_i^2 \rangle = f, \quad \langle \Phi_i \Phi_j \rangle = 0, \quad i \neq j \quad (3.6)$$

and let us postpone the discussion on the origine of (3.6).

Now confinement is trivial; indeed:

$$\langle \exp -i \Phi_i \rangle \sim \exp(-f/2),$$

$$\langle W(C) \rangle = \prod_{i=1}^{N} \langle \exp i \Phi_i \rangle \sim \exp \frac{-Nf}{2}. \quad (3.7)$$

In other words the total flux $\Phi(C)$ is the sum of $N$ statistically uncorrelated variables of zero mean and fixed variance; the central limit theorem tells us that the probability distribution of $\Phi$ is a gaussian with variance proportional to $S$:

$$P(\Phi) = \frac{1}{(2\pi f)^{1/2}} \exp\left(-\frac{N\Phi^2}{2f}\right). \quad (3.8)$$

We finally get:

$$\langle W(C) \rangle = \int d\Phi \, P(\Phi) \exp i\Phi = \exp -\frac{fN}{2}. \quad (3.9)$$

Confinement is a simple consequence of the large fluctuations of the flux concatenated to large circuits and the statistical independence hypothesis naturally lead to (3.8-9). Of course (3.6) is not true in perturbation theory, where the conservation law for $\nabla_\mu F_{\mu\nu} = 0$ gives strong constraints; beyond perturbation theory everything is possible, as it has been advocated by many authors (31, 32), the main difference being in mechanism producing eq. (3.6) chromomagnetic; monopoles, dense instantons, merons, condensations of flux tubes have been suggested; all these approaches share have one common point: the practically impossibility of using them to obtain reliable quantitative answers (33).

In the next Section we shall see other approach which should be able to give quantitative predictions.
4. - LATTICE GAUGE THEORIES

In the standard formulation of the theory ultraviolet divergences are present; although these ultraviolet divergences can be removed in perturbation theory, in order to give a non perturbative definition of the theory it is better not to introduce them from the beginning. This can be easily done by using a cutoff \( M \) and send \( M \) to infinity only at the end (momenta greater than \( M \) are disregarded). This can be done by discretizing the Euclidean space introducing a lattice, the fields will be defined only on the points or links of the lattice. In any computation the momenta will be bounded inside the first Brillouin zone; if we consider an hypercubic lattice of spacing \( a \), each component \( p \) will belong to the interval

\[
\left[ -\frac{\pi}{a}, \frac{\pi}{a} \right], \quad M \text{ being equal to } \frac{\pi}{a}.
\]

In principle it is also possible to work in the real Minkowski space and to discretize only the space and not the time. This approach has been suggested long time ago, but only recently it has been strongly developed. The introduction of a lattice is a device for dealing only with a finite number of degrees of freedom: it is very similar to the introduction of a mesh of points for solving differential equations\(^{(34)}\).

There are many ways in which one can write a field theory on the lattice, however it is better to conserve the symmetries of the original problem as far as possible. The symmetry we want to preserve here is gauge invariance. As a first step we must define the gauge fields \( A_\mu \) and the Wilson loop \( W(C) \). We associate to each link \( (i, k) \) of the lattice\(^{(35)}\) a variable \( U_{ik} \) belonging to the group\(^{(36, 37)}\).

It is the lattice equivalent of \( \exp(\int_i^k A_\mu dx_\mu) \)\(^{(38)}\). The Wilson loop is simple given by:

\[
W(C) = \text{Tr} \prod_{(i, k) \in C} U_{ik}, \tag{4.1}
\]

where the product runs over all the links belonging to the path \( C \).

We notice that for a small loop \( C_{\mu \nu} \) of area \( a^2 \) laying in the \( \mu \nu \) plane we have in the continuum case:

\[
W(C_{\mu \nu}) = 1 + ia^2 \text{Tr} F_{\mu \nu} - \frac{a^4}{2} \text{Tr} F_{\mu \nu}^2 + O(a^6). \tag{4.2}
\]

We find:
\[ F_{\mu \nu}^2 \simeq \frac{1}{a^4} \left[ 1 - W(C_{\mu \nu}) + \text{h.c.} \right], \]

\[ \int (\sum_{\mu \nu} F_{\mu \nu}^2) d^D x = a^{D-4} \sum_P \left[ 1 - W(P) + \text{h.c.} \right], \]

where the sum runs over all the plaquettes $P$ (faces of the cubes) of the lattice ($W(P)$ is the Wilson loop associated to the plaquette $P$).

The final expression for the Partition function and the Wilson loop are:

\[ Z = \int dU \exp(-H/ g_B^2), \]

\[ \langle W(C) \rangle = \int dU \exp(-H/ g_B^2) W(C)/Z, \]

\[ H = a^{D-4} \sum_P \left[ 1 - W(P) + \text{h.c.} \right]. \]

Formally $g_B^2$ and $1/g_B^2$ play the role of the temperature and $\beta$ respectively. The low coupling expansion (i.e. in powers of $g_B$) can be done using the saddle point method: Feynman rules can be derived [40, 41]; they are more complex than the usual ones: the interaction is non polynomial but no ultraviolet divergences are present, all momenta being bounded. In the limit $a$ going to zero, one recovers the standard Feynman rules.

The bare coupling constant ($g_B^2 = g_B^2/4\pi$) is approximately the running coupling constant evaluated at $q^2 = \pi^2/a^2$. More precisely one obtains for the SU(2) group

\[ a(M^2) = a(\pi^2/a^2) = a_B + H\alpha_B^2 + O(\alpha_B^3), \]

\[ \frac{11}{6\pi} a(q^2) = \frac{1}{\ln q^2/\Lambda^2 + \frac{102}{121} \ln \frac{11}{6\pi} a(q^2)}, \]

where the running coupling constant is defined in the momentum subtraction scheme and the constant $H$ has been computed by Hasenfratz and Hasenfratz [40]: ($H \approx 3.39$).

From eq. (4.5) we trivially get:

\[ \Lambda = M(\frac{11}{6\pi} a(M^2))^{-\frac{51}{121}} \exp(-\frac{3\pi}{11a(M^2)}) \alpha \]
\[ \simeq M \left( \frac{11}{6\pi} a_B \right)^{-\frac{51}{121}} \exp \left[ -\frac{3\pi}{11} \left( \frac{1}{a_B} - H \right) \right]. \] (4.6)

It is clear that the continuum approximation can be good only in the region \( a_B H \ll 1 \). We need of such a small value of \( a_B \) in order to apply perturbation theory: indeed a simple computation \(^{42}\) shows that the mean value of the plaquette \((U)\) (normalized to 1)\(^{43}\) is equal to

\[ U = 1 - \frac{3\pi}{4} a_B . \] (4.7)

For \( a_B \) as small as 0.2, \( U \) is equal to only 60\% of its free value. The presence of terms proportional to \( \pi a_B \) is typical of lattice gauge theories: the relevant expansion parameter is \( g_B^2 \), and not \( a_B/\pi \).

\( H \) is a fundamental constant in the comparison of the results of the lattice theory with the continuum version; let us present a rough qualitative computation of \( H \). We first notice that the renormalized charge is different from the free one also in the pure electromagnetic case, the origine of this difference is the non linearity of the lattice action. If \( a \) is not zero, the thermal fluctuations renormalize the charge; let us try to estimate this effect. In order to compute the renormalized charge, we must know the variation of the action with respect to an external perturbation; let us decompose the field \( A \) as \( A_f + A_e \): \( A_f \) is the fluctuating part and \( A_e \) is the external field; \( F_{\mu\nu} \) is essentially given by:

\[ \frac{1}{2} \frac{\cos A}{g_B} = \frac{1}{2} \frac{\cos A_f \cos A_e - \sin A_f \sin A_e}{g_B}. \] (4.8)

If we do the mean over the fluctuating field \( A_f \) we get

\[ \frac{1}{2} \frac{\cos A}{g_B} \sim \frac{\langle \cos A_f \rangle}{2 g_B} \cos A_e = \frac{\cos A_e}{\tilde{g}_B^2}, \] (4.9)

\[ \tilde{g}_B^2 = \frac{g_B^2}{U}. \]

In other words the more appropriate expansion parameter should be:

\[ \tilde{a}_B = a_B/U = a_B + 0.75 a_B^2 + \cdots . \] (4.10)
This elementary computation gives an estimate of $H$ which is 70% of the correct value. Using the new variable $\tilde{a}_B$ one gets:

$$a(M^2) = \tilde{a}_B + 1.03 \tilde{a}_B^2 + O(\tilde{a}_B^3),$$

(4.11)

$$A = 2.4M \left(-\frac{6\pi}{11\tilde{a}_B}\right)^{-\frac{51}{121}} \exp\left(-\frac{3\pi}{11\tilde{a}_B}\right).$$

A good choice of the expansion parameter is very important: the two expressions for $A$ in eq. (4.6), which are equivalent in the limit $\tilde{a}_B \to 0$, differ by a factor 10 for $\tilde{a}_B \approx 0.15$. Although we need a formidable two-loop computation to have reliable results, it may be useful to investigate the problem in an abelian case where two loops computations are much simpler than in the non abelian case (in other words we should compute those diagrams giving contributions proportional to powers of $\left(\frac{N^2-1}{N\tilde{a}_B}\right)^4$).

5. - COMPUTER SIMULATION

In the last years the most spectacular results have been obtained doing computer simulations using the Montecarlo technique. Although the Montecarlo technique is time honoured in the framework of statistical mechanics, only recently Wilson suggested to apply it to the study of gauge theories; let me spend some time to give a physical picture of the method.

Suppose that we consider a finite piece of the lattice: a cube of size $d$ ($d \gg \Lambda$). In this situation we have practically reached the thermodynamic limit $d \to \infty$; if periodic boundary conditions are used the corrections to the thermodynamic limit should be small as $\exp(-d/\Lambda)$.

Using the integral representation (4.4) the expectation value of the Wilson loop can be written as the integral over all the configurations of the fields in the cube. The number of fields $N$ is of order $(d/a)^4$, so that also for small values of $d$ the evaluation of the integral using the Simpson rule is practically impossible (i.e. the computer time needed is greater than the age of the universe). We need a method such that the time computer increase like $N$ (or a small power of $N$) and not as $\exp(N)$.

In order to find the method we must go back in time and undo what Boltzmann and Maxwell did. Equilibrium statistical mechanics was introduced to study the large time behaviour of the system. Let us consider a classical example: we study the time behaviour of $N$
particle in a box, whose trajectories \( x_i(t) \) (\( i = 1 \cdots N \)) satisfy the Newton law:

\[
\ddot{x}_i = - \frac{\partial U}{\partial x_i} = F_i
\]  

(5.1)

where \( U(x_1, \ldots, x_N) = U[x] \) is the interparticle potential.

Standard arguments based on ergodic theorems, tell us that in most of the cases after enough time the system will reach equilibrium; for large \( N \) the microcanonical distribution will be equivalent to the canonical distribution, given by the Boltzmann factor. We finally find the highly non trivial result:

\[
\lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau \left[ f[x(t)] \right] dt = \frac{\int dx_i \exp - \beta U[x] f[x]}{\int dx_i \exp - \beta [U]}
\]  

(5.2)

The temperature \( T \) (\( \beta = 1/kT \)) can be computed as function of the energy \( E \) (which is a conserved quantity) using a thermometer; in this case the momenta themselves may play the role of the thermometer; indeed we know that:

\[
\lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau \frac{p_i^2(t)}{2m} dt = \frac{p_i^2}{2m} = \frac{3}{2} kT.
\]  

(5.3)

Now the point of view of a computer is the opposite of Boltzmann; the number of steps needed to solve the coupled Newton equations is of order \( N \times T \), i.e. it increase linearly with \( N \); the right hand side of eq.(5.2) is much easier to compute then the right hand side(48).

What happens for finite times? Also at equilibrium random thermodynamic fluctuations are present; we finally obtain:

\[
\frac{1}{T} \int_0^\tau f(x) dt = \langle f \rangle + O(1/\tau^{1/2})
\]  

(5.4)

The \( \tau^{-1/2} \) law come from the mean of independent random fluctuations (the practically random behaviour of the deterministic system (5.1) is the basis of thermodynamics).

Of course we must understand how the time \( \tau_0 \) for which equilibrium is reached (i.e. the time for which \( \tau^{-1/2} \) corrections are small), depends on \( N \). The physical intuition tell us that if \( N \) is increased at fixed density and the potential is not pathological, equilibrium is reached locally in a time which is independent from \( N \)(49).
Near a second order phase transition (when long range correlations, i.e. zero mass particles, are present) the $\tau^{-1/2}$ law is no more valid and the pace of the approach to equilibrium is much lower, this phenomenon being called critical slowing down\(^{(50)}\). Large times are also needed to reach the equilibrium near a first order transition; the system may be locked into a metastable state until a fluctuation greater than a critical size, is formed and becomes the germ of the condensation\(^{(51)}\); this difficulty may be avoided by fixing the initial conditions in such a way that in half of the box there is one phase (gas) and in the other half there is the other phase (liquid) and studying the movement of the interphase boundary\(^{(52)}\).

In other words, instead of using the Boltzmann integral representation, it is more convenient to introduce a fictitious time $t$, to write appropriate equations of motion and to study the large time behaviour of the system.

The equation of motion can be freely chosen, provided that thermodynamic equilibrium is asymptotically reached. For example we can consider the same particles as in eq.\((5.1)\) moving in highly viscous liquid at temperature $T$. One finds the Langevin equation\(^{(50,53)}\):

\[
\eta \dot{x}_i(t) = F_i\left[x(t)\right] + b_i(t) \tag{5.6}
\]

\[
\langle b_i(t) \rangle = 0, \quad \langle b_i'(t) b_j'(t') \rangle = \delta_{ik} \delta(t-t') B,
\]

\[
B = 2KT \eta,
\]

where $\eta$ is the viscosity, $b_i(t)$ are random gaussian variables, uncorrelated in time and represent the effect of the Brownian motion. The relation among the viscosity, the temperature and $B$ dates back to Einstein\(^{(54)}\).

It is intuitive that at large time the particles must go to thermal equilibrium, they are in contact with the liquid that plays the role of heat reservoir. The formal proof of this statement can be done using the Fokker Plank equation\(^{(53,55)}\).

It is possible to do computer simulations based on the Langevin equation, however for practical purpose we must discretize the time interval and some errors are introduced. It is also possible to write random equation of motion for discrete times whose solution goes to equilibrium at large times: in this way we obtain the Montecarlo technique; in the limit of small steps the Montecarlo technique reduces to the Langevin equation: it can be considered as a discretized form (discretization in time) of the Langevin equation, such to preserve the asymptotic limit. From the physical point of view there is no substantial difference between the Langevin equation and the Montecarlo pro-
procedure\(^{(57)}\): My impression is that the Monte Carlo method seems to be faster while the Langevin equation have the advantage of having a simpler analytic form\(^{(59)}\).

Now in the last year many computer simulations have been done and many very interesting results have been obtained; we start to have a good understanding of the physics with finite groups and of the problem of approximating a continuous group with a discrete subgroup\(^{(61)}\). For lack of time I will not discuss here this very interesting problematics, and I will present the results for the continuous groups (mainly SU(2) and U(1)).

Let me describe a typical computer simulation: we start with a lattice having cubic shape\(^{(62)}\), the length of the cube range from 4 to 16 lattice spacings in most of the computations.

The first thing to do is to look for phase transitions by studying the temperature dependence of the internal energy (the expectation value of the Wilson loop around one plaquette) on the temperature\(^{(63)}\). Phase transitions can be divided into two groups: first order: U is discontinuous but it is infinitely differentiable from both sides; it is believed that U can be approximatively analytically continued from each side beyond the transition point\(^{(64)}\), giving the results for the metastable phase\(^{(64)}\). If a second order phase transition the internal energy is continuous, there is no metastability, but only a "critical slowing down", and the internal energy has a singularity proportional to \( |T - T_c|^{-\alpha + 1} \),\(^{65}\) the energy connected correlation function (in the case of gauge theories the connected correlations functions of two plaquettes) decrease to zero like \( r^{-2D + 2}/r \).

If \( \alpha \) is negative it is very easy to see the transition by plotting U against T. For \( \alpha \) strongly positive it is not so easy; it is also difficult to distinguish an higher power decrease of the correlation function\(^{(66)}\) from an exponential decrease; it is therefore possible to miss a second order transition.

Let see some of the results: in Fig. 1 we have the internal energy of 5 dimensional SU(2) theory\(^{(42)}\), some of the points are obtained decreasing the temperature, other by increasing it, so that we see an hysteresis loop which can be interpreted as a first order phase transition\(^{(67)}\). The high temperature expansion (described in the next Section) tell us that the theory is confined at

Fig. 1. The expectation value of a single plaquette \( P \) (defined in the text as \( 1 - U \)) as function of \( \beta \) in the 5-dimensional SU(2) gauge theory\(^{(42)}\). Crosses heating; circles cooling.
high temperature, the absence of infrared divergences in the low perturbative expansion (the standard perturbative expansion) suggest us that we see the transition from the confined and the unconfined phase.

In Fig. 2 we have shown the same plot for the 4 dimensional U(1) theory: we still have a transition between the confined and the unconfined phase; a careful analysis shows that the hysteresis loop is not due to metastability, but to critical slowing down: the transition is a second order one $\nu \sim 1/3$ (69, 70).

\begin{figure}
\centering
\includegraphics[width=0.4\textwidth]{fig2}
\caption{The expectation value of a single plaquette $P$ (defined in the text as $1-U$) as function of $\beta$ in the 4-dimensional U(1) theory (42). Crosses: heating; circles: cooling.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.4\textwidth]{fig3}
\caption{The expectation value of a single plaquette $P$ (defined in the text as $1-U$) as function of $\beta$ in the 4-dimensional SU(2) theory (42). Crosses: heating; circles: cooling; no evident hysteresis loop is appreciable.}
\end{figure}

In Fig. 3 we see the internal energy for the more interesting case: the 4 dimensional SU(2) theory; there is no evidence for a phase transition, although the glitch around $\beta = 2$ ($\alpha = 1/2$ ) may suggest a second order transition with a strong negative value of $\alpha$.

Let us see what happens to the Wilson loop in order to decide if the theory is confined also for $\beta > 2$. Let me recall what we expect in the confined phases for large $r$: for the static potential $V(r)$ and for the expectation value of a Wilson loop of size $L \times T$

\begin{equation}
V(r) \approx \sigma r + \mu + \frac{1}{r} ,
\end{equation}

\begin{equation}
W(L, T) \approx LT \sigma + \mu(L+T) + \ln(L+T) + f_c(L/T) + \cdots
\end{equation}

for $r \gg A^{-1}$. In the perturbative region $r \ll A^{-1}$ we get:
\[ V(r) \sim \mu + \frac{a}{r} \, , \quad \text{(5.8)} \]

\[ W(L, T) \sim \mu (L+T) + \frac{a_1^2}{L} (L/T) \, . \]

The presence of the last term in the confined case has been suggested in a beautiful fundamental paper of Lüscher, Symanzik and Weitszächer (71) and it is connected to the presence of oscillations of the string (as we shall discuss in the Section 7).

A careful analysis is needed to separate the term proportional to the surface from the other ones (72). This has been done by Rebbi (39) in the case of a discrete subgroup of SU(2) and by Creutz for the group SU(2) (73). According to our policy of not discussing the results for finite groups for lack of space (although the analysis in more accurate) we present only the results for the SU(2) group.

Let us consider the quantity:

\[ R(L, a) = \ln \left[ \frac{W(L, L) W(L-1, L-1)}{W^2(L, L-1)} \right]^2 . \quad \text{(5.9)} \]

The contribution linear with \( L \) has been eliminated we expect that

\[ R(L, a) \sim (a^2 \sigma + \lambda^2 / L^2 ) , \quad L \gg \Lambda^{-1}(a) \, , \]

\[ R(L, a) \sim a (\pi^2 / L^2 ) , \quad L \ll \Lambda^{-1}(a) \, . \quad \text{(5.10)} \]

The results are shown in Fig. 4. The straight line is a rough approximation to \( \Lambda \). The value of \( \sigma \) can be reasonably estimated in the region \( \beta < 2.3 \).

**Fig. 4.** The quantity \( R(L, a) \) defined in the text against \( 1 / \bar{\rho}_B = \beta / 4 \) (73) for the 4-dimensional SU(2) theory.
We notice that in the region of small $\sigma_B = 1/b\pi$ and large $L$, the function $R(L, a)$ should depend only on a renormalization invariant quantity\(^{(27)}\):

\[
\frac{L^2}{a} R(L, a) = f(z),
\]

\[z = \frac{L^2}{\pi^2} \left( \frac{6\pi}{11} a(M^2) \right) \exp\left( \frac{6\pi}{11 a(M^2)} \right)\]  

(5.11)

Standard perturbation theory allow us to compute the coefficients of the expansion in power of $\log(z)$ around $z = 0$, while if eq. holds, in the large $z$ region we have:

\[
f(z) \to z + \text{Const}.
\]

(5.12)

The function $f(z)$ controll the cross over from perturbation theory to confinement: it would be rather interesting to extract it from the Montecarlo data\(^{(74)}\) and to see if $\text{Const} \neq 0$.

It is rather unfortunately that the smallness of the lattice\(^{(84)}\) prevents us from studying Wilson loop greater than 4 without feeling the effects of the periodic boundary conditions\(^{(75)}\). However from these relatively small lattices we can definitely say that the SU(2) theory confines also in the small coupling region as it was predicted by the Migdal Kadanof recurrence equation\(^{(76)}\): the exponential decrease of $\sigma$ with a slope similar to the one suggested by the renormalization group is a greater succes of the theory. The drastic changement in the behaviour around $\beta = 2$ ($\alpha = 1/2\pi$) can be easily understood: the quadratic terms dominates over the linear ones in eq. (4.5) and perturbation theory breaks down. The ratio $\sigma/\Lambda^2$ is found to be of order 1, although higher values are not excluded, given our ignorance on the precise form of $\Lambda$.

The glue-ball mass could be extracted by studying the decrease of the gauge invariant plaquette-plaquette connected correlation function

\[
C(r) = \langle W(P(0) W(P(r)) \rangle - \langle W(P) \rangle^2.
\]

(5.13)

There are two difficulties. The connected term is defined as the difference of two terms of order 1 and it is very difficult to measure at distances greater than one\(^{(77)}\); at high distances one sees no signal, only noise, unless one waits a very large time. Perturbation theory tell us that this correlation function decrease like $a^2/r^8$ at small distances\(^{(78)}\); one should see a cross over from $1/r^3$ to $\exp(-M_G r)/r^{3/2}$. This cross over is invisible unless one knows the function with high accuracy.

Before changing argument let me mention a very interesting computation\(^{(79)}\). It was suggested\(^{(80, 81)}\) that QCD in Minkowski
space has a phase transition from a confined to an unconfined phase when the temperature become greater than $T_C$ (Here the temperature is really the temperature, measured in Kelvin). In the interpretation of ref. (80) this phenomenon is connected to the exponential increase of the hadronic mass spectrum and the Hagedorn limiting temperature should be interpreted as a phase transition (82).

Finite temperature field theories can also simulated on the computer using the same Monte Carlo approach. This was done in ref. (79) where some estimate of $T_C$ are presented; at this preliminary stage it is unclear if the transition is first or second; a more detailed analysis and more computer time is needed; the results are however very promising.

6. - THE HIGH TEMPERATURE EXPANSION

The high temperature expansion is a familiar technique in statistical mechanics (83): at infinite temperature the theory is trivial: entropy dominates over energy and no correlation is present between different variables, i.e. all connected correlation functions are zero. If the lattice Hamiltonian is enough simple (nearest neighbour interaction is the ideal) is easy do develop any physical quantity (e.g. $f(\beta)$) in powers of $\beta$.

$$f(\beta) = \sum_{k=0}^{\infty} f_k \beta^k.$$  (6.1)

Under general conditions it is possible to prove that this expansion has a finite radius of convergence (that is not true with the usual perturbative expansion), i.e. the function $f(\beta)$ is analytic around $\beta = 0$. A well known theorem tell us that the knowledge of the function $f(\beta)$ around $\beta = 0$ (i.e. all the $f_k$) is sufficient to fix the function in the whole analyticity domain. The boundaries of the domain of analyticity are phase transitions for real temperatures and other physical uninteresting singularities for complex temperatures. If no phase transitions are present for real positive temperature (85), the behaviour at low temperatures can be extracted from the high temperature expansion (86).

So long with the theorems; let us come back with the reality. One could think that it would be enough to compute some of the $f_k$, construct the Padé approximations to $f(\beta)$ and look to the computer output. Although this procedure is convergent it is highly inefficient; it is a general rule that it is difficult to extract "quantitative" informations from the high temperature expansion without a "qualitative" input (88). Let me give classical examples: we consider the three dimensional Ising model; the magnetic susceptibility $x(\beta)$ is believed
to have a singularity of the form \((\beta_c - \beta)^{-\gamma}\). It is pure nonsense to use the first 10 or 20 \(\chi_k\) known to construct Padé approximants to \(\chi\) and then to fit the output in order to find \(\beta_c\) and \(\gamma\). A Padé approximant has only simple poles and it does not approximate well a cut near the tip of the cut. It is much wiser to construct the logarithmic derivative

\[
\frac{\text{ld}(\beta)}{\text{d} \beta} = \ln \chi(\beta).
\]

(6.2)

\(\text{ld}(\beta)\) has a simple pole at \(\beta_c\) (plus a subdominant cut) and the residue is the critical exponent \(\gamma\).

This example shows that it is much better to use approximants which have automatically the correct singularity structure. The informations on the nature of the singularities should be deduced from physical arguments. If we do not have this informations, we should try to extract it from the \(k\) dependence of the \(f_k\). The following Appel comparison theorem is usual very useful.

If the nearest singularity to the origine has the form \((\beta_c - \beta)^{-\gamma}\), the asymptotic behaviour of the \(f_k\) is given by:

\[
f_k \propto k^{\gamma-1} |\beta_c|^{-k} \exp -i \theta, \quad \beta_c = |\beta_c| \exp i \theta.
\]

(6.3)

If the function is real and \(\beta_c\) is complex we must have a pair of complex conjugate singularities and \(\exp -i \theta\) is substituted by \(\cos(n \theta + \varphi_0)\). If all terms are positive the nearest singularity is on the positive real real axis. We can therefore use the ratio test:

\[
\beta_c = \lim_{k \to \infty} R_k, \quad \gamma = \lim_{k \to \infty} \left[ 1 + k \left( \frac{R_k}{\beta_c} - 1 \right) \right],
\]

(6.4)

\[
R_k = \frac{f_k}{f_{k-1}}.
\]

We must now extrapolate the values for \(R_k\) and \(\gamma_k\) we have computed up to \(k = \infty\). If the sequence is smooth a fit with inverse powers of \(k\) normally give the correct result, if the sequence is not smooth, you are in trouble.

Without a preliminary estimation of the effective radius of convergence of the series there is the danger of using it in the region where they are not convergent or slowly convergent. Unfortunately in many paper I have seen on the high temperature expansion for lattice gauge theories this elementary precaution has not been taken and unreliable results have been obtained.
Life is not always so easy. Sometimes the nearest singularity is on the negative axis; however a simple conformal mapping like
\[ \beta = \frac{z}{b + z} \quad (91) \]
may map far away the singularity on the negative axis and the physical singularity on the real positive axis become the nearest to the origine.

We must also add a word of caution; first order transitions are normally invisible in the high temperature expansion, one obtains automatically the analytic continuation of the free energy in the meta-stable region. Of course the combined use of the high and the low temperature expansion is very efficient to locate first order transitions.

Let us come back to gauge theories. At infinite temperature there is no correlation among variables at different points. The mass of the glue-ball (the inverse of the correlation length) is infinite in this limit. Condition (3.6) is clearly satisfied and the theory is confined. The construction of the high temperature expansion is straightforward: in order to compute the term proportional to \( \beta^k \) in the free energy, we must count how many closed surfaces of k plaquette can be imbeded on the lattice and weight each surfhace with a group theoretical factor depending on the topology of the surface (92).

Before analyzing real interesting series for 4 dimensional models it is wise to study what happens on an hypercubic lattice when the dimension of the space (D) goes to infinity. In this situation the high temperature expansion can be exactly summed up (93); in the SU(2) case (and also in the Z2 case) one finds (94)

\[
U(\beta) = \beta \left[ u_0 (\beta^2 / D^{1/2}) + \frac{1}{D^{1/2}} u_1 (\beta^2 / D^{1/2}) + \cdots \right] \quad (6.5)
\]

The functions \( u_0, u_1 \), etc., can be explicitly computed. When \( D \) goes to infinity one finds two singularity \( \beta^2 = \frac{1}{2} \); the \( 1/D \) corrections show that the negative \( \beta^2 \) singularity is the nearest to the origine. As explained in details in ref. (93), near the transition point, the surface, on which is concentrated the energy in presence of a large Wilson loop, is no more flat, there are many tree like deformations, which form a branched polymer of cubes. At the transition point, the length of this tubes arrives to infinity, their thickness remaining fixed; we can call this transition a "local roughening" transition, because the deformation can start from a small size of the surface. The critical exponent \( \alpha \) is 1/2.

A more careful analysis shows that there is a first order phase transition at \( \beta = 1/D \) which separate the confined and the unconfined phases (39, 93). The second order transition is in the metastable phase and it is a virtual transition not directly relevant for the physics.
Decreasing the dimensions the two transitions become rather near; the analysis is very clear in the 4 dimensional Z2 theory: there is a first order transition at the self dual point \(37, 95, 96\) and there are two virtual second order transition very near: about \(\beta_2 \approx 0.49\) and \(0.40\) respectively, as can be easily seen using the ratio test and conformal mapping \(97\).

I have analyzed the 4-dimensional high temperature expansion for \(U(\beta)\) in SU(2) up to \(\beta^{15}(39)\). A first sight one finds that a transition at \(\beta \approx 2.15\) with \(\alpha \approx 1/2\) is strongly suggested; however this result is in strong contrast with Montecarlo: if we resume the high temperature expansion according to this hypothesis the expression for \(U(\beta)\) violently disagree with the Montecarlo results in the region near the critical temperature. In order to reach compatibility of the high temperature expansion with computer simulations we must decrease to 2 and to \(-1/2(98)\). This drastic solutions still compatible with the first fifteen orders of ref. \(37, 97\), however a preliminary analysis of the 21 orders of Wilson shows that the higher orders have the tendency of preferring higher still values of \(\beta\) and \(\alpha(100)\). Indeed a simple minded analysis would suggest \(\beta_c \approx 3\) and \(\alpha = 2\) which is a pure nonsense. The only deceiving conclusion is that it is impossible to use the high temperature expansion to extrapolate beyond \(\beta \approx 2.1\) unless 50 orders are computed. Similar conclusions can be extracted from the high temperature expansion for \(a(101)\) and from \(a(x)(28)\) defined in eq. \(3.3\).

The reason for this debacle is clear. In the mean field theory the deformations of the surface have Hausdorf dimensions \(4(93, 102)\), as ordinary branched polymers, in other words there radius increase like \(N^{1/4}\), \(N\) being the number of steps \(103\). This means that these polymers of cubes, if self-repulsion is neglected, would be strongly overlapping. The self-repulsion, due to the non linear superposition of fluxes, decrease the phase space allowed to these deformation and probably forbids the transition \(93\). In the high temperature expansion this effect comes from excluded volume effects: however to construct a diagram of a tube which bends back with the two ending point touching we must go to the 17th order for \(U(\beta)\). In other words the effect that is potentially able to stop the transition appears only at rather high orders and low order computations do not contain enough informations on what happens beyond the would be transition point.

It may be possible that better results are obtained if we use all the informations we have on the high temperature expansion at arbitrary non integer dimensions; e.g. we set \(D = 2 + \frac{2 \beta^2}{1 + \beta^2}\) and we extrapolate at \(D = 4\) to the point \(\beta^2 = \infty\) by changing \(D\) together with \(\beta^2\). This procedure avoid us to pass near the region \(D = 4, \beta \approx 2.1\) which is not smooth. We can also try more fancy parametrizations like \(D = 4 - \frac{8 \beta^2}{16 + \beta^4}\) to outflank the non existing local roughening.
transition.

The impossibility of extracting informations for the behaviour in the low coupling region from the high temperature expansion, should dissipate from using shorter series in the same region where longer series for $U(\beta)$ do not give the correct result.

As usually happens, it is possible that using unjustified procedures one gets the correct order of magnitude, only because it is very difficult to make errors in the order of magnitude; however I want to recall the attention of the reader on ref. (104, 105): in these two papers the same high temperature expansion is used to extrapolate at zero temperature and the results for a quantity like $\sigma/\Lambda^2$ differ of a few orders of magnitude. A blind use of the matching conditions may give rather serious errors.

7. - THE ROUGHENING TRANSITION

In the strong coupling limit the surface associated to the Wilson loop is very rigid, the surface tension being very high ($\sigma \simeq -\ln \beta$); it coincides with the minimal area surface and no fluctuations are present. If we consider a Wilson loop on the $x_1$, $x_2$ plane the parameter $a(x)$ introduced in eq. (3.3) will be different from zero only on this plane:

$$a(x_1, x_2) = \delta(x_1)$$

(7.1)

By decreasing the temperature, the surface tension decreases and the surface is no more flat. The simplest defect consists of shifting one lattice element in one of the 2(D-2) directions and adding four more plaquettes. The probability for this deformation is proportional to $2(D-2)\beta^4 \simeq \lambda$. When the parameter $\lambda$ becomes of order 1 the surface full of defects; each of them corresponding to placing a three dimensional cube on the surface in one of the 2(D-2) allowed directions (106).

If two near by cubes are parallel they gain a factor $\beta^2$ in energy but they loose a factor 2(D-2) in entropy (96). The probability of being parallel and vanishing when the dimension go to infinity (107) at fixed $\lambda$, for lower dimensions it is possible that the cube organize themselves and their directions start to be correlated on large scale (108). In this case we can speak of "global roughening" while if the direction of the cubens are not correlated we have a "local roughening".

A local roughening transition happens when adding cubens on the top of cubens the deformation may arrive to infinity (see Fig. 5). At the transition point one would find for Wilson loops of any size:
\[ a(x) = \delta(x_\perp) + \widetilde{a}(x), \quad (7.2) \]

\( \widetilde{a}(x) \) going slowly to zero at infinity.

Fig. 5. A typical deformation of a surface (hangover) near a local roughening transition.

For a local roughening transition all thermodynamic quantities, in particular the expectation value of Wilson loops of any size, are singular.

A global roughening transition\(^{(28, 30)}\) can be defined only in the limit of infinite size of the Wilson loop: the surface tension is singular but no singularity is present in the expectation value of the Wilson loop of finite size. In the case of a Wilson loop of size \( L \times L \), the function \( a(x) \) should be substantially different from zero inside a region having transversal dimensions \( R(L) \), \( R(L) \) going to infinity with \( L \).

Both transitions have their corresponsing in dual models. The local roughening transition correspond to the tachyon of the conventional dual models\(^{(93)}\) and the global roughening transition is responsible of the last term in eq. (5.7) which was found in ref. (71) using a new solution of the equations of motions of the string, which should not suffer of the drawbacks of the conventional solution; according to this analysis the function \( R(L) \) should behave like \( \ln L \)\(^{(30)}\).

In 4-dimensional SU(2) theories the high temperature expansion suggest the presence of a local roughening transition at \( \beta \not\lesssim 2.15 \), however as we said in the previous Section, this indication cannot be taken seriously. It is also possible that the self-repulsion effect transform an incipient local roughening transition in global one\(^{(110)}\). This issue may decide only if good quality compute simulations for the quantity \( a(x) \) are available.

In 3-dimensional SU(2) theories the situation is much clearer. No singularity is seen in the high temperature expansion for the internal energy\(^{(111)}\), although the extrapolation at zero temperature is problematic, while the surface tension clearly shows a singularity at about \( \beta = 1.4 \)\(^{(112)}\). Summarizing, we have a good evidence for a global roughening transition in \( D = 3 \), a similar transition is likely present in the 4-dimensional case, but there is no serious evidence point.
8. - THE LARGE N EXPANSION

Many progresses have been done using the large N expansion, this technique has been introduced long time ago\(^{113}\) in statistical mechanics: the main idea is that if the number of colours (N) goes to infinity, it is possible to use statistical theorems also in colour space. In the simplest situation fields have only one colour index and the problem can be exactly solved\(^{114}\): field theory can be reduced to an integral equation (the Hartree-Fock approximation is correct). This large N expansion is a wonderful laboratory to study the formal properties of field theory such as infrared finiteness\(^{115}\), existence of non renormalizable interactions\(^{116}\), analiticity in the Borel plane\(^{117}\), etc.

It was remarked by t'Hooft\(^{118}\) if the field is double coloured (as the gluon)\(^{119}\), the theory can still be defined in the infinite N limit: remarkable simplifications are present, only planar diagrams survive\(^{120}\). Although in this case the theory cannot be solved (exception done for some notable cases), it has been argued that in this limit only zero with resonances are present\(^{121}\). In other words if we write formally:

\[
SU(N) = SU(\infty) + A_1/N^2 + A_2/N^4
\]

the mass spectrum is contained in the leading term (SU(\infty)) the whith of the resonances in the first correction (A\(_1/\)N\(^2\)) and the third term (A\(_2/\)N\(^2\)) gives (for N = 3) 1\% corrections to the mass spectrum, which hopefully can be neglected\(^{122}\).

If we want to solve the SU(\infty) theory, we must find something better than to sum all the planar diagrams; we can take advantage of the fact that statistical (quantum) fluctuations are strongly depressed in the limit N \(\to\) \(\infty\). Indeed if we consider two quantities having a finite expectation value when N goes to infinity, we find the factorization property\(^{125}\):

\[
\langle AB \rangle = \langle A \rangle \langle B \rangle + O(\frac{1}{N^2}) .
\]

(8.1)

No fluctuations are present (in other words the commutator \(A,B\) in the standard operatorial approach can be neglected). Although we are inclined to think that the saddle point method (or the classical equations of motion) must give the correct result, the situation is more complex. Let me spend some time to present the results for the quantum mechanics which, together with \(2\)-dimensional QCD, is the better understood model.

In the first case we consider the hamiltonian
\[ H = \frac{1}{2} \mathbf{P}^2 + V(x^2), \quad \mathbf{P}^2 = \frac{1}{N} \sum p_i^2, \quad x^2 = \frac{1}{N} \sum x_i^2 \]  

(8.2)

i.e. central potential for a particle moving in \( N \) dimensions.

As can be checked in the harmonic oscillator, the variables are well defined in the limit \( N \to \infty \) however the commutator \( \mathbf{P}^2, x^2 \) vanishes when \( N \) goes to infinity.

The ground state energy is given by

\[ E_0 = \min \left( \frac{1}{x^2} + V(x^2) \right), \]

(8.3)

i.e. the classical result, plus the centrifugal term for a \( N \) dimensional wave.

In the second case the variables \( \mathbf{X} \) and \( \mathbf{P} \) are \( \mathbb{N} \times \mathbb{N} \) matrices: the Hamiltonian is:

\[ H = \frac{1}{N} \text{Tr} \left( \frac{\mathbf{P}^2}{2} \right) + \text{Tr} \left[ V(\mathbf{X}) \right]. \]

(8.4)

The ground state energy is given by

\[ E = \frac{1}{2\pi} \int h(p, x) \delta(\epsilon - h(p, x)) \quad h(p, x) = \frac{p^2}{2} + V(x), \]

(8.5)

where \( \epsilon \) is fixed by the condition:

\[ \frac{1}{2\pi} \int \delta(\epsilon - h(p, x)) = 1. \]

(8.6)

Eqs. (8.5) and (8.6) can be considered as a variation of the conventional WKB-Thomas-Fermi approximation.

Quantum effects do not disappear in the limit \( N \to \infty \) but they can be easily computed. A better understanding of the physical origins of eqs. (8.5) and (8.6) (it is not self evident that they describe the sum of all the planar diagrams), would be very useful, especially for extending these results to real scalar field theories in higher dimensions[126].

Fortunately the simple geometrical interpretation of gauge theories allow us to write directly useful equation in the limit \( N \to \infty \). The fundamental variable are the expectation values of the Wilson loops associated to an arbitrary path \( \mathcal{C} \). It is convenient to introduce the functional derivative \( \frac{\delta}{\delta \sigma_{\mu\nu}(x)} \) W(\( \mathcal{C} \)), which quantifies the variation of W(\( \mathcal{C} \)) under an infinitesimal deformation of the path \( \mathcal{C} \).
around the point $x^{(127)}$. It was shown by Mandelstam(131) that:

$$\frac{\delta W}{\delta \sigma_{\mu \nu}(x)} = \text{Tr} \left[ P(F_{\mu \nu}(x)) \exp \int_x^x A_{\mu}(z) \, dz_{\mu} \right]. \quad (8.7)$$

We can now transcribe the "Maxwell" equations ($D_{\mu} F_{\mu \nu} = J_{\nu}$, $\widetilde{D}_{\mu} \tilde{F}_{\mu \nu} = 0$) in functional equations for $W(C)$(132); we find in the limit $N \to \infty$(128):

$$\partial_\mu \frac{\delta}{\delta \sigma_{\mu \nu}(x)} \overline{W}(C) = \int dy_{\nu} \delta(x - y) \, W(C_{XY}) \, W(C_{YX})$$

$$\partial_\theta \frac{\delta W}{\delta \sigma_{\mu \nu}} \epsilon_{\theta \mu \nu \lambda} = 0. \quad (8.8)$$

The $\delta$-function implies that the points $x$ and $y$ coincides: the loop $C$ looks like an eight, $C_{XY}$ and $C_{YX}$ are the two smaller loops into which the eight may be decomposed.

It is very important to understand the physical meaning of eq. (8.8).

A serious step in this direction has been done by Foester and by Migdal and Makeenko. These last two authors have shown that an approximate solution of the eqs. (8.8) satisfy the integral equa-tion(134):

$$\frac{\partial}{\partial \sigma_{\mu \nu}(x)} \ln \overline{W}(C) = \int dy_{\nu} \, dt \, dP^t_{xy}[\omega] \, \omega_\mu(t).$$

$$\overline{W}(C_{xY\omega}) \overline{W}(C_{\omega Yx}) = \overline{W}(C) - (\mu \leftrightarrow \nu), \quad (8.9)$$

where $dP^t_{xy}[\omega]$ stands for the sum over all the paths $\omega(t)$ going from $x$ to $y$ in "time" $t$ (Wiener measure); the point $x$ and $y$ di-vide the closed path $C$ into two open paths $C_1$ and $C_2$, $C_{XY\omega}$ and $C_{XY\omega}$ denote the two closed path obtained by adding $\omega$ to $C_1$ and $C_2$.

The meaning of eq. (8.9) is clear(135); $\partial \ln \overline{W}, \delta \sigma_{\mu \nu}$ is roughly speaking the field induced at the point $x$ by the Wilson loop: gluons coming from any point (y) of the loop contribute to it; in the abelian case, the factor $\overline{W}(C_{XY\omega})W(C_{\omega Yx})/W(C)$ is substituted by 1 and the photon trajectories are free one, in the non abelian case the traje-core of the gluons are strongly influenced by the presence of
the Wilson loop.

The most interesting result is contained in the last paper of Migdal(136). He shows that the solution of eq. (8.8) can be written as a two dimensional field theory involving both bosons and fermions(137). For lack of space I cannot enter in the details and the reader is strongly recommended to read the original literature on the subject.

I believe that this field is still in its infancy and that many very spectacular results are waiting us in the next future.

DISCUSSION

Q1: Frampton, Harvard: In the relationship between the roughening transition in 4-dimensional QCD and the condensation of tachyons in dual models, how explicit can this relationship be because the dimension in dual models is fixed and cannot be varied continuously, unless there is something completely new in dual models?

A1: Well, personally I am inclined to think that dualist ought to find something completely new in dual model, the impossibility of varying the dimensions being a spurious effect (Anyhow the high temperature expansion shows that gauge theories have a local roughening transition also at higher dimensions, at least in the metastable phases).

In my talk I wanted to underline the fact that also in conventionally defined dual models the surface of the string is not smooth, but locally rough.

Q2: Dolan, Rockefeller: How relevant is the existence of the roughening transition for the continuum limit?

A2: This has no effect on the continuum limit. It is only relevant to know if the strong coupling calculations on the lattice should be pursued, or how to modify them. For example, let us suppose that we have rather long series and we discover that there is a global roughening transition. In this case we should study not $\sigma(\beta)$, which has a singularity, but $W(C)$ for finite loop and extrapolate at infinitely large loops only when $\beta$ goes to infinity.

Q3: Kawamoto, Amsterdam: Could you comment about the introduction of fermions in the Monte Carlo method?

A3: Work is in progress on this subject. I believe it is technically possible and in a year we will have some results.

A3: Nahm, CERN: Fermions are definitely very important. They dominate the high energy behavior of scattering (see the work of A. White). They may also suppress a roughening transition,
if the analogy with tachyonic strings works, as tachyons are absent in the supersymmetric string model in 10 dimensions.

Q4: Brodsky, SLAC: Does the infrared singularity described by Frankel and Taylor for inelastic scattering in perturbation theory in non-Abelian gauge theories give any clue as to which theories confine?

A4: Frankel, Pennsylvania: We have to wait and see if results to all orders in perturbation theory support the existence of this singularity.

A4: I don't believe confinement can be seen in perturbation theory.

Q5: Pasupathy, Bangalore: How relevant are nontrivial topological configurations for confinement?

A5: Physicists are divided on this point. I believe since instantons are not apparent in the large N equations and since the large N limit appears to confine, instantons are not relevant, neither for confinement, nor to solve the U(1) problem: the use of topological classification of configurations seems to be rather doubtful in an asymptotic free field theory, where fields strongly fluctuate at large distances and are very far from a pure gauge.
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(67) - Let me explain this misterious sentence. In order to fasten the approach to equilibrium in Monte Carlo simulations it is usual to start at high temperature, reach the equilibrium, change, the temperature and restart the Monte Carlo simulation using
as starting point an equilibrium configuration of the previous
temperature. It is also possible to go in the opposite direction,
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Caracciolo and P. Menotti, Ann. Phys. 122, 74 (1979); CERN
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