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The decay asymmetries of the weak radiative Hyperon decays $\Xi^0 \rightarrow \Lambda \gamma$ and $\Xi^0 \rightarrow \Sigma^0 \gamma$ have been measured with high precision using data of the NA48/1 experiment at CERN. From about 52 000 $\Xi^0 \rightarrow \Lambda \gamma$ and 15 000 $\Xi^0 \rightarrow \Sigma^0 \gamma$ decays, we obtain for the decay asymmetries $\alpha_{\Xi^0 \rightarrow \Lambda \gamma} = -0.704 \pm 0.019_{\text{stat}} \pm 0.064_{\text{syst}}$ and $\alpha_{\Xi^0 \rightarrow \Sigma^0 \gamma} = -0.729 \pm 0.030_{\text{stat}} \pm 0.076_{\text{syst}}$, respectively. These results are in good agreement with previous experiments, but more precise.
1 Introduction

Measurements and theoretical descriptions of weak radiative hyperon decays have often disagreed. In 1964 Hara proved that $\Sigma^+$ and $\Xi^-$ decay asymmetries vanish in the SU(3) limit [1]. Introducing weak breaking of SU(3) symmetry one expects to observe small decay asymmetries [2]. In contrast to this, a large negative decay asymmetry in the weak radiative decay $\Sigma^+ \to p\gamma$ was first measured at Berkeley [3] and later confirmed [4]. To address this observation, several models were developed which tried to obtain large decay asymmetries in spite of weak SU(3) breaking. One category consists of pole models, which satisfy the Hara theorem by construction, and approaches based on chiral perturbation theory. These predict negative decay asymmetries for all weak radiative hyperon decays [5, 6, 7]. Calculations based on vector meson dominance and quark models, using measured data as input, are also able to describe the decay asymmetries in a consistent, but not yet fully satisfying picture [8, 9]. For discrimination between these different approaches, precise experimental inputs are important.

Measurements of $\Xi^0$ decay asymmetries have been performed by the NA48 experiment,
which has obtained a value of $\alpha_{\Xi^0\rightarrow\Lambda\gamma} = -0.78 \pm 0.19$ using 730 reconstructed events [10], and by the KTeV collaboration, which found $\alpha_{\Xi^0\rightarrow\Sigma^0\gamma} = -0.63 \pm 0.09$ from more than 4000 events [11].

In this letter we report on new precise measurements of both the $\Xi^0 \rightarrow \Lambda\gamma$ and the $\Xi^0 \rightarrow \Sigma^0\gamma$ decay asymmetry, using a data set at least one order of magnitude larger than those used in previous measurements.

2 Experimental Apparatus

The NA48/1 experiment took data in 2002 at the CERN SPS. A beam of neutral particles was produced by a 400 GeV/c proton beam impinging on a Be target in 4.8 s long spills repeated every 16.8 s. The proton beam intensity had a mean of $5 \times 10^{10}$ particles per pulse and was fairly constant over the duration of the spill.

In the NA48/1 set-up, only the $K_S$ target station of the NA48 double $K_S/K_L$ beam line was used [12]. A sweeping magnet deflected charged particles away from the collimators, which selected a beam of neutral long-lived particles ($K_S, K_L, \Lambda, \Xi^0, n,$ and $\gamma$). The defining collimator was located 5.03 m down-stream of the target and had a circular aperture of 1.8 mm radius, followed by a final collimator, ending 6.23 m down-stream of the target with a radius of 3 mm. To reduce the number of photons, a 24 mm thick platinum absorber was placed between the target and the collimators. The target and collimator positions were chosen in such a way, that the beam axis passed through the centre of the electromagnetic calorimeter. The production angle between the proton beam direction and the axis of the neutral beam was 4.2 mrad. A right-handed coordinate system was defined with the $z$-axis pointing in direction of the former $K_L$ beam and the $y$-axis pointing upwards.

The collimator was followed by a 90 m long evacuated tank, with a diameter between 1.92 and 2.4 m and terminated by a 0.3% $X_0$ thick Kevlar window. The detectors were located down-stream of this region to detect the particles originating from decays in the tank. On average, about $1.4 \times 10^4 \Xi^0$ hyperons per spill decayed in the fiducial decay volume, dominantly into the $\Lambda\pi^0$ final state.

The momenta and positions of charged particles were measured in a magnetic spectrometer. The spectrometer was housed in a helium gas volume and consisted of two drift chambers before and two after a dipole magnet with vertical magnetic field direction, giving a horizontal transverse momentum kick of 265 MeV/c. Each chamber had four views ($x, y, u, v$) with two sense wire planes each. The $u$ and $v$ views were rotated by $\pm 45^\circ$ around the $z$ axis with respect to the $x$ and $y$ views. In the chamber located just down-stream of the magnet, only $x$ and $y$ views were instrumented. The space points, reconstructed by each chamber, had a resolution of 150 $\mu$m in each projection. The momentum resolution of the spectrometer was measured to be $\sigma_p/p = 0.48\% \pm 0.015\% \times p$, with $p$ in GeV/c. The track time resolution was about 1.5 ns.

Photons were measured with a 27 radiation lengths deep liquid-krypton electromagnetic calorimeter (LKr). It was read out longitudinally in about 13500 cells of cross-section $2 \times 2 \text{ cm}^2$. The energy resolution was determined to be $\sigma_E/E = 3.2\%/\sqrt{E} \pm 9\%/E \pm 0.42\%$, with $E$ in GeV. The spatial and time resolutions were better than 1.3 mm and 300 ps,
respectively, for photons with energies above 20 GeV.

Other detector elements were only used at the trigger level. An iron-scintillator sandwich hadron calorimeter, 6.7 nuclear interaction lengths thick, followed down-stream of the LKr. It provided a raw measurement of the energy of hadron showers. The hadron calorimeter was followed by three planes of scintillation counters, used to detect muons. A segmented scintillator hodoscope for charged particles, with a time resolution better than 200 ps for two-track events, was located between the spectrometer and the LKr calorimeter. An additional hodoscope for neutral particles was installed in the LKr calorimeter at a depth of about 9.5 radiation lengths. Furthermore, seven rings of scintillation counters (AKL) were placed around the decay volume and the helium tank of the spectrometer to detect activity outside of the detector acceptance. A more detailed description of the NA48/1 beam-line and detector can be found in [12].

The trigger decision for neutral hyperon decays was based on information from the detector elements described above. A positive trigger (L1) decision required at least one coincidence between a vertical and a horizontal scintillator strip of the hodoscope for charged particles, a hit signature in the drift chambers compatible with more than one track, no hit in the last two AKL rings, and the energy sum deposited in the electromagnetic calorimeter larger than 15 GeV or, alternatively, in both calorimeters larger than 30 GeV. The next trigger level (L2) used information from a preliminary track reconstruction: at least two oppositely charged tracks were required in the drift chambers, with an invariant mass being compatible with the nominal Λ mass under proton (anti-proton) and π− (π+) assumption. To suppress Λ’s originating from the target, a minimum distance of 8 cm in the last drift chamber of the extrapolated Λ line-of-flight from the detector axis was required. In order to reject K_S → π^+π^- background events, the ratio p_>/p_< between the larger and the smaller track momentum was required to be larger than 3.5. This ratio is large for hyperon decays where the proton carries the major fraction of the initial momentum, as opposed to background kaon decays where the two charged particles typically have a much lower momentum ratio. To reject photon conversions, the distance between the two tracks in the first drift chamber was required to be larger than 5 cm. Finally, the decay vertex had to be reconstructed within 5 m before and 50 m after the end of the final collimator. In addition, events with at least four tracks or at least two hits in the muon veto counters were accepted by the L2 trigger. Because of the high rate, the triggered events used in this analysis were down-scaled by a factor of either 2 or 4 during the run period.

A third-level software trigger (L3) used the complete reconstructed detector information. For selection of radiative hyperon decays at least one Λ → pπ− candidate and at least one LKr energy cluster not associated with any track was required.

### 3 Event Selection

The decays Ξ^0 → Λγ, Ξ^0 → Σ^0γ, and Ξ^0 → Λπ^0 were reconstructed via the decays Λ → pπ−, Σ^0 → Λγ, and π^0 → γγ. Each selected event therefore had to have exactly two oppositely charged tracks, consistent with a Λ hypothesis, and at least one (in case of Ξ^0 → Λγ) or two (for Ξ^0 → Σ^0γ and Ξ^0 → Λπ^0) unassociated clusters in the LKr...
calorimeter. Events with hits in the last two AKL counters, in-time with the average track time, were rejected.

The positive track (proton) had to have a momentum $p_p > 34 \text{ GeV}/c$, the negative track (pion) was required to have $p_{\pi^-} > 5 \text{ GeV}/c$. The momentum ratio $p_+/p_-$ between positive and negative track had to exceed 3.8. To reject electrons, the tracks had to have either no associated cluster in the LKr calorimeter or a ratio of cluster energy over momentum less than 0.93. Muons were discarded by rejecting tracks with associated in-time hits in the muon counters.

To ensure full detection efficiency in the drift chambers, both tracks were required to have a radial distance from the detector axis larger than 12.5 cm in the first and the last drift chamber. The distance between the tracks had to be greater than 10 cm in the first drift chamber to reject photon conversions and so-called ghost tracks, which share track segments. The time difference $\Delta t_{\text{tracks}}$ between the tracks, measured in the drift chambers, had to be less than 6.5 ns. The $\Lambda$ decay vertex was defined by the closest approach of the tracks. The distance of closest approach had to be less than 2.5 cm, and the longitudinal position of the vertex had to be between $-1.5$ and 38 m, measured from the end of the final collimator. The $\Lambda$ line-of-flight was obtained from the sum of the track 4-momenta and the reconstructed decay position. Events with primary $\Lambda$’s, produced at the target, were removed by requiring the radial position of the extrapolated $\Lambda$ trajectory in the last drift chamber to be larger than 9 cm. Finally, the invariant mass of the two tracks under proton and $\pi^-$ assumption had to be between 1.1128 and 1.1185 GeV/$c^2$, corresponding to about a $3\sigma$ window around the nominal $\Lambda$ mass.

Due to the different kinematics, the minimum reconstructed energy of the photon clusters depended on the decay channel. For $\Xi^0 \to \Lambda\gamma$, it had to be larger than 15 GeV. For $\Xi^0 \to \Sigma^0\gamma$ it had to be $> 10 \text{ GeV}$ for the photon from the $\Xi^0$ decay and $> 7 \text{ GeV}$ for the photon from the $\Sigma^0$ decay. Finally, for $\Xi^0 \to \Lambda\pi^0$, both photon energies had to be larger than 5 GeV. The clusters had to lie inside the active LKr calorimeter region at a distance of at least 15 cm from the detector axis and well inside outer edge. The closest distance to any dead cell had to be larger than 2 cm. To reject events with overlapping showers, the cluster width had to be within $3.5\sigma$ of the average cluster width for the given cluster energy. Each photon cluster had to have a distance greater than 30 cm from any track impact point at the front surface of the LKr. Events with additional unassociated clusters, with energies above 2.5 GeV and fulfilling the above geometrical criteria, were rejected. For $\Xi^0 \to \Sigma^0\gamma$ and $\Xi^0 \to \Lambda\pi^0$, the distance between the two clusters had to be larger than 10 cm. The difference between each cluster time and the mean track time had to be less than 3.5 ns.

An energy centre-of-gravity

$$(x_{\text{cog}}, y_{\text{cog}}) = \left( \frac{\sum_i x_i E_i}{\sum_i E_i}, \frac{\sum_i y_i E_i}{\sum_i E_i} \right)$$

at the longitudinal position of the LKr calorimeter was defined by using the transverse positions $x_i$ and $y_i$ and the energies $E_i$ of the photon clusters and tracks at the front surface of the LKr calorimeter. The track energies were computed using their momenta measured in the spectrometer. The tracks were projected onto the LKr surface from their positions.
and momenta in the first drift chamber before the spectrometer magnet. To suppress badly measured events and possible background from events with lost decay products, the radial distance $r_{\text{cog}} = \sqrt{x_{\text{cog}}^2 + y_{\text{cog}}^2}$ of the energy centre-of-gravity to the beam axis was required to be less than 5.5 cm.

The $\Xi^0$ line-of-flight was reconstructed by connecting the target position with the energy centre-of-gravity in the LKr calorimeter. The closest distance of approach between this line and the extrapolated $\Lambda$ line-of-flight defined the $\Xi^0$ decay vertex. Its longitudinal position, which had a resolution of about 2 m for all the decay channels, was required to be reconstructed not more than 4 m up-stream of the end of the final collimator. Also, the difference $z_{\Lambda} - z_{\Xi^0}$ between the longitudinal positions of the reconstructed $\Lambda$ and $\Xi^0$ decay vertices had to be larger than $-4$ m, taking into account the finite vertex resolutions.

Each photon 4-momentum was reconstructed using the $\Xi^0$ decay vertex and the cluster position in the LKr calorimeter. For $\Xi^0 \rightarrow \Lambda \pi^0$ candidates, the invariant $\gamma \gamma$ mass $m_{\gamma \gamma}$ was required to be between 125.5 and 145.5 MeV/c$^2$, consistent with a $\pi^0$ decay. For $\Xi^0 \rightarrow \Sigma^0 \gamma$, $m_{\gamma \gamma}$ had to be either less than 113 MeV/c$^2$ or greater than 157 MeV/c$^2$, to suppress background from the abundant $\Xi^0 \rightarrow \Lambda \pi^0$ decays. In addition, the invariant $\Lambda \gamma$ mass had to be between 1.187 and 1.199 GeV/c$^2$, consistent with a $\Sigma^0$ decay. For $\Xi^0 \rightarrow \Lambda \gamma$ candidates, the invariant $\pi^+ \pi^- \gamma$ mass, built under the assumption that both charged particles are pions, was not allowed to be between 491 and 505 MeV/c$^2$, to reject background from $K_s \rightarrow \pi^+ \pi^- \gamma$ decays.

Finally, the $\Xi^0$ candidates were reconstructed from the track and photon 4-momenta. For all decay channels, the $\Xi^0$ momentum $p$ was required to be above 70 and below 220 GeV/c and the invariant mass to be between 1.307 and 1.324 GeV/c$^2$ for $\Xi^0 \rightarrow \Lambda \gamma$ and between 1.309 and 1.321 GeV/c$^2$ for the other channels.

With these criteria, 52 318 $\Xi^0 \rightarrow \Lambda \gamma$, 15 895 $\Xi^0 \rightarrow \Sigma^0 \gamma$, and about 4 million $\Xi^0 \rightarrow \Lambda \pi^0$ candidates were selected. The invariant mass distributions of the selected $\Xi^0 \rightarrow \Lambda \gamma$ and $\Xi^0 \rightarrow \Sigma^0 \gamma$ events are shown in Fig. 1. The selection efficiencies were about 3.4% and 0.4% for $\Xi^0 \rightarrow \Lambda \gamma$ and $\Xi^0 \rightarrow \Sigma^0 \gamma$, respectively, including the branching fraction of $\Lambda \rightarrow p \pi^-$. In both channels, the main background are mis-identified $\Xi^0 \rightarrow \Lambda \pi^0$ events. In $\Xi^0 \rightarrow \Lambda \gamma$ this background amounts to 0.6%, while in $\Xi^0 \rightarrow \Sigma^0 \gamma$, due to the similar signature, $\Xi^0 \rightarrow \Lambda \pi^0$ contributes to 1.5% to the signal candidates. Additional backgrounds from accidentally overlapping events or from cross-feed between the two signal channels are at the 0.1% level. Since the Monte Carlo simulation was not perfectly able to describe the tails of the mass distributions of the data, the background from $\Xi^0 \rightarrow \Lambda \pi^0$ was estimated by fitting an exponential function to the side bands of the signal region. The uncertainty from this estimation has only little impact on the measured asymmetries and is included in the systematic uncertainties.

4 Monte Carlo Simulation

A Monte Carlo simulation was performed with the full detector description based on the GEANT3 package [16], including measured inefficiencies in the drift chambers, but without trigger simulation. In total, 50 million $\Xi^0 \rightarrow \Lambda \gamma$, 100 million $\Xi^0 \rightarrow \Sigma^0 \gamma$, and 300 million
$\Xi^0 \rightarrow \Lambda\pi^0$ events were generated.

The production plane was the $y$-$z$ plane; symmetry arguments imply that there was no $\Xi^0$ polarization in $y$ or $z$. For the $\Xi^0$ polarization in $x$ direction, a value of $P_x = -10\%$ was used, in agreement with the measured value of $P_x^{\Xi^0} = (-9.7 \pm 0.7 \pm 1.3)\%$ for an unpolarized proton beam with energy of 800 GeV and a production angle of 4.8 mrad [17], which covers the same $x_f$ region as in NA48/1. For $\Xi^0$ hyperons, no polarization in the $x$ direction was assumed in agreement with the same KTeV measurement.

The $\Xi^0$ beam profile was not perfectly simulated; it depends critically on precise knowledge of the geometry of the target and collimator region and the beam. The simulated beam profile was somewhat narrower than that found in the data. This difference was taken into account by reweighting the simulated events with $r_{cog} > 3.75$ cm.

The $\Xi^0$ mass spectrum of the data appeared shifted up by about 0.5 MeV/$c^2$, or 2.5 standard deviations, with respect to the previously measured value [13]. We observed this shift for all $\Xi^0$ decay channels, but not for other decaying particles, e.g. $\Sigma^0$ hyperons and neutral kaons. In the simulation we used this shifted value of the $\Xi^0$ mass, and the discrepancy with the previously measured value was taken into account in the systematic uncertainty of the asymmetry measurements.

5 Data Analysis

5.1 Method of the Asymmetry Measurements

For the asymmetry measurements we exploited the well-known decay asymmetry of the $\Lambda \rightarrow p\pi^-$ decay. For $\Xi^0 \rightarrow \Lambda\gamma$, the $\Lambda$ hyperons are longitudinally polarized by the parent process $\Xi^0 \rightarrow \Lambda\gamma$ with a mean polarization of $\alpha_{\Xi^0 \rightarrow \Lambda\gamma}$ in their rest frame. Effectively, one measures the distribution of the angle $\Theta_\Lambda$ between the incoming $\Xi^0$ and the outgoing
proton in the $\Lambda$ rest frame (see Figure 2):

$$\frac{dN}{d \cos \Theta_\Lambda} = N_0 \left( 1 - \alpha_{\Xi^0 \rightarrow \Lambda \gamma} \alpha_{\Lambda \rightarrow p \pi^-} \cos \Theta_\Lambda \right) \tag{1}$$

In this way the $\Lambda$ is polarized by the $\Xi^0$ decay and analyzed by its own decay into $p\pi^-$. The minus sign is purely conventional and arises from the fact that the photon carries spin 1, which leads to an opposite $\Lambda$ spin to that in the process $\Xi^0 \rightarrow \Lambda \pi^0$ [14].

For $\Xi^0 \rightarrow \Sigma^0 \gamma$, the situation is somewhat more complicated, as also the intermediate, purely electro-magnetic decay $\Sigma^0 \rightarrow \Lambda \gamma$ and the two decay angles $\Theta_{\Xi \Lambda}$ and $\Theta_{\Sigma \pi}$ of the $\Sigma^0$ and $\Lambda$ decays have to be considered (see Fig. 2 c)). This leads to

$$\frac{dN}{d (\cos \Theta_{\Xi \Lambda} \cos \Theta_{\Sigma \pi})} = N_0 \left( 1 + \alpha_{\Xi^0 \rightarrow \Sigma^0 \gamma} \alpha_{\Lambda \rightarrow p \pi^-} \cos \Theta_{\Xi \Lambda} \cos \Theta_{\Sigma \pi} \right)$$

$$\times F(\cos \Theta_{\Xi \Lambda} \cos \Theta_{\Sigma \pi}) \tag{2}$$

where $F$ is a known function of $\cos \Theta_{\Xi \Lambda} \cos \Theta_{\Sigma \pi}$ [15].

For calibration purposes and as a cross-check, we also analyzed the decay $\Xi^0 \rightarrow \Lambda \pi^0$, for which the decay asymmetry is well measured. Obviously, when replacing $\alpha_{\Xi^0 \rightarrow \Lambda \gamma}$ with
\( \alpha_{\Xi^0 \rightarrow \Lambda \pi^0} \), there is no difference in the topology for the decays \( \Xi^0 \rightarrow \Lambda \gamma \) and \( \Xi^0 \rightarrow \Lambda \pi^0 \) and the definition of the angle \( \Theta_\Lambda \) is similar. However, as explained above, the spin 0 nature of the \( \pi^0 \) leads to a sign flip for the longitudinal \( \Lambda \) polarization.

### 5.2 Trigger Efficiency Correction

For the measurement of the decay asymmetries, the trigger efficiencies had to be taken into account. It was determined separately for the different trigger levels and for different run periods, and as a function of either of the angular parameters \( \cos \Theta_\Lambda \) and \( \cos \Theta_{\Xi \Lambda} \cos \Theta_{\Sigma p} \).

The L1 efficiency was measured using data taken with a minimum-bias trigger based on information from the hodoscope for neutral particles, which was independent from the trigger for radiative hyperon decays and down-scaled by a factor of 100. From \( \Xi^0 \rightarrow \Lambda \pi^0 \) decays, an L1 efficiency of 99.8% was obtained, independent of the decay angle\(^1\). For the L2 efficiency determination, L1 triggered data were used, which passed a minimum bias trigger for charged particles, down-scaled by 25 or 35, depending on the run period. The obtained efficiencies range between 70% and 95%, depending on run period, decay channel, and decay angle. The efficiency correction was applied separately for each run period. Finally, the efficiency of the L3 software trigger was determined to be larger than 99.9% and was not further considered for the decay asymmetry measurement.

### 5.3 Decay Asymmetry Measurements

The distribution of \( \cos \Theta_\Lambda \) of all selected \( \Xi^0 \rightarrow \Lambda \gamma \) events is shown in Fig. 3 (left) together with an isotropic Monte Carlo simulation and simulated background events. The simulated events were corrected for trigger efficiency. The ratio of the background-subtracted data over Monte Carlo, shown in Figure 3 (right), corrects for the detector acceptance and exhibits the expected linear slope.

The measurement of the decay asymmetry was performed with a least-squares fit which compared the data events with the trigger-efficiency and background corrected Monte Carlo simulation. Free fit parameters were the product of decay asymmetries \( \alpha_{\Xi^0 \rightarrow \Lambda \gamma} \alpha_{\Lambda \rightarrow p\pi^-} \) and the overall normalization \( N \). To be insensitive to resolution effects (which might originate from not using the true, but the reconstructed \( \cos \Theta_\Lambda \) variable), in the fit a Monte Carlo with a decay asymmetry close to the measured one was used. In this way, the fit effectively measured the ratio \( N (1 - \alpha_{\Xi^0 \rightarrow \Lambda \gamma} \alpha_{\Lambda \rightarrow p\pi^-} \cos \Theta_\Lambda)/(1 - e^{\alpha_{\Xi^0 \rightarrow \Lambda \gamma} \alpha_{\Lambda \rightarrow p\pi^-} \cos \Theta_\Lambda}) \), which is close to a constant. The data were fitted in the range \(-0.8 < \cos \Theta_\Lambda < 1.0 \), where each bin had at least 20 data and 40 Monte Carlo entries. As fit result we obtained \( \alpha_{\Xi^0 \rightarrow \Lambda \gamma} \alpha_{\Lambda \rightarrow p\pi^-} = -0.452 \pm 0.012_{\text{stat}} \), corresponding to \( \alpha_{\Xi^0 \rightarrow \Lambda \gamma} = -0.704 \pm 0.019_{\text{stat}} \), with the uncertainty from the signal statistics.

The angular distributions of \( \cos \Theta_{\Xi \Lambda} \cos \Theta_{\Sigma p} \) for \( \Xi^0 \rightarrow \Sigma^0 \gamma \) are shown in Fig. 4 together with an isotropic Monte Carlo simulation and simulated background events. The simulated events were corrected for trigger efficiency. The fit was performed completely analogous to \( \Xi^0 \rightarrow \Lambda \gamma \) using a least-squares fit and a Monte Carlo simulation with a decay asymmetry close to the measured one. The fit range was \(-0.6 < \cos \Theta_{\Xi \Lambda} \cos \Theta_{\Sigma p} < 0.9 \). The fit result

\(^1\)Except for the first run period, where the L1 efficiency was between 85% and 90%. 
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is $\alpha_{\Xi^0\to\Sigma^0\gamma} = -0.468\pm0.020_{\text{stat}}$, or $\alpha_{\Xi^0\to\Sigma^0\gamma} = -0.729\pm0.030_{\text{stat}}$, where the error again only contains signal statistics. Despite the same sign of $\alpha_{\Xi^0\to\Sigma^0\gamma}$ and $\alpha_{\Xi^0\to\Lambda\gamma}$, the sign of the slope in Fig. 4 is opposite to the slope in $\Xi^0\to\Lambda\gamma$ due to the spin of the additional photon.

### 5.4 Systematic Uncertainties

Several contributions to the systematic error were studied.

Trigger efficiencies were measured from the data as described above and contributed uncertainties of $\pm0.020$ and $\pm0.028$ to $\alpha_{\Xi^0\to\Lambda\gamma}$ and $\alpha_{\Xi^0\to\Sigma^0\gamma}$, respectively.

The largest uncertainty came from a possible incorrect modeling of the detector acceptance. The critical point was the simulation of the beam profile in the beam pipe region, since the acceptance changed rapidly with the distance of the decay from the beam axis. This was investigated with $\Xi^0\to\Lambda\pi^0$ data events, which have sufficient statistics, and which were, due to the lower $Q$ value, more sensitive to possible inefficiencies near the beam pipe. Observed variations of the fitted $\Xi^0\to\Lambda\pi^0$ decay asymmetry with the $\Xi^0$ energy and with the minimum distance between the photon clusters and the track impact points in the calorimeter were applied on the radiative decays, resulting in variations of $\pm0.058$ and $\pm0.067$ on the $\Xi^0\to\Lambda\gamma$ and $\Xi^0\to\Sigma^0\gamma$ decay asymmetries, respectively. Even though the acceptance variations are less strong for $\Xi^0\to\Lambda\gamma$ and $\Xi^0\to\Sigma^0\gamma$, these values were taken as a conservative estimate of the corresponding systematic uncertainty.

The systematic uncertainty arising from background subtraction was conservatively estimated by varying the background in $\Xi^0\to\Lambda\gamma$ by $\pm25\%$ and in $\Xi^0\to\Sigma^0\gamma$, where the remaining contribution of $\Xi^0\to\Lambda\pi^0$ events was more difficult to estimate, by $\pm100\%$. 

![Figure 3:](image-url)
Figure 4: Left: $\Xi^0 \to \Sigma^0 \gamma$ distributions of $\cos \Theta_{\Xi \Lambda} \cos \Theta_{\Sigma p}$ for data, an isotropic MC simulation and simulated background events. Right: Ratio of background-corrected signal events over the isotropic and trigger-corrected MC simulation. The line shows the fit result.

The uncertainty of our knowledge of the $\Xi^0$ mass was determined by shifting the $\Xi^0$ mass in the simulation to the PDG value. Finally, the known uncertainties of the $\Xi^0$ lifetime [4], the transverse $\Xi^0$ polarization, and of the PDG value of $\alpha_{\Lambda \to p\pi^-}$ were taken into account.

The single contributions to the systematic uncertainty are summarized in Table 1. For the total systematic uncertainty, the single components were added in quadrature.

An important check for the validity of the data analysis was the measurement of the decay asymmetry in $\Xi^0 \to \Lambda \pi^0$, where the data statistics is a factor of 100 higher. The decays $\Xi^0 \to \Lambda \pi^0$ were recorded with the same trigger and used a similar Monte Carlo simulation as for the other analyses. From our data we measured a combined $\Xi^0 \to \Lambda \pi^0$ asymmetry of $\alpha_{\Xi^0 \to \Lambda \pi^0} \alpha_{\Lambda \to p\pi^-} = -0.276 \pm 0.001_{\text{stat}} \pm 0.035_{\text{syst}}$. The systematics of this measurement are mainly due to a dependency of the fitted asymmetry with the $\Xi^0$ energy and were estimated from the variations of the result for different $\Xi^0$ energies. The agreement between this result and the best published measurement of $-0.260 \pm 0.006$ [18] validated the method and served as a systematic check.

As a further check, an independent analysis, which was performed using the same data but different Monte Carlo samples, gave consistent results.

5.5 Measurement of $\Xi^0$ Decay Asymmetries

In addition to $\Xi^0$ decays, we have also selected $\Xi^0 \to \Lambda \gamma$ and $\Xi^0 \to \Sigma^0 \gamma$ events. The selection criteria were identical, but opposite track charges were required. In total, we found 4769 $\Xi^0 \to \Lambda \gamma$ and 1404 $\Xi^0 \to \Sigma^0 \gamma$ candidates in the same data set. Backgrounds were estimated to be 1.7% for $\Xi^0 \to \Lambda \gamma$, mainly arising from accidental overlaps, and 1.5%
\[ \Delta \alpha_{\Xi^0 \rightarrow \Lambda\gamma} = -0.704 \pm 0.019_{\text{stat}} \pm 0.064_{\text{syst}} \] (3)

and

\[ \alpha_{\Xi^0 \rightarrow \Sigma^0\gamma} = -0.729 \pm 0.030_{\text{stat}} \pm 0.076_{\text{syst}}. \] (4)

The first result is a factor of three more precise than the previous measurement by NA48 [10] while the latter is of similar accuracy as the KTeV measurement [11], and both are in very good agreement with the previous measurements.

With these measurements large negative decay asymmetries have been established in both channels. Unfortunately the theoretical uncertainties are still rather large, in particular those of the \( \Xi^0 \rightarrow \Lambda\gamma \) channel. We hope that this situation will improve in the future.
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