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ABSTRACT

In the framework of asymptotic free (AF) field theories (mainly $\phi^3$) we expose by simple examples the arbitrariness of perturbative parton cross-sections due to the ultra-violet (UV), mass (M) and the infra-red (IR) divergences and their regularization. Establishing a one-to-one correspondence between the renormalization group (RG) approach and the Feynman diagram calculations we gain insight into the importance of $N$ factorization to arrive at unique AF predictions. We give details of the parton cross-sections for deep inelastic (DI) scattering and Drell-Yan (DY) massive lepton pair production.
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The theoretical justification of perturbative calculations in the framework of Quantum Chromodynamics\textsuperscript{1)} triggered in the recent past a plethora of theoretical investigations and exploratory analyses which determined the integrated and differential distributions of the quark-gluon sub-processes in the framework of the parton model\textsuperscript{2)}. In a consistent calculation M factorization\textsuperscript{3)} would have to be carried out with all M singularities\textsuperscript{4)}, originating from the initial partons, being absorbed in the momentum distribution. Once we go beyond a leading-log approximation this last step becomes essential since the quark-gluon cross-sections as they are determined from the Feynman graphs involve a high degree of arbitrariness which in these phenomenological calculations is often ignored. Although the quark-gluon cross-sections are arbitrary the AF predictions\textsuperscript{5)} resulting from a correct application of the M factorization program are unique.

With this short write-up we aim to demonstrate the dependence of the parton cross-sections on the regularization procedures to prevent the M, UV and the IR singularities. In its second part we focus on the AF program and expose a general and elegant method to extract from the perturbative parton cross-sections the M factorized functions of the RG approach. In order to keep all unnecessary technicalities apart from the discussion we present our reasoning in the framework of $\phi^3$ theories (mainly $\phi^3$ since it is asymptotically free and has no IR divergences\textsuperscript{6)}.)

In this first part our strategy is as follows: we present the QCD Feynman diagrams, analyse their singularity structure and explain how the appearing divergences are correctly removed by pointing to the crucial assumptions.

Considering DI scattering with the lowest order QCD diagrams exposed in Fig. 1 we distinguish the virtual gluon corrections due to the self-energy and the vertex graphs, the radiative gluon graphs and the initial gluon graphs. The analogous Feynman diagrams contribution to the DY process are shown in Fig. 2.

Feynman diagrams are well known to give rise to UV, M and IR singularities. We analyse their origin by using simple methods which permit immediate recognition of the singularity structure of each graph. Whilst attempting to carry out the loop integration in the virtual gluon terms we notice a logarithmic singularity as $k^+ \to 0$ - the UV divergence. It is removed in two steps: UV regularization and renormalization. UV regularization can be achieved by several different techniques where one of them, dimensional regularization\textsuperscript{7)}, is particularly attractive for gauge theories. It has the advantage of maintaining the Ward identities, respects unitarity and causality, and it is simple in its practical applications.
We apply it on the self-energy contribution and find

\[
1 - Z_2^{-1} = \frac{3}{p^2} \sum_{p^2 \geq m^2} \frac{\kappa_s}{6 \pi} \left[ \frac{2}{n-6} + \ln \frac{m^2}{M_\text{reg}^2} + \text{constants} \right]
\]

(1)

This result was obtained for $\phi^3$. There is an $(n - 6)$ pole which reflects the UV divergence and it exhibits a logarithmic dependence on the quark mass $m$.

The regulator mass $M_\text{reg}$ was introduced to maintain a dimensionless action.

Once we have technically prevented the singularities we can proceed to the renormalization step. Denoting $\mathcal{L}_0$ as the bare, unrenormalized Lagrangian we introduce the subtraction term $\Delta \mathcal{L}$ leading to additional terms which subtract out the UV divergences. There is a certain freedom in its definition which reflects itself in the fact that in Eq. (1) the pole term alone or additional constant pieces can be removed. The minimal subtraction scheme\textsuperscript{7) } chooses the $1/(n - 6)$ pole term alone to disappear whereas renormalization at the propagator mass imposes that for $p^2 > m^2$ the propagator is given by

\[
\frac{Z_2}{p^2 - m^2} \quad \text{imposing} \quad \Sigma^R(p^2, m^2) = 0
\]

(2)

Of course, any other choice would have been equally valid although the latter two alternatives are particularly convenient. We could go through the analogous analysis of the vertex diagram with precisely the same insight. We therefore come to our **first** conclusion: the perturbatively calculated parton cross-sections depend on the particularly chosen subtraction scheme whilst performing renormalization.

We focus on the $M$ divergence\textsuperscript{4)} and analyse for this purpose the Feynman diagrams describing gluon radiation (Fig. 1 (A) and (B)). The partons are given the following masses: the intermediate propagator mass is denoted by $m^2$, $p^2$ stands for the initial quark mass and $k^2$ is the mass of the final gluon which for demonstration purposes was chosen non-vanishing. $q^2$ is the off-shell photon mass. Straightforward integration reveals (in $\phi^3$) for the parton structure function the form

\[
\frac{F_2^R}{g_s} = \frac{\kappa_s}{\pi} \left[ P(z) \ln \frac{q^2}{Z^2 m^2(z)} + h(z) + \frac{a}{\delta(1 - z)} \right]
\]

(3)
where

\[ P(z) = z(1-z) \]
\[ h(z) = \frac{n}{3} (1-z)^2 - 3(1-z) - \frac{1}{2} \]
\[ M^2(z) = \frac{z(1-z)P^2 - 2zL^2 - (1-z)M^2}{z(1-z)} \]

For the definitions and conventions we refer to Eqs (15) and (19) later in the text. This result exposes part of the mass dependences of the parton cross-section. If all masses vanish the cross-section diverges logarithmically due to its first term. The third term exhibits a pole at \( z = 1 \) which also gives rise to a mass divergence manifesting itself, however, in a slightly different form. Whilst doing QCD calculations in the parton model one assumes that if the infinity of the contributing Feynman diagrams is summed up the parton masses may be ignored as compared to \( q^2 \) and the only remaining mass is the renormalization point \( q_0^2 \). Using the operator product expansion and renormalization group techniques this picture is indeed analytically verifiable. In our Feynman diagram calculations we see that the parton cross-sections diverge if all masses are assumed to vanish. We thus begin to realize that there are \( M \) singularities which technically are prevented by giving the partons on- or off-shell masses in order to arrive at finite mathematical expressions; this is called \( M \) regularization. As an alternative one also can use dimensional regularization assuming that all parton masses vanish giving

\[ \int_0^x \frac{dz}{z} = \frac{\alpha_s}{\pi} \left[ P(z) \left\{ \frac{2}{n-6} + \ln \frac{-q^2}{M_{\text{qq}}^2} - \frac{1}{2} - \ln(1-z) \right\} \right] \]

The \( M \) divergence explicitly appears as an \((n-6)\) pole which, however, cannot be distinguished from the \((n-6)\) pole of UV origin. The above regularization procedures introduce an arbitrariness in the cross-section since there is a priori no preferred mass assignment apart from reasons of simplicity and elegance. The first expression in Eq. (4) demonstrates clearly this point. What about the \((1-z)\) singularity? It is spurious and only appears since \( z \) integration and subsequent Bj limit with \( q^2 \to -\infty \) were interchanged. In order to prevent all difficulties we split the \( z \) integration in a "soft" gluon part with \( z \approx 1 \) (which corresponds to the threshold region) and a "hard" gluon part. In the latter contribution the Bj limit may be determined first, giving a simple form of the parton cross-section without corrective masses. In the "soft" part all masses are kept finite in order to prevent the \( M \) singularities and \( z \) integration is carried out first; subsequently the scaling limit is imposed.
One immediately might ask how we then can dispose of these \( M \) singularities and arrive at unique predictions? The answer to this question comes from \( M \) factorization which will be the subject of the second part of this write-up. We come to our **second conclusion**: perturbative parton cross-sections are \( M \) singular being prevented by giving the partons on/off-shell masses or by using dimensional regularization in the totally massless case. These regularization procedures lead to results which suffer from a high degree of arbitrariness.

Whilst analyzing the perturbative QCD diagrams we come across a third type of divergence - **the IR singularities**\(^4\). They are absent in \( \phi^4 \) but reappear as we lower the dimension of space-time to \( n = 4 \). \( \phi^4 \) is asymptotically free but not \( \phi^6 \) which is IR singular instead. We therefore find it here suitable to keep for demonstration purposes the space-time dimension \( n \) open. One might criticize this simplified analysis as academic since QCD involves spin with \( n = 4 \). \( \phi^4 \) theories with variable \( n \), however, are convenient to demonstrate all the difficulties of QCD in their most simple form. In order to exhibit the origin of the IR singularities we use time ordered perturbation theory\(^8\) and analyse all graphs with this calculation technique. The negative energy denominators are ignored since they cannot give rise to \( M \) and IR divergences.

All contributions can be cast in the general form

\[
d\sigma = \int d^nPS \quad \frac{N(\theta, \ldots)}{[k(1-Cos\theta)]^n} \frac{D(q_0)}{[k(1-Cos\theta)]^R}
\]

\( k \) stands for the loop-momentum and \( \theta_i \) is the angle between the loop-momentum and the initial or final state partons. All factors which contain a dependence on the photon energy \( q_0 \) are included in \( D(q_0, \ldots) \) which in specific cases involves a \( \delta \)-function due to energy conservation. The remaining two denominators result from the propagator

\[
\frac{1}{E_{\gamma k} - E_{\gamma i} + i\epsilon} \Rightarrow \frac{1}{p - k - \vec{p} - \vec{k} + i\epsilon} \Rightarrow \frac{k \cdot q_0}{k(1-Cos\theta)} \Rightarrow \frac{1}{k(1-Cos\theta)}
\]

\( N(\theta, \ldots) \) in the numerator is due to spin and the phase space factor, generalized to \( n \) dimensions, reads

\[
d^nPS = |\vec{k}|^{n-3} d|k(1-Cos\theta_{k})|^{\frac{R-4}{2}} \ d\cos\theta_{k}
\]
A simple calculation permits us to establish for each diagram the powers $\alpha$ and $\beta$, in Table 1 we give an example, and to decide about the $(1/k)$ divergence which gives rise to the IR singularity. In a completely analogous manner we then also determine the angular singularity which is at the origin of the $N$ singular behaviour of the Feynman diagrams. Since we know where and how IR singularities occur we wonder how they are removed. We first are concerned with their regularization.

The IR singularities can be regularized by different techniques. Either we introduce an infinitesimal gluon regulator mass $\lambda$ leaving the external quark masses on-shell\cite{17,18} or we assume that all fermion masses slightly differ. This latter possibility was earlier referred to as "off-shell" regularization\cite{9} leading to (intuitively motivated) confusion and incorrect results. For a clarification see Ref. 11,12. We also could have used dimensional regularization to prevent this divergence type\cite{10}. IR singularities cannot be argued away but may only be removed by their proper cancellation between different contributions (of the same order) to the cross-section\cite{4}. In many phenomenological calculations these cancellations were not properly worked out and this divergence was prevented by "natural" cut-offs. Predictions based on such manipulations bear a high degree of arbitrariness; it is to out mind doubtful whether they are even of qualitative value as their proponents claim. Going back to the cancellations we give in the following an example how they take place. We consider the Feynman graphs for the DI cross-section as shown in Fig. 3 and specialize for demonstration purposes to Figs 3b$_2$, 3b$_3$. The contributions of the two graphs read

$$d\sigma_1 = (2\pi i)^2 \int d^4p_s \frac{1}{p_2^2 - m^2 + i\epsilon} \frac{1}{p_1^2 + i\epsilon} \frac{1}{(p_s + p_2)^2 - m^2 + i\epsilon}$$

$$d\sigma_2 = (-2\pi i)^2 \int d^4p_s \frac{1}{p_2^2 - m^2 + i\epsilon} \frac{1}{p_1^2 + i\epsilon} \frac{1}{(p_s + p_2)^2 - m^2 + i\epsilon}$$

(9) (10)

Since the singular behaviour of the integrands in Eqs (9) and (10) originates only from the $\delta$-function part of the propagators we use

$$\frac{1}{p^2 - m^2 + i\epsilon} = -i\pi \delta(p^2 - m^2) + \frac{i}{p^2 - m^2} = -\frac{2\pi i}{p^2 - m^2} \delta^+(p^2 - m^2) + \frac{i}{p^2 - m^2}$$

(11)
The second equality in Eq. (11) is only possible since the positive and negative frequency parts contribute equally in the $d^np_5$ integration. Eq. (10) is then changed to

$$d\sigma_2 = (2\pi i)^2 \int d^np_5 \frac{1}{p_5^2 - m^2 + i\epsilon} \left\{ \frac{\delta^+(p_5^2)}{p_5^2 - m^2} + \frac{\delta^+(p_5^2)}{p_5^2} \right\} \delta^+((p_5 + P_3)^2 - m^2).$$

(12)

The omitted pieces do not contribute to the singular behaviour since they emerge from the principal value parts which account for the off-shell contribution. We drop all masses and take the $\delta$ constraint into account which permits us to write

$$d\sigma_1 + d\sigma_2 = (2\pi i)^2 \int d^np_5 \frac{1}{p_5^2} \left[ \frac{\delta(p_5 + P_3 - P_5)}{p_5^2} - \frac{\delta(p_5 + P_3 - P_5)}{p_5^2} \right] \frac{1}{p_5^2 - m^2 + i\epsilon}$$

(13)

If the angle $\theta$ between $\vec{p}_3$ and $\vec{p}_5$ goes to zero Eq. (13) can be simplified to

$$d\sigma_1 + d\sigma_2 = (2\pi i)^2 \int d^np_5 \frac{\delta(p_5 - P_3)}{p_5^2} \left[ \frac{1}{p_5^2 - m^2 + i\epsilon} - \frac{1}{p_5^2 + P_3^2} \right] \frac{1}{p_5^2 - m^2 + i\epsilon}$$

(14)

We observe that the IR singularity is cancelled between the first and second term ($|p_5| \to 0$) whereas we need all three terms to cancel the M singularity connected with the final quark lines 3,4. We come to our third conclusion: All IR divergences of the Feynman diagrams, contributing to a given order in perturbative QCD, cancel. The form of the remaining finite cross-section depends on how the IR singularities were regularized. If the cancellation is not properly worked out the resulting parton cross-sections strongly depend on the regularization procedure.

So far we have not mentioned that any mass assignment to prevent the M singularities is subject to consistency constraints. This insight emerges from considering the lowest order perturbative diagrams contributing to the virtual
Compton amplitude $\gamma^* q \rightarrow \gamma^* q$. Its discontinuity gives the parton cross-sections contributing to the lowest order QCD corrections in DI scattering such as $\gamma^* q \rightarrow qg$. We consider a set of illustrative graphs shown in Fig. 3. The virtual Compton graph is not M divergent in the intermediate quark lines 234 whereas the corresponding DI graphs are M divergent. All M singularity related to the lines 234 therefore must cancel in their sum. This can only be achieved if the M singularities are regularized in a consistent way. Unitarity imposes that the regulator masses $m_2, m_3, m_4$, which slightly may differ, must be chosen as indicated in Figs 3. It clearly implies that the final state fermion mass is not necessarily the same in all diagrams. The mass assignment was fixed in the finite graphs and then is consistently carried over to the cut-graphs. Explicit evaluation of all DI diagrams shows that in their entire sum all final state M singularities indeed cancel whereas those of the initial parton lines persist.

In this example of DI scattering we immediately understand and accept the need of this constraint, but its extension to other processes was not so obvious. The DY sub-processes as $q q \rightarrow q\gamma$ have of course no analogue to the virtual Compton amplitude in DI scattering and still all final state M singularities are absent or cancel. The remaining initial state M singularities of this process are, however, absorbed in the scale dependent momentum distributions; they therefore are replaced in the M factorization program by the analogous ones of the DI structure function. It therefore is of utmost importance to realize that the M singularities in both type of processes must be regularized in precisely the same way. The essential point is to start from one and the same M finite Feynman graph - the vacuum bubble - and to derive the corresponding DI and DY diagrams through appropriate cuttings (in the sense of Cutkosky\textsuperscript{11,4}). We give a simple example in Fig. 4. The mass assignment is chosen in the vacuum bubble and then consistently carried over to the two parton processes. We come to our fourth conclusion: the (auxiliary) mass assignment must be chosen on an M finite amplitude which via cuttings leads to the parton processes under consideration.

We have determined the DI structure function and the DY cross-section on the parton level and give in the following some of the intermediate and final results for $\phi^3$ theory\textsuperscript{12).} We have selected the on-shell and the completely massless cases which satisfy the above constraints and used for the latter mass assignment n dimensional regularization. The DI structure function is

$$\frac{\gamma W^2}{x} \equiv F_2(x, \xi^2) = \int_x^1 \frac{dz}{z} F(z, \frac{\xi^2}{z}) F_2(z, \xi^2)$$  

(15)
with the scaling variables defined as

\[ x = \frac{q^2}{2P_q}, \quad z = \frac{q^2}{2P_q}, \quad p = \frac{2}{P} \]  

(16)

The quark part of the parton structure function is parametrized as

\[ \phi(x, q^2) = 3(1-x) + c_3 \frac{2}{P} \ln \frac{q^2}{P^2} + \frac{b_2}{f(z)^2} \]  

(17)

with \( P(z) \) and \( f_{\text{DY}}(z) \) given in Table 2. The DY cross-section reads

\[ \sigma q^2 \frac{d \sigma}{dq^2} = \frac{4 \pi \alpha_s}{3} \int dz \left[ \left( \frac{2}{P} \right) \left[ \sum_{i=1}^{Z} \frac{2}{P} \ln \frac{q^2}{P^2} + f(z)^2 \right] \right] W(z, q^2) \]  

(18)

where \( z = \tau/x_1 x_2, \tau = Q^2/s \) with the analogous parton cross-section parametrized as

\[ W(z, q^2) = 3(1-z) + c_3 \frac{2}{P} \ln \frac{q^2}{P^2} + \frac{b_2}{f(z)^2} \]  

(19)

and \( P(z) \) and \( f_{\text{DY}}(z) \) listed in Table 2.

We come to the second part of our presentation which concerns the connection between the RG approach and the lowest order perturbative calculations. In order to expose clearly the essential reasoning we ignore all mixing complications. Our arguments can, of course, be extended to the singlet case where mixing may not be ignored anymore. The AF approach to the DI structure functions is based on

- the operator product expansion
- the solution to the RG equation for the Wilson coefficients
- and analyticity establishing the connection

\[ \lambda_i^{(n)} = \sum_{j} \lambda_{i}^{(n)} C_i^{(n)} \]  

(20)

\( \lambda_i^{(n)} \), \( \lambda_{i}^{(n)} \), \( \lambda_{i}^{(n)} \), \( \lambda_{i}^{(n)} \) stand for the moments of the structure function \( i \), the parton momentum distribution, the reduced operator matrix element and the Wilson coefficient function. All dependence on the parton momentum \( P^2 \) is contained in \( \lambda_{i}^{(n)} \), whereas \( \varphi_i^{(n)} \) only depends on \( q^2 \). The renormalization point \( q_0^2 \) appears in both.
Instead we could have carried out our analysis in the parton model using QCD perturbation theory with

\[ M_i^{(n)} = \int d\sigma_i^{(n)} = \int \Gamma^{(n)} d\bar{\sigma}_i^{(n)} \]  \hspace{1cm} (21)

The Eqs (20) and (21) are distinct in that all parton momentum dependence on the one hand and the dependence on the off-shell photon mass are separated by the operator product expansion whereas this is not the case in a perturbative calculation. \( d\sigma_i^{(n)} \) is a function of \( p^2, q^2 \) (and the renormalization point \( q_0^2 \) in higher orders). We can achieve their separation through \( M \) factorization as indicated by the second equality in Eq. (21). All parton mass dependence is absorbed in \( \Gamma^{(n)}(p^2, q_0^2) \) whereas \( d\bar{\sigma}_i^{(n)}(q^2, q_0^2) \) depends only on the dynamical variable \( q^2 \); the renormalization point \( q_0^2 \) appears in both even in a lowest order calculation. In phenomenological applications the product \( \Gamma^{(n)}(n) \equiv u^{(n)} \) is treated as one function and considered as the input momentum distribution which is fixed by the experiment at a chosen value \( q_0^2 \). Since we calculate perturbatively

\[ d\sigma_i = \text{const.} \left[ \mathcal{S}(1-z) + g^2 \Lambda \right] \]  \hspace{1cm} (22)

the explicit form of \( \Lambda(p^2, q^2) \) emerges from evaluation of all QCD Feynman diagrams to order \( g^2 \) as indicated above. It thus is possible to specify \( d\sigma_i^{(n)} \) and to carry out \( M \) factorization.

The arbitrariness mentioned earlier due to the counter term \( \Delta \mathcal{L} \) in the Lagrangian in order to achieve renormalization permits the formulation of the Callan-Symanzik (differential) equation for \( A^{(n)} \) (in the parton model) and for \( \gamma_i^{(n)} \), with the solution for the latter quantity given by

\[ C_i^{(n)}(\mathcal{F}) = C_i^{(n)}(\mathcal{F}) \cdot \exp \left[ \frac{\bar{g}}{2} \int \frac{\gamma_i^{(n)}(x)}{p(x)} \, dx \right] \]  \hspace{1cm} (23)

\( \bar{g} \equiv \bar{g}(Q^2) \) is the running coupling constant and \( \gamma^{(n)} \) stand for the anomalous dimensions and the \( \mathcal{B} \) function characterizing the field theory under consideration. By this calculation technique one is able to determine the influence of an infinity of Feynman diagrams as indicated by Eq. (20). We seek connection between these two calculation methods in lowest order of the strong coupling constant \( g \) using the general ansatz
\[
\beta(g) = \left[ g^3 b_1 + g^2 b_2 + \ldots \right]^{(n)}
\]
\[
\gamma^{(n)}(g) = \left[ g^2 a_1 + g a_2 + \ldots \right]^{(n)}
\]
\[
\mu^{(n)}(g) = \left[ 1 + g^2 \left\{ a_{11} \ln \frac{Q^2}{\mu^2} + a_{10} \right\} + \ldots \right]^{(n)}
\]
\[
c_t^{(n)}(g) = \left[ 1 + c_t \frac{g^2}{\lambda_{10}} + \ldots \right]^{(n)}
\]

The running coupling constant is given by

\[
\frac{\bar{g}^2(t)}{1 - 2 b_1 g^2 t} = \frac{\bar{g}^2}{1 - 2 b_1 g^2 t}, \quad t = \frac{1}{2} \ln \frac{Q^2}{\mu^2}
\]

where \( b_1 < 0 \) is the necessary condition for asymptotically free field theories. We insert these expansions in Eqs (23) and (20) and find

\[
M_i^{(n)} = \bar{g}^{(n)} \left[ 1 + g^2 \Lambda + \ldots \right]^{(n)}
\]

with

\[
\Lambda^{(n)} = \left[ \frac{1}{2} d_i \ln \frac{Q^2}{\mu^2} + c_i + a_{10} \right]^{(n)}
\]

By this simple expansion in the fixed coupling constant \( \bar{g} \) we have established the connection between the renormalization group result and a lowest order perturbative calculation. One-to-one identification therefore allow us to determine the expansion coefficients in Eq. (24) and in this way to specify the contribution of an infinity of Feynman diagrams via the RG equation in Eq. (20). We realize that all mass divergences of the perturbative cross-sections have been absorbed in \( A^{(n)} \) (or \( \Gamma^{(n)} \) since we ignore all mixing complications) and finally were shifted in the phenomenological input momentum distributions.

But what about the arbitrariness of the perturbative parton cross-section mentioned earlier due to UV renormalization and the \( M \) and IR divergences? The RG equations are just a consequence of the subtraction ambiguity whilst performing renormalization. Since the moments of the virtual Compton amplitude \( M_i^{(n)} \) satisfy a RG equation and similarly \( A^{(n)} \) and \( c_i^{(n)} \) all three depend on the subtraction choice. However, we have to distinguish between coupling constant renormalization and operator renormalization. All three quantities are calculated with the same renormalized coupling constant which also fixes \( \bar{g} \).
The operator renormalization thus concerns only $A_i^{(n)}$ and $\mathcal{G}_i^{(n)}$ in Eq. (20). In practical calculations one determines perturbatively the virtual Compton amplitude Eq. (22) with a certain mass assignment to prevent the $M$ singularities. Whilst calculating the right-hand side of Eq. (20) we first determine the reduced operator matrix element $A_i^{(n)}$ in Eq. (24) with a certain operator renormalization prescription. Since $N_i^{(n)}$ and $A_i^{(n)}$ are now fixed we have automatically determined $\mathcal{G}_i^{(n)}$ in Eq. (23). This quantity in itself is a product of two terms, the coefficient function $C_i^{(n)}$ and the exponent. The latter is calculated via the anomalous dimensions of the operators leading to the conclusion that $C_i^{(n)}$ is fixed. Changing the renormalization of the operator matrix element $A_i^{(n)}$ changes $C_i^{(n)}$. The renormalization arbitrariness of $A_i^{(n)}$ reflects itself in the mass factorization since we have identified $A_i^{(n)} \equiv \Gamma_i^{(n)}$ and $\mathcal{G}_i^{(n)} = \mathcal{D}_i^{(n)}$, and influences the non-leading terms in $A_i^{(n)}$ and $C_i^{(n)}$ [see Eq. (24)]. The above procedure applies for the structure function $F_i(x,q^2) = u(x,q^2)$, being conventionally defined as the $q^2$ dependent momentum distribution with $C_i^{(n)}(\mathcal{g}) \equiv 1$ in Eq. (23), which imposes that there are no constant terms but only logs. Of course, any other choice could have been made, but this one is experimentally best known.

Using the fact that the moments of all other structure functions $\tilde{f}_i$ can be written as

$$M_i^{(n)} = u^{(n)}(x,q^2) \left[ 1 + \mathcal{G}_i^{(n)} \cdot \mathcal{D}_i^{(n)} + \ldots \right]^{(n)}$$

(27)

which is easily obtained with Eq. (20) using $C_i^{(n)}(\mathcal{g})$ in Eq. (24), we realize that all other structure functions are parametrized by $u(x,q^2)$ plus a correction term which is responsible for all next-to-leading corrections. In this way all $M$ singularities of $d\sigma_i$ are subtracted (or divided out) by those of $d\sigma_2$ since the factorization matrix $\Gamma^{(n)}$ is universal and in particular is not $i$-dependent. The above form is particularly suitable for phenomenological applications\textsuperscript{17}. $u(x,q^2)$ is determined via Mellin inversion from $M_i^{(n)}$ with simple parametrizations being proposed for its practical use\textsuperscript{18}. $\mathcal{D}_i^{(n)} = \Gamma_1^{(n)} - \Gamma_2^{(n)}$ is available from the lowest order QCD calculations. This latter expression is independent of any regularization procedure!

We briefly indicate the completely analogous procedure for the DY process. The moments of its cross-section read

$$d\sigma^{(n)} = \text{const. } f^{(n)}(x) \tilde{f}^{(n)}(x) \mathcal{W}^{(n)}$$

(28)
with the lowest order QCD result given in Eq. (19). Its mass singularities and part of its $Q^2$ dependence is absorbed in the scale dependent momentum distributions

$$d\sigma^{(n)} = \text{const.} \cdot u^{(n)}(Q^2) \bar{u}^{(n)}(Q^2) \left[ 1 + \frac{g^2}{\Delta} \gamma + \ldots \right]^{(n)}$$ (29)

in complete analogy to Eq. (27) in DI scattering. The general form of the parton cross-section then is

$$\hat{\sigma}^{(n)} = \left[ 1 + \frac{g^2}{\Delta} \gamma + \ldots \right]^{(n)}$$ (30)

The $\Lambda$'s stand for the order $g^2$ corrections in DI scattering [Eq. (22)].

Comparison between the Eqs (30) and (19) determines $\Delta^{DY} = f^{DY} = 2 f^{DI}$ where $a_{1s} = a_2^{DI}$ was identified earlier. $\Delta^{DY}$ is expected to be independent of any regularization procedure; this could indeed be verified for on/off-shell mass assignment and using $n$ dimensional regularization in the case of all vanishing parton masses (see Table 2).

In this short note we exposed the main assumptions in calculating parton cross-sections in the framework of perturbative QCD. We pointed to the divergence problems and the arbitrariness emerging from technically preventing the UV, M and IR divergences. Subsequently the DI structure functions and the DY cross-sections on the parton level are determined in order $g^2$. We use on-shell mass assignment and $n$ dimensional regularization with all partons massless. Detailed results are given for $\phi^3$ theory.

In the second part of this lecture we exposed the connection between the RG approach and perturbative evaluation. Establishing a one-to-one correspondence between these two calculation methods we demonstrate that regularization independent predictions still can be obtained. We outline the arguments for DI scattering and briefly indicate their extension to the DY process.
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Table 1
Analysis of the DI graphs in Fig. 3 on their M- and IR-
singular behaviour.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Fig.</th>
<th>$(\alpha, \beta)$</th>
<th>$\phi_3^\prime (n = 6)$</th>
<th>Q.C.D. $(n = 4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{E}$ - graph</td>
<td>3a$_2$</td>
<td>(2, 0)</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>$\mathcal{S}_1$ - graph</td>
<td>3b$_2$, b$_3$</td>
<td>(1, 1)</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>$\mathcal{S}_1$ - graph</td>
<td>3c$_2$, c$_3$</td>
<td>(1, 1)</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>$\mathcal{S}_1$ - graph</td>
<td>3d$_2$, d$_3$, d$_4$</td>
<td>(2, 0)</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>$\mathcal{S}_2$ - graph</td>
<td>3e$_2$</td>
<td>(2, 0)</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>$\mathcal{S}_2$ - graph</td>
<td>3f$_2$</td>
<td>(2, 0)</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>
Table 2
Formulas for the parton structure function in DI scattering and for the DY parton cross-section calculated in $\phi^2_6$ field theory.

<table>
<thead>
<tr>
<th></th>
<th>$2F^V_{\chi}(q^2)$</th>
<th>$\Sigma_1(m^2)$</th>
<th>$\Sigma_2(m^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>on-shell</td>
<td>$\frac{2\alpha_S}{6\pi} \left[ \frac{2}{6-n} + \frac{\mu^2_{\text{reg}}}{-q^2} - \frac{\gamma + \ln 4\pi}{3} \right]$</td>
<td>$\frac{\alpha_S}{6\pi} \left[ \frac{2}{6-n} + \frac{\mu^2_{\text{reg}}}{m^2} - \frac{\gamma + \ln 4\pi}{3} \right]$</td>
<td>$\frac{\alpha_S}{6\pi} \left[ \frac{2}{6-n} + \frac{\mu^2_{\text{reg}}}{m^2} - \frac{\gamma + \ln 4\pi}{3} \right]$</td>
</tr>
<tr>
<td>massless</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$2F^V(q^2)$</th>
<th>$R_{\text{soft}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>on-shell</td>
<td>$\frac{2\alpha_S}{6\pi} \left[ \frac{m^2}{-q^2} + 2 \right]$</td>
<td>$\frac{\alpha_S}{6\pi} \left[ \frac{e^2}{m^2} - 1 \right]$</td>
</tr>
<tr>
<td>massless</td>
<td>$\frac{2\alpha_S}{6\pi} \left[ \frac{2}{6-n} + \frac{\mu^2_{\text{reg}}}{-q^2} - \frac{\gamma + \ln 4\pi}{3} \right]$</td>
<td>$\frac{\alpha_S}{6\pi} \left[ \frac{2}{6-n} + \frac{\mu^2_{\text{reg}}}{M_{\text{reg}}} - \frac{\gamma - \ln 4\pi - }{3} \right]$</td>
</tr>
</tbody>
</table>

(5) (6)
<table>
<thead>
<tr>
<th>( A_{n q} )</th>
<th>( \alpha_s , \delta(1-z) )</th>
<th>( \alpha_s , \delta(1-z) )</th>
<th>( \alpha_s , \delta(1-z) )</th>
<th>( \alpha_s , \delta(1-z) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta(1-z) )</td>
<td>( \frac{1}{6} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>( \frac{1}{6} )</td>
<td>( \frac{1}{9} )</td>
<td>( \frac{1}{6} )</td>
<td>( \frac{1}{6} )</td>
</tr>
<tr>
<td>( \delta(1-z) )</td>
<td>( \frac{1}{6} )</td>
<td>( \frac{1}{9} )</td>
<td>( \frac{1}{6} )</td>
<td>( \frac{1}{6} )</td>
</tr>
</tbody>
</table>
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FIGURES CAPTIONS

Fig. 1 : Lowest order QCD diagrams contributing to DI scattering.

Fig. 2 : Lowest order QCD diagrams contributing to the DY process.

Fig. 3 : Lowest order QCD diagrams contributing to the virtual Compton amplitude (left). Their discontinuities (right) provide the graphs contributing to the DI cross-sections.

Fig. 4 : M- and IR-singularity free vacuum bubble with the appropriate cuts generating the set of corresponding QCD diagrams which contribute in the DI, DY and the e^+e^- processes.
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