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Abstract

The ALICE Collaboration reports the measurement of the relative J/ψ yield as a function of charged particle pseudorapidity density $dN_{ch}/d\eta$ in pp collisions at $\sqrt{s} = 7$ TeV at the LHC. J/ψ particles are detected for $p_t > 0$, in the rapidity interval $|\eta| < 0.9$ via decay into $e^+e^-$, and in the interval $2.5 < y < 4.0$ via decay into $\mu^+\mu^-$. An approximately linear increase of the J/ψ yields normalized to their event average ($dN_{J/\psi}/dy$)/($dN_{ch}/dy$) with ($dN_{ch}/d\eta$)/($dN_{ch}/d\eta$) is observed in both rapidity ranges, where $dN_{ch}/d\eta$ is measured within $|\eta| < 1$ and $p_t > 0$. In the highest multiplicity interval with ($dN_{ch}/d\eta(bim)$) = 24.1, corresponding to four times the minimum bias multiplicity density, an enhancement relative to the minimum bias J/ψ yield by a factor of about 5 at $2.5 < y < 4$ (8 at $|\eta| < 0.9$) is observed.
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as determined in $|\eta| < 1$ for pp collisions at $\sqrt{s} = 7$ TeV at the LHC.

The data discussed here are measured in two complementary parts of the experimental setup of ALICE [27]: the central barrel ($|\eta| < 0.9$) for the $J/\psi$ detection in the di-electron channel and the muon spectrometer ($-4 < \eta < -2.5$) for $J/\psi \to \mu^+\mu^-$ measurements.

The central barrel provides momentum measurement for charged particles with $p_t > 100$ MeV/c and particle identification up to $p_t \approx 10$ GeV/c. Its detectors are all located inside a large solenoidal magnet with a field strength of 0.5 T. Used in this analysis are the Inner Tracking System (ITS) and the Time Projection Chamber (TPC). The ITS [28] consists of six layers of silicon detectors surrounding the beam pipe at radial positions between 3.9 cm and 43.0 cm. Silicon Pixel Detectors (SPD) are used for its innermost layer and are also used for particle identification via a measurement of the specific ionization $(dE/dx)$ in the detector gas with a resolution of about 5% [27].

The muon spectrometer consists of a frontal absorber followed by a 3 Tm dipole magnet, coupled to tracking and triggering detectors. Muons are filtered by the 10 interaction length ($\approx 3.2$) with a 3 Tm dipole magnet, coupled to tracking and triggering detectors. Muon tracking is performed by five tracking stations, positioned between 5.2 m and 14.4 m from the IP, each consisting of two planes of cathode pad chambers. A conical absorber surrounding the beam pipe provides protection against secondary particles through the full length of the muon spectrometer. These particles result from interactions not associated with the primary vertex and are mainly due to beam-gas interactions.

Two VZERO detectors are used for triggering on inelastic pp interactions and for the rejection of beam–gas events. They consist of scintillator arrays and are positioned at $z = -90$ cm and $z = +340$ cm, covering the pseudorapidity ranges $-3.7 < \eta < -1.7$ and $2.8 < \eta < 5.1$. The minimum bias (MB) pp trigger uses the information of the VZERO detectors and the SPD. It is defined as the logical OR between two conditions: (i) a signal in at least one of the two VZERO detectors has been measured; (ii) at least one readout chip in the SPD fires. It has to be in coincidence with the arrival of proton bunches from both sides of the interaction region. The efficiency of the MB trigger to record inelastic collisions was evaluated by Monte Carlo studies and is 86.4% [30]. For the di-muon analysis, a more restrictive trigger is used ($\mu$–MB). It requires the detection of at least one muon above a threshold of $p_t^{\mu} > 0.5$ GeV/c in the muon trigger chambers in addition to the MB trigger requirement.

The results presented in this Letter are obtained by analyzing pp collisions at $\sqrt{s} = 7$ TeV recorded in 2010. For the $J/\psi$ measurement in the di-electron (di-muon) channel a sample of $3.5 \times 10^8$ minimum bias events (6.75 $\times 10^8$ $\mu$-MB triggered events) is analyzed, corresponding to an integrated luminosity of $5.6$ nb$^{-1}$ ($7.7$ nb$^{-1}$). The relative normalization between the number of $\mu$–MB and minimum bias triggers needed to extract the integrated luminosity in the di-muon case is calculated using the ratio of the number of corresponding single muons with $p_t > 1$ GeV/c. The luminosity at the ALICE interaction point was kept between 0.6 and $2.0 \times 10^{29}$ cm$^{-2}$ s$^{-1}$ for all the data used in this analysis. This ensures a collision pile-up rate not larger than 4% in each bunch crossing. In the case of the di-muon analysis the interaction vertex is reconstructed using tracklets which are defined as combinations of two hits in the SPD layers of the ITS, one hit in the inner layer and one in the outer. Since for MB trigger used in the di-electron analysis the full information of the central barrel detectors is available ($\mu$-MB triggered events only include SPD information), tracks measured with ITS and TPC are used in this case to locate the interaction vertex. This results in a resolution in $z$ direction of $\sigma_z \approx 600/N_{trk}^{\mu}$ mm, where $N_{trk}$ is the multiplicity measured via SPD tracklets. For the vertices reconstructed using SPD tracklets only, this resolution is worse by 35% for high ($N_{trk} = 40$) and 50% for low ($N_{trk} = 10$) multiplicities. Events that do not have an interaction vertex within $|z_{vtx}| < 10$ cm are rejected, where $z_{vtx}$ is the reconstructed $z$ position of the vertex. The rms of the vertex distributions along $z$ is for all running conditions below 6.6 cm and no significant dependence on $dN_{ch}/dy$ is found for the multiplicity intervals studied here.

Pile-up events are identified by the presence of two interaction vertices reconstructed with the SPD. They are rejected if the distance along the beam axis between the two vertices is larger than 0.8 cm, and if both vertices have at least three associated tracklets. This removes 48% of the pile-up events. In the remaining cases two events can be merged into a single one, thus yielding a biased multiplicity estimation. A simulation assuming a Gaussian distribution for the vertex $z$ position results in a probability for the occurrence of two vertices closer than 0.8 cm of 7% combined with the pile-up rate of 4%, this gives an overall probability that two piled-up events are merged into a single event of $\approx 0.3\%$, which is a negligible contribution in the multiplicity ranges considered here.

The charged particle density $dN_{ch}/dy$ is calculated using the number of tracklets $N_{trk}$ reconstructed from hits in the SPD detector, because the SPD is the only central barrel detector that is read out for all of the $\mu$–MB trigger. The tracklets are required to point to the reconstructed interaction vertex within $\pm 1$ cm in radial and $\pm 3$ cm in $z$ direction [31,32]. Using simulated events, it is verified that $N_{trk}$ is proportional to $dN_{ch}/dy$. For a good geometrical coverage, only tracklets within $|\eta| < 1$ from events with $|z_{vtx}| < 10$ cm are considered. Since the pseudorapidity coverage of the SPD changes with the interaction vertex $z$ position and also with time, due to the varying number of dead channels, a correction to the measured $N_{trk}$ is applied event-by-event. This correction $C_{trk}(z_{vtx})$ is determined from measured data as a function of $z_{vtx}$ by calculating the ratio of the number of tracklets reconstructed for a given $z_{vtx}$, $N_{trk}(z_{vtx})$, to the $N_{trk}$ value measured for the $z_{vtx}$ position with the maximal acceptance: $C_{trk}(z_{vtx}) = N_{trk}^{m}/N_{trk}(z_{vtx})$. It is found to be smaller than 10% for $|z_{vtx}| < 5$ cm and smaller than 25% for $|z_{vtx}| < 10$ cm. Fig. 1 shows the resulting distribution of the relative charged particle density ($dN_{ch}/dy$)/($dN_{ch}/dy$), where ($dN_{ch}/dy$) = $6.01 \pm 0.01$ (stat.)$^{+0.20}_{-0.15}$ (syst.) as measured for inelastic pp collisions with at least one charged particle in $|\eta| < 1$ [32]. The use of relative quantities was chosen in order to facilitate the comparison to other experiments and to theoretical models, as well as to minimize systematic uncertainties. The definition of the charged particle multiplicity intervals used in this analysis is given in Table 1, together with the corresponding mean values of $dN_{ch}/dy$. The present statistics allows one to cover charged particle densities up to four times the minimum bias value.
For the J/ψ measurement in the di-electron channel tracks are selected by requiring a minimum $p_t$ of 1 GeV/c, a pseudorapidity range of $|\eta| < 0.9$, at least 70 out of possible 159 points reconstructed in the TPC and an upper limit on the $\chi^2$/n.d.f. from the momentum fit of 2.0. Furthermore, tracks that are not pointing back to the primary interaction vertex within 1.0 cm in the transverse plane and within 3.0 cm in $z$ direction are discarded. To further reduce the background from conversion electrons a hit occurring back to the primary interaction vertex within 1.0 cm in the z direction are discarded.

The invariant mass distributions of the e$^+$e$^−$ pairs are recorded in intervals of the charged particle multiplicity as measured using the SPD tracklets. As an example, the lowest and highest multiplicity intervals are shown in the two left panels of Fig. 2. The combinatorial background in each multiplicity interval is well described by the track rotation method, which consists in rotating one of the tracks of a e$^+$e$^−$ pair measured in a given event around the z axis by a random $\phi$-angle in order to remove any correlations. After subtracting the background, the uncorrected J/ψ yields are obtained by integrating the distribution in the mass range 2.92–3.16 GeV/c$^2$. This range was chosen in order to maximize the significance of the J/ψ signal. A fit to the invariant mass distribution for the sum of all multiplicity intervals after background subtraction with a Crystal Ball function [33] gives a mass resolution of 28.3 ± 1.8 MeV/c$^2$. It was verified that the measured line shape is reproduced by the Monte Carlo simulation (see Fig. 2 in Ref. [8]). Alternatively, the combinatorial background is estimated by like-sign distributions, $N^{++} + N^{−−}$. These are scaled to match the integral of the opposite-sign distributions in the mass range above the J/ψ signal ($3.2 < m_{inv} < 4.9$ GeV/c$^2$) in order to also account for correlated background contributions, which mainly originates from semi-leptonic charm decays. Both methods provide a good description of the combinatorial background and their comparison is used to evaluate the systematic uncertainty on the J/ψ signal.

For the J/ψ analysis in the di-muon channel muon candidates are selected using the tracks measured in the tracking chambers behind the front absorber and requiring that at least one of the two tracks matches a trigger track reconstructed from at least three hits in the trigger chambers. This efficiently rejects hadrons produced in the front absorber and then absorbed by the iron wall positioned in front of the trigger chambers. Furthermore, a cut $R_{abs} > 17.5$ cm is applied, where $R_{abs}$ is the radial coordinate of the track at the downstream end of the front absorber ($z = -5.03$ m). Such a cut removes muons produced at small angles that have crossed a significant fraction of the conical absorber surrounding the beam pipe. Finally, a cut on the pair rapidity (2.5 < $y$ < 4) is applied to reject events very close to the edge of the spectrometer acceptance.

The number of J/ψ in each multiplicity interval is obtained by fitting the corresponding di-muon invariant mass distribution in the range $2 < m_{inv} < 5$ GeV/c$^2$. The line shapes of the J/ψ and ψ(2S) are parametrized using Crystal Ball functions [33], while the underlying continuum is fitted with the sum of two exponential functions. The parameters of the Crystal Ball functions are adjusted to the mass distribution of a Monte Carlo signal sample, obtained by generating J/ψ and ψ(2S) events with realistic phase space distributions [8]. Apart from the J/ψ and ψ(2S) signal normalization, only the position of the J/ψ mass pole, as well as its width, are kept as free parameters in the fit. Due to the small statistics, the ψ(2S) mass and width are tied to those of the J/ψ, imposing the mass difference between the two states to be equal to the one given by the Particle Data Group (PDG) [34], and the ratio of the resonance widths to be equal to the one obtained by analyzing reconstructed Monte Carlo events. Details on the fit technique can be found in [8]. The width of the J/ψ signal as obtained by fitting the Crystal Ball function to the invariant mass distribution for the sum of all multiplicity intervals is $\sigma_{J/\psi} = 83 ± 3$ MeV/c$^2$. The two right panels of Fig. 2 show the measured di-muon invariant mass distributions together with the results of the fit procedure for the lowest and highest multiplicity intervals.

The results are presented as the ratios of the J/ψ yield in a given multiplicity interval relative to the minimum bias yield. By performing simulation studies in intervals of dN_{ch}/dη it was veri-

---

**Table 1**

The boundaries of the used charged particle multiplicity intervals as defined via the number of SPD tracklets $N_{tot}$, the corresponding charged particle density ranges and mean values (dN_{ch}/dη/|bin|), as well as the number of analyzed minimum bias triggered events in the di-electron ($N_{e^+e^-}^{ev}$) and the di-muon channel ($N_{\mu^+\mu^-}^{ev}$). In the latter case this is the equivalent number of events, derived from the number of $\mu$-MB triggered events.

| Multiplicity interval | $N_{tot}$ interval | dN_{ch}/dη range | (dN_{ch}/dη/|bin|) | $N_{e^+e^-}^{ev} \times 10^6$ | $N_{\mu^+\mu^-}^{ev} \times 10^6$ |
|-----------------------|--------------------|-------------------|---------------------|--------------------------|--------------------------|
| 1                     | [51, 369]          | 0.7–5.9           | 2.7                 | 164.6                    | 262.0                    |
| 2                     | [51, 369]          | 5.9–9.2           | 7.1                 | 51.1                     | 79.5                     |
| 3                     | [51, 369]          | 9.2–13.2          | 10.7                | 35.7                     | 55.4                     |
| 4                     | [51, 369]          | 13.2–20.4         | 15.8                | 28.5                     | 44.4                     |
| 5                     | [51, 369]          | 20.4–32.9         | 24.1                | 9.7                      | 15.3                     |
filed that the geometrical acceptances, as well as the reconstruction efficiencies and the $J/\psi$ line shapes, do not depend on $dN_{ch}/dy$ in the range under consideration here ($dN_{ch}/dy < 32.9$). Therefore, these corrections and their corresponding systematic uncertainties cancel in the ratio $\langle dN_{J/\psi}/dy/dN_{J/\psi}/dy \rangle$ and only the uncorrected signal counts have to be divided. The number of events used for the normalization of $\langle dN_{J/\psi}/dy \rangle$ is corrected for the fraction of inelastic events not seen by the MB trigger condition. After applying acceptance and efficiency corrections these values are in agreement with those that can be obtained from the numbers quoted in [8]: $\langle dN_{J/\psi}/dy \rangle = (8.2 \pm 0.8 \text{(stat.)} \pm 1.2 \text{(syst.)}) \times 10^{-5}$ for $J/\psi \to e^+e^-$ in $|y| < 0.9$, and $\langle dN_{J/\psi}/dy \rangle = (5.8 \pm 0.2 \text{(stat.)} \pm 0.6 \text{(syst.)}) \times 10^{-5}$ for $J/\psi \to \mu^+\mu^-$. In the case of the $J/\psi$ yields measured in a given multiplicity interval, no trigger-related correction is needed, since the trigger efficiency is 100% for $N_{trk} \geq 1$.

The systematic uncertainties are estimated as follows. In case of the di-electron analysis, the absolute differences between the resulting $\langle dN_{J/\psi}/dy/dN_{J/\psi}/dy \rangle$ values obtained by using the like-sign and the track rotation methods define the uncertainty due to the background subtraction. It is found to vary between 2% and 12% for the different multiplicity intervals. For the di-muon analysis this uncertainty is evaluated by varying the functional form of the background description (polynomial instead of sum of two exponential). It depends on the signal to background ratio and varies between 3% and 4%. Since for the muon measurement it is not possible to associate a measured track to the interaction vertex, due to the multiple scattering of the muons in the frontal absorber, an additional systematic uncertainty arises from pile-up events. Among the vertices inside these events always the one with the largest number of associated tracks is chosen as main vertex. Therefore, events with very low multiplicities are more likely to have a wrong assignment and thus this uncertainty is largest in the first multiplicity interval (6%), while it is 3% in the others. Possible changes of the $p_t$ spectra with event multiplicity can introduce a $dN_{ch}/dy$ dependence of the acceptance and efficiency correction, thus resulting in an additional systematic uncertainty. This is estimated by varying the $p_t$ of the $J/\psi$ spectrum that is used as input to the determination of the corrections via simulation between 2.6 and 3.2 GeV/c. A systematic effect of 1.5% (3.5%) is found for the di-electron (di-muon) analysis. The total systematic error on $\langle dN_{J/\psi}/dy/dN_{J/\psi}/dy \rangle$ is given by the quadratic sum of the separated contributions and amounts to 2.5–12% depending on the multiplicity interval for the di-electron result. In the case of the di-muon analysis it varies between 8% in the first and 6% in the last multiplicity interval. An additional global uncertainty of 1.5% on the normalization of $\langle dN_{J/\psi}/dy \rangle$ is introduced by the correction of the trigger inefficiency for all inelastic collisions.

The systematic uncertainties on $\langle dN_{ch}/dy/dN_{ch}/dy \rangle$ are due to deviations from a linear dependence of $dN_{ch}/dy$ on $N_{trk}$ and variations in the $N_{trk}$ distributions which remain after the correction procedure. The latter are caused by changes in the SPD acceptance for the different data taking periods. The first contribution is estimated to be 5%, while the second is ∼2%, as determined by Monte Carlo studies. In addition, the systematic uncertainty of the $\langle dN_{ch}/dy \rangle$ measurement ($^{+3.3}_{-2.0}$) [32] is also included.

Fig. 3 shows the relative $J/\psi$ yields measured at forward and at mid-rapidity as a function of the relative charged particle density around mid-rapidity. An approximately linear increase of the relative $J/\psi$ yield ($\langle dN_{J/\psi}/dy/dN_{J/\psi}/dy \rangle$ with $\langle dN_{ch}/dy \rangle/\langle dN_{ch}/dy \rangle$) is observed in both rapidity ranges. The enhancement relative to minimum bias $J/\psi$ yield is a factor of approximately 5 at $2.5 < y < 4$ (8 at $|y| < 0.9$) for events with four times the minimum bias charged particle multiplicity density.

An interpretation of the observed correlation between the $J/\psi$ yield and the charged particle multiplicity is that $J/\psi$ production is always accompanied by a strong hadronic activity, thus biasing the $dN_{ch}/dy$ distributions to higher values. Since this correlation extends over the three units of rapidity between the mid-rapidity $dN_{ch}/dy$ and the forward rapidity $J/\psi$ measurement, it would have far reaching consequences on any model trying to describe $J/\psi$ production in pp collisions.

In order to illustrate that the observed behavior cannot be understood by a simple $2 \to 2$ hard partonic scattering scenario, a prediction by PYTHIA 6.4.25 in the Perugia 2011 tune [35,36] is shown in Fig. 4 as an example. Only $J/\psi$ directly produced in hard scatterings via the NRQCD framework [37] (MSEL = 63) are considered, whereas $J/\psi$ resulting from the cluster formation processes...
containing J/ψ distributions generated for minimum bias events and events from hard scatterings. It exhibits a decrease of the J/ψ multiplicity with respect to the event multiplicity, which indicates that hard J/ψ production, as modeled by PYTHIA 6.4.25, is not accompanied by an increase of the total hadronic activity. Further studies with other models such as PYTHIA 8 [38] and Cascade [39] are needed. It should be pointed out that our measurement also includes J/ψ from the decay of beauty hadrons, which is not part of the shown PYTHIA result. The fraction of J/ψ from feed down can change with the event multiplicity and can therefore contribute to the observed multiplicity dependence. However, since this contribution is on the order of 10% [6,7,11] it might be only a small contribution to the observed differences between model and data.

On the other hand, the increase of the J/ψ production with event multiplicity, as reported here, might be due to MPI. In this scenario the multiplicity of charged particles is a direct measure of the number of partonic interactions in the pp events. If the effect of MPI extends into the regime of hard processes, also the J/ψ yield should scale with the number of partonic collisions and the observed correlation will result. It has even been conjectured in [40] that the increase of the J/ψ yield with dN_{ch}/dη and the ridge phenomenon observed in high-multiplicity pp collisions [23] could be related. They might both be caused by the lateral extent of the gluon distributions, in combination with fluctuations of the gluon density. The presence of these fluctuations could significantly increase the probability for MPI and thus cause the observed rise of the J/ψ yield.

The multiplicity dependence measured here will allow a direct comparison of the J/ψ production in pp to the one observed in heavy-ion collisions. With a mean value of dN_{ch}/dη of 24.1, the highest multiplicity interval shown in Fig. 3, for instance, corresponds roughly to 45–50% centrality for Cu–Cu collisions at √s_{NN} = 200 GeV [21]. In order to establish whether any evidence for J/ψ suppression is observed already in pp, a proper normalization is needed. This could be provided by a measurement of open charm production in the same multiplicity bins. Corresponding studies are currently ongoing.

In summary, relative J/ψ yields are measured for the first time in pp collisions as a function of the charged particle multiplicity density dN_{ch}/dη. J/ψ mesons are detected at mid-rapidity (|y| < 0.9) and forward rapidity (2.5 < y < 4), while dN_{ch}/dη is determined at mid-rapidity (|y| < 1). An approximately linear increase of the J/ψ yields with the charged particle multiplicity is observed. The increase is similar at forward and mid-rapidity, exhibiting an enhancement relative to minimum bias J/ψ yield by a factor of about 5 at 2.5 < y < 4 (8 at |y| < 0.9) for events with four times the minimum bias charged particle multiplicity. Our result might either indicate that J/ψ production in pp collisions is always connected with a strong hadronic activity, or that multi-parton interactions could also affect the harder momentum scales relevant for quarkonia production. Further studies of charged particle multiplicity dependence of J/ψ, Y', and open charm production, also as a function of p_T, will shed more light on the nature of the observed effect.
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