New Approach to Resonance Crossing
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Time-varying nonlinear oscillatory systems produce phenomena of resonance crossing and trapping of particles in resonance islands. Traditionally, such processes have been analyzed in terms of adiabatic conditions. Considering, as an example, a simplified one-dimensional model describing the “electron-cloud pinch” during a bunch passage in a particle accelerator, here we present an approach to resonance trapping which does not require any adiabatic condition. Instead we introduce the concept of the attraction point and investigate invariance and scaling properties of motion close to the attraction point, considering a single resonance crossing.

DOI: 10.1103/PhysRevLett.109.234102 PACS numbers: 41.75.–i, 05.45.–a, 29.27.Bd

Nonlinear oscillatory systems subject to time-varying parameters give rise to the phenomenon of resonance crossing. Trapping or detrapping of a moving object into a resonance occurs during the separatrix crossing process \cite{1,2}. This mechanism is found in almost all areas of physics, for example, in tokamaks \cite{3}, in planetary science \cite{4–6}, in the orbital evolution of asteroid fragments \cite{7}, in fluid dynamics \cite{8}, in spacecraft research \cite{9}, in ion traps \cite{10}, and also in accelerator beam physics \cite{11–16}.

We here consider resonance-crossing phenomena occurring in an accelerator for a proton beam afflicted by an electron cloud \cite{13,17}, which are of relevance, e.g., for the facility for antiproton and ion research in Europe project (FAIR) \cite{18} and for the Large Hadron Collider \cite{19}. During the passage of a proton bunch, the cloud electrons perform nonlinear oscillations in the nonlinear beam potential, which induces a particular “pinch” structure of the negatively charged electron cloud. The electric field from this charge distribution feeds back onto the beam, creating structure resonances as well as phenomena of periodic resonance crossing \cite{13,17,20,21}.

The one-turn map describing a specific proton dynamics due to a localized one-dimensional electron layer in a circular accelerator \cite{17,20,21} can be written as

\[
\begin{pmatrix}
  y_1 \\
  p_1
\end{pmatrix} =
\begin{pmatrix}
  \cos \omega & \sin \omega \\
  -\sin \omega & \cos \omega
\end{pmatrix}
\begin{pmatrix}
  y_0 \\
  p_0 + \text{sgn}(y_0) \hat{F}
\end{pmatrix},
\tag{1}
\]

This equation refers to protons at a certain longitudinal position along the bunch such that they experience the force from a thin electron-cloud layer located in the vertical midplane (at \( y = 0 \)). The phase-space variables \( y \) and \( p \) in (1) are the so-called normalized Courant-Snyder coordinates \cite{22}, \( \omega = 2\pi Q_y \) is the betatron phase advance per turn (\( Q_y \) denotes the betatron tune), and \( \hat{F} \) represents the effect of the electric field generated by the sheet of electrons located at \( y = 0 \). The “\( \text{sgn} \)” function incorporates the discontinuity of the Coulomb electric field across the electron sheet layer, approximated as infinitely thin and delta-function-like.

The map (1) creates a series of structure resonances \( N Q_y = M \), with \( N \) and \( M \) integers. We denote with \( \delta = \omega - 2\pi M/N \) the distance, in betatron frequency, of \( Q_y \) from the resonance located at \( Q_y = M/N \). By representing the particle coordinates in the complex variable \( Y_0 = y + ip \), the map (1) takes the convenient form

\[
Y_{0,N} = e^{-i\omega N} Y_{0,0} + i \hat{F} e^{-i\omega N} \sum_{j=0}^{N-1} s_j e^{i\omega j},
\tag{2}
\]

with \( s_j = \text{sgn}[\text{Re}(Y_{0,j})] \), allows us to derive an analytic expression for the fixed points, here called \( A_0 = A_{0,y} + i A_{0,p} \), as

\[
A_0 = \frac{\hat{F} \Omega}{2 \tan(\delta \Omega/2 \sin(\omega/2)} \sum_{j=0}^{N-1} s_j e^{i\omega j}.
\tag{3}
\]

All the fixed points of the same resonance are obtained by rotating the sequence \( \{s_j: j = 0, \ldots, N - 1 \} \) of one fixed point. For the particular case of \( M = 1 \), the expression for the fixed point closest to the \( y \) axis becomes very simple, as there are \( N/2 \) contiguous \( s_j \) of value +1 and \( N/2 \) contiguous \( s_j \) equal to −1 leading to

\[
A_0 = \frac{\hat{F} \Omega}{2 \tan(\delta \Omega/4 \sin(\omega/2)}
\tag{4}
\]

with \( \Omega = e^{i(\omega/2 - \omega/2)} \). The other fixed points are obtained by repeatedly applying the one-turn map to \( A_0 \).

The dynamics of a particle inside an island is obtained by using the map (2). As the electron-cloud force is discontinuous at \( y = 0 \), there is no island that overlaps with the vertical...
axes. It follows that the second term on the right-hand side of (2) is the same for any particle in the island. Therefore, the $\mathcal{N}$-turn map of a particle in an island with respect to the fixed point $A_0$ is $Y_{1,1} = e^{-i\omega T}Y_{1,0}$; hence, the orbits are circular, and the secondary “island frequency” is $\omega_T = \delta$.

The first index of $Y$, 1, refers to the reference frame of $A_0$. The size of the resonance island [23] of the fixed point (4), i.e., its radius from the $p$ axis, is $r_0 = \bar{F}/2\tan(\mathcal{N}\delta/4)$. This discussion shows that the particle dynamics in an island is retrieved by the interpolating Hamiltonian

$$H_0 = \frac{\delta}{2}|Y_0 - Z|^2,$$

where $Y_0 = (y, p)$ are the coordinates of an arbitrary particle and $Z = (Z_y, Z_p)$ designates the coordinates of the fixed point. This Hamiltonian describes the motion of a particle which at instants correspondent to every $N$th turn coincide with the Poincaré section of the map (1). The procedure of interpolating a map with an interpolating Hamiltonian is guaranteed by the Birkhoff normal form theorem [24], and a general construction technique is presented in Ref. [25].

The applicability of the normal form requires that the fixed point be elliptic.

Suppose now that $\bar{F}$ in (1) is time dependent, $\bar{F} = \bar{F}(N)$, with $\mathcal{N}$ denoting the turn number. The dynamical properties of time-dependent systems such as the one described by (1) are often related to the dynamical properties of the “frozen system,” in which the time-varying parameter, here $\bar{F}$, is held constant. Because of the change of $\bar{F}$, the “frozen” fixed points created by the structure resonance $Q_j = \mathcal{M}/\mathcal{N}$ migrate outward or inward according to Eq. (3) or Eq. (4).

Historically, particles have been considered trapped into a resonance island if the particle coordinates $Y_0$ follow the fixed point of the frozen system $A_0(N)$ [11,12]. Namely, when the migration speed of $A_0(N)$ is very slow with respect to the maximum speed of rotation, $v_r(N) = S_0(N)\delta$, of particles inside the island of the frozen system, an adiabatic regime is reached and particles follow the migration of the island [12]. The ratio of these two velocities, namely, $T = |A_0(N)|/v_r(N)$, defines an adiabatic parameter. The adiabatic condition is fulfilled for $T \ll 1$. By contrast, the terminology scattering regime has been used to describe the (nonadiabatic) situation where particles do not follow the frozen fixed points after resonance crossing [26,27]. The border between trapping and scattering regimes is not clearly defined, however, and neither is the border between adiabatic and nonadiabatic motion.

In the following, we develop a new characterization of trapping, which does not require the concept of adiabatic motion. We consider a system with a nonlinear one-turn map $Y_{0,1} = M(Y_{0,0})$, which describes a dynamics close to a resonance of the order of $\mathcal{N}$. The $\mathcal{N}$th iteration of the map allows identifying the fixed points $Z = (Z_y, Z_p)$ as a solution of $Z = M^\mathcal{N}(Z)$. By selecting one of the fixed points $Z$, the dynamics of a particle in the island of $Z$ is described by $Y_{0,1} = M^\mathcal{N}(Y_{0,0}, Z)$. Then by using the Birkhoff normal form an interpolating Hamiltonian $H_0 = H_0(Y_0, Z)$ is found, which allows a description of the dynamics in the island. In the frozen system, $Z$ does not change with time. The motion is described by the canonical equations

$$\dot{Y}_0 = S\nabla H_0(Y_0, Z)$$

with

$$S = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$$

the symplectic matrix and $\nabla = (\partial_y, \partial_p)$. The frozen fixed point $A_0$ of the Hamiltonian of the frozen system is found by solving the equation $\nabla H_0(A_0, Z) = 0$ and keeping $Z$ fixed. The definition of $H_0$ implies $A_0 = Z$.

However, if the fixed point of the frozen system becomes time dependent, i.e., $A_0(t) = Z(t)$, the definition and existence of a fixed point are no longer obvious. To investigate this question, we study the motion of a particle in the reference frame of the frozen fixed point $A_0(t)$, which is obtained via the coordinate transformation $Y_1 = Y_0 - A_0$, where $Y_1$ are the particle coordinates in the reference frame of $A_0$. The dynamics in the reference frame of $A_0$ follows from a canonical transformation between the old Hamiltonian $H_0(Y_0, Z)$ and the new Hamiltonian $H_1(Y_1, t)$:

$$H_1(Y_1, t) = H_0(Y_1 + A_0, Z) + S^T A_0.$$ 

The structure of this Hamiltonian is now affected by the time-varying parameters via the term $S^T A_0$. Therefore we can compute again the position of the fixed point, now called $A_1$, for the dynamics in the reference frame of $A_0$. The frozen fixed point is found by solving $\nabla H_1(A_1, t) = 0$ and holding $t$ constant, which yields $\nabla H_0(A_1 + A_0, t) + S A_0 = 0$. This equation shows that only if $A_0 = 0$ will the point $A_1$ not change with time and $A_1 = 0$, therefore, be a fixed point. In case $A_0$ varies with time, we may, however, expect that $A_1$ varies more slowly than $A_0$. We repeat the previous procedure many times, at each step deriving the fixed point $A_{n-1}$ in the reference frame of $A_{n-2}$ and writing the Hamiltonian of the dynamics in the frame of $A_{n-1}$ as

$$H_n(Y_n, t) = H_0\left(Y_n + \sum_{j=0}^{n-1} A_j, Z\right) + S^T A_0 \frac{d}{dt} \left(\sum_{j=0}^{n-1} A_j\right).$$

Following the previous procedure, we find the frozen fixed point $A_n$ in the reference frame centered at $A_{n-1}$ from

$$\nabla H_0\left(A_n + \sum_{j=0}^{n-1} A_j, Z\right) + S A_0 \left(\sum_{j=0}^{n-1} A_j\right) = 0.$$ 

(7)

In the case of convergence, $A_n$ on average varies less and less over subsequent reference frames, and $A_n \to 0$ for $n \to \infty$. By defining $A = \sum_{j=0}^{\infty} A_j$, with $A_j$ given by (7), this limit (if it exists) yields the Hamiltonian

$$H_\infty(Y_\infty, t) = H_0(Y_\infty + A, Z) + Y_\infty^T S A.$$ 

(8)
where the frozen fixed point is \( A_\infty = Y_\infty = 0 \). In this situation the point \( A \) satisfies

\[
\nabla_0 H_0(A, Z) + S\dot{A} = 0,
\]

(9)

where now in (9) \( Z \) is taken to be time dependent.

What is the interpretation of (8) and (9)? (i) Equation (8) is the Hamiltonian for the motion of a particle of coordinates \( Z \) in the reference frame centered at \( A \). (ii) Equation (9) can be rewritten as

\[
\dot{A} = S\nabla H_0(A, Z).
\]

(10)

Surprisingly, this is the equation of motion of a particle of coordinates \( A \) in the laboratory reference frame [see (6)]. (iii) If the coordinates of any particle in the island are rescaled with respect to \( A \), the particles will circulate around \( A \), which is now, by construction, a fixed point. In fact, if one tries to compute the frozen fixed point in the reference frame centered in \( A \), from (8) the result is \( Y = 0 \) at any \( t \); i.e., \( A \) is a dynamic fixed point. We call this point \( A \) the attraction point of the system.

If \( A \) exists, it can be derived by directly integrating the differential equation (10), including the time dependence in \( Z \), rather than summing the series \( \sum_{n=0}^\infty A_n \). Note that in general (10) admits several solutions, while the series which defines \( A \) is constructed from \( A_0 \) and therefore is uniquely defined. The correct solution \( A \) is obtained by requiring that \( A \to A_0 \) for \( \dot{A}_0 \to 0 \). That is, for adiabatic motion of \( A_0 \), the attraction point becomes the frozen fixed point.

For the 1D electron cloud map (1), the dynamics of particles inside the resonance island of the frozen system is described by the Hamiltonian (5), which via (10) yields

\[
\dot{A} + i\delta A = i\delta Z,
\]

(11)

where \( Z = Z_y + iZ_p \) and \( A = A_y + iA_p \). We now consider a general type of periodic migration of the frozen fixed point as the consequence of a periodic resonance crossing with fundamental angular frequency \( \omega_c \) (e.g., the synchrotron oscillation frequency in the case of the electron-cloud map) of the form

\[
A_0(t) = Z(t) = \sum_{n=0}^{N_h} \left[ a_n \cos(n\omega_c t) + b_n \sin(n\omega_c t) \right],
\]

(12)

where \( N_h \) denotes the maximum number of harmonics. The particular values of the complex coefficients \( a_n \) and \( b_n \) depend on the detailed shape of the electron pinch and also on the island to which the fixed point belongs. The general solution of (11) for a periodic resonance crossing as in (12) is found by requiring that \( A \to A_0 \) for \( \omega_c \to 0 \), which selects the following particular solution of (11):

\[
A(t) = \sum_{n=0}^{N_h} \frac{a_n + i(n\omega_c/\delta)b_n}{1 - (n\omega_c/\delta)^2} \cos(n\omega_c t) + \sum_{n=0}^{N_h} \frac{b_n - i(n\omega_c/\delta)a_n}{1 - (n\omega_c/\delta)^2} \sin(n\omega_c t).
\]

(13)

If \( \omega_c \to 0 \), then (13) converges to (12) as it should for an adiabatic crossing. If instead the crossing is fast, i.e., for large \( \omega_c \), \( A \) will significantly differ from \( A_0 \).

As the attraction point \( A \) satisfies the equation of the dynamics (11), the quantity \( |Y_0 - A|^2 \) is an invariant. In fact, as \( Y_0 \) satisfies Eq. (11) as \( A \), then \( Y_0 - A \) satisfies the homogeneous part of (11) from which the invariance follows. For the electron-cloud map this means that the motion of \( Y_0 - A \) is a rotation.

To investigate the effect of single resonance crossing, we consider in the following \( \hat{F} \) varying as \( \hat{F}(t) = \hat{F}_{\max}[1 - \cos(\omega_c t)]/2 \) for crossing a fourth-order resonance with \( \mathcal{M} = 1 \). Then from (4) we find

\[
A_0(t) = \frac{\hat{F}_{\max}\Omega}{4\tan(N\delta/4)\sin(\omega/2)} \left( 1 - \cos(\omega_c t) \right).
\]

(14)

The adiabatic parameter \( T \) for this type of resonance crossing becomes \( T = \sqrt{2}/\tan(\omega_c t/2)\omega_c/\delta \). For example, taking \( \omega_c/\delta = 0.15 \), at the first quarter of the frozen fixed point migration, \( t_4 = \pi/(2\omega_c) \), we find \( T \approx \sqrt{2}\omega_c/\delta \approx 0.21 \). Therefore according to the adiabatic theory, for \( t < t_4 \), one would expect no trapping of particles due to the nonadiabatic character of the motion, especially if \( |A_0(t_4)| \) is much larger than the beam size. However, nonadiabatic processes leading to trapping can still occur, as there exists the attraction point

\[
A(t) = \frac{R_{\max}}{2} \Omega \left[ 1 - \frac{\cos(\omega_c t) - i\omega_c/\delta \sin(\omega_c t)}{1 - (\omega_c/\delta)^2} \right].
\]

(15)

where \( R_{\max} = \hat{F}_{\max}[2\tan(N\delta/4)\sin(\omega/2)] \). We observe that the path traced by \( A \) in phase space depends only on \( R_{\max} \) and on \( \omega_c/\delta \) and that it exists for \( |\omega_c/\delta| < 1 \). For \( \omega_c/\delta = 0.15 \), at the beginning of the crossing process the attraction point lies outside of the island of the frozen system as illustrated in Fig. 1, top left at the turn \( N = 35 \). Shown in black is the island of the frozen system; the red line represents the path of the frozen fixed point \( A_0 \) and the green line the path of the attraction point \( A \). Although the attraction point does not start at the origin, along its later path it may enter the island of the frozen system, when \( |A - Z| < S_0 \), as shown in Fig. 1, top right for turn \( N = 70 \). All particles found inside the green circle are trapped and rotate around the moving point \( A \). If the crossing speed is too fast, namely, if \( \omega_c/\delta > 2[\sin(\pi/N)/[1 + 2\sin(\pi/N)]^{1/2}] \), the attraction-point path never intercepts the island of the frozen system and trapping is impossible. The opposite happens for slower crossing, as
Fig. 2 (color). Simulated trapping efficiency for different distances to the resonance equal to $\delta/(2\pi)$ = -0.1, -0.01, and -0.001 (green, red, and black curves, respectively), demonstrating invariance for trapping.

The observed scaling behavior is noteworthy. Changing $\delta$ and requiring $R_{\text{max}}$ to remain constant automatically varies the strength of the structure resonance, because the maximum $\tilde{F}$ is consistently readjusted according to (4). The number of turns needed for crossing the resonance $N_c$ is, however, diminished for increasing $\delta$ and constant $R_{\text{max}}$. Our results suggest a strategy for long-term simulations in which the leading structure resonance created by the electron cloud could be artificially enhanced, keeping the pinch process frozen, reducing then the computational time for modeling long-term beam storage. A later scaling of these results could bring the long-term modeling down to a realistic time scale. A similar strategy could be applied for modeling the periodic crossing induced by space charge, e.g., in the FAIR project [28].

In summary, we have presented a new approach to describing resonance-trapping phenomena in time-varying nonlinear oscillatory systems. Specifically, from the trajectory of the frozen fixed point, we have constructed a new point, the attraction point, which determines the particle motion inside the frozen resonance islands and the overall particle trapping efficiency. This approach was applied to the electron-cloud map (1) and the result found to be in excellent agreement with direct numerical simulations. Associated invariance and scaling properties have been highlighted.

Complementary studies confirm that the concept of the attraction point also applies to other nonlinear maps, such as a cubic map, although in this case the procedure to find the attraction point has been purely numerical.