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1 Introduction

Since many years now, cosmology is a data driven science. This became especially evident with the discovery of the apparent acceleration of the expansion of the universe, which was found by observations and still remains very puzzling on the theoretical side. The most blatant success story of cosmology, however, remains the agreement between predictions and observations of the cosmic microwave background (CMB) anisotropies, see [1–3], which is confirmed with the new Planck results [4, 5].

We now want to profit also in an optimal way from actual and future galaxy catalogs which contain information on the large scale matter distribution, termed large scale structure (LSS). Contrary to the CMB which is two dimensional, coming mainly from the surface of last scattering, galaxy catalogs are three dimensional and therefore contain potentially more, richer information. On the other hand, galaxy formation is a complicated non-linear process, and it is not clear how much cosmological information about the underlying matter distribution and about gravitational clustering can be inferred from the galaxy distribution. This is the problem of biasing which we do not address in this paper. Here we simply assume that on large enough scales, biasing is linear and local, an hypothesis which might turn out to be too simple [6].

When observing galaxies, we measure their redshift \( z \) and their angular position \(-n = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)\). Note that \( n \) is the photon direction, so from the source to the observer. Hence we see a galaxy in direction \(-n\). This observed three-dimensional data does not only contain information on the galaxy position, but also on the cosmic velocity field (redshift space distortions) and on perturbations of the geometry, e.g., lensing effects. Therefore, by making optimal use of galaxy catalogs, we can learn not only about the large scale matter distribution but also about the velocity field and the geometry. Since Einstein’s
equations relate these quantities, this allows us to test general relativity or more generally the ΛCDM hypothesis, and to estimate cosmological parameters.

In this paper we present a new version of the Cosmic Linear Anisotropy Solving System (CLASS) code\(^1\) [7, 8], incorporating several correction terms already presented in the theoretical works of Ref. [9–13]. This code is called CLASSgal and is made publicly available on a dedicated website\(^2\). The parts that concern the CMB have not been changed with respect to the main CLASS distribution. Several new features of CLASSgal will be merged with the main code in future CLASS versions.

In the next section, we describe the equations solved by CLASSgal and the initial input and final output. In section 3, we discuss the relevance of the different contributions to the observed power spectrum. In section 4, we present some forecasts for parameter estimation with future catalogs, in order to illustrate the usefulness of our code. The topic of this section is worked out in more detail in an accompanying publication [14]. In Section 5, we conclude with an outlook to future possibilities using our code. The detailed description of the modifications of the CLASS code as well as some derivations are deferred to two appendices.

2 CLASSgal, a code for LSS

When we observe galaxies at a given redshift \(z\) and direction \(-\mathbf{n}\), we cannot infer their position \(\mathbf{x}\). First of all, even in an unperturbed Friedman universe where \(\mathbf{x} = -r(z)\mathbf{n}\), the radial comoving distance \(r(z)\) depends on cosmological parameters. For small redshifts \(z \ll 1\), we have simply \(r(z) = zH_0^{-1}\), where \(H_0\) denotes the present value of the Hubble parameter (the \(H_0\) dependence can be removed by measuring distances in units of \(h^{-1}\)Mpc, where \(H_0 = 100h\) km s\(^{-1}\)Mpc\(^{-1}\)). For redshifts of order unity and larger, this approximation is no longer sufficient, and one has to take into account the full time dependence of the Hubble parameter \(H(z)\):

\[
r(z) = \int_0^z \frac{dz'}{H(z')}.
\] (2.1)

Normalizing the scale factor \(a\) to unity today, \(a_0 = 1\), one has

\[
H^2(z) = H_0^2 \left( a^{-3}\Omega_m + a^{-2}\Omega_K + \Omega_\Lambda \right),
\] (2.2)

where

\[
\Omega_m = \frac{8\pi G \rho_m(t_0)}{3H_0^2}
\] is the matter density parameter, \hspace{1cm} (2.3)

\[
\Omega_K = \frac{-K}{H_0^2}
\] is the curvature parameter, \hspace{1cm} (2.4)

and

\[
\Omega_\Lambda = \frac{\Lambda}{3H_0^2}
\] is the cosmological constant parameter. \hspace{1cm} (2.5)

For a more complicated dark energy model, the expression involving \(\Omega_\Lambda\) has to be modified correspondingly.

---

\(^1\)http://class-code.net

\(^2\)http://cosmology.unige.ch/tools/
Note that both $x$ and $r(z)$ are comoving distances. Hence, even in an unperturbed Friedmann universe, the three dimensional correlation function

$$\xi(|y - x|, t) = \frac{\langle \rho(x, t)\rho(y, t) \rangle}{\bar{\rho}(t)^2} - 1$$

(2.6)
depends on cosmological parameters, and so does its Fourier transform, the power spectrum $P(k, t)$.

But this is not all. The observed redshifts are perturbed by peculiar motions and by fluctuations of the geometry. The first is manifest e.g. in the well known redshift space distortions [15–18], while the latter is known e.g. through the effect of lensing on number counts [19, 20].

The gauge invariant expression for the perturbation of galaxy number counts, valid in a flat Friedmann universe, at first order in relativistic perturbation theory and ignoring bias, has been derived in Refs. [9–12]. The result of [11] for the perturbation of number counts in direction $n$ and at redshift $z$ reads:

$$\Delta(n, z) = D_g + \Phi + \Psi + \frac{1}{\mathcal{H}} [\Phi' + \partial_r (V \cdot n)] + \left( \frac{\mathcal{H}'}{\mathcal{H}^2} + \frac{2}{r_S \mathcal{H}} \right) \left( \Psi + V \cdot n + \int_0^{r_S} dr (\Phi' + \Psi') \right) + \frac{1}{r_S} \int_0^{r_S} dr \left[ 2 - \frac{r_S - r}{r} \Delta_\Omega \right] (\Phi + \Psi).$$

(2.7)

Here $\Psi$ and $\Phi$ are the Bardeen potentials or, equivalently, the temporal and spatial metric perturbations in the longitudinal gauge. The gauge-invariant quantities $D_g$ and $V$ coincide respectively with the density fluctuations in the spatially flat gauge and the peculiar velocity in the longitudinal gauge. $\mathcal{H}(z) = H(z) a$ is the comoving Hubble parameter and $\Delta_\Omega$ denotes the angular Laplacian. Primes denote derivatives with respect to conformal time $\tau$, to reflect the notations used in class (while Ref. [11] used $t$ for conformal time and dots for conformal time derivatives). In the first two lines, all perturbations are evaluated at the coordinates $(\tau(z), -r_S(z)n)$ corresponding to the unperturbed position of an object seen at a redshift $z$ in the direction $-n$. Inside the integral, metric perturbations are evaluated at conformal time $(\tau_0 - r)$, where $\tau_0$ is the conformal age of the universe, and at comoving radius $r$.

Eq. (2.7) is valid only for vanishing spatial curvature $K = 0$. In the remainder of this paper, as well as in the present version of the code classgal we restrict ourselves to this case.

Note that in longitudinal gauge, the second parenthesis of the second line of Eq. (2.7) is simply $-\delta z (1 + z)^{-1}$, see Ref. [11] for the general expression. When writing this line, we neglect a possible evolution of the number of counts, i.e. we assume that $a^3 \bar{n}_S$ is constant, where $\bar{n}_S$ denotes the background number density. Allowing for evolution, one should add in the first parenthesis of the second line of Eq. (2.7) the term [12]

$$\frac{d \ln(a^3 \bar{n}_S)}{H d \tau_S} = -(1 + z) \frac{d}{dz} \ln \left( \frac{\bar{n}_S}{(1 + z)^3} \right) \equiv f_{\text{evo}}(z).$$

For $z \lesssim 1.5$ evolution can be parametrized, e.g., using the Schechter luminosity function [21, 22]. However, since $f_{\text{evo}}(z)$ is very uncertain, we have set it to zero by default and simply allow the user to define his/her preferred evolution function $f_{\text{evo}}(z)$, see Appendix A.2 for more details.
Furthermore, as it stands, Eq. (2.7) gives the perturbation of the total number density. In practice, however, we cannot observe all galaxies, but only those with a flux which is larger than a certain limit, usually given in terms of a limiting magnitude $m_*$ related to a limiting flux $F_*$ by $m = -2.5 \log_{10} F + \text{const.}$ (the constant depends on the units in which we measure the flux). If the fluctuation of the source number density depends on luminosity, the number count at a fixed observed flux $F$ is given by

$$
\Delta(n, z, F) = \Delta(n, z) + 2 \frac{\partial \ln \bar{n}_S}{\partial \ln L_S|_{\bar{L}_S}} \left[ \left( \frac{1}{r_S H} - 1 \right) \left( \Psi + \int_0^{r_S} \frac{dr'(\Phi' + \Psi')}{r'} + \mathbf{V} \cdot \mathbf{n} \right) - \frac{1}{2r_S} \int_0^{r_S} dr \left[ 2 - \frac{r_0 - r}{r} \right] (\Phi + \Psi) - \Phi \right].
$$

(2.8)

up to some local monopole and dipole terms that we neglect for consistency. Here $\bar{L}_S$ is the background luminosity corresponding to a flux $F_*$. In the second equality, we made use of the fact that the fractional fluctuation in the luminosity at fixed flux is given by twice the fractional fluctuation in the luminosity distance which is computed e.g. in [23]. In Appendix B we show that the result of Ref. [23] is equivalent to the big bracket of Eq. (2.8).

Denoting the sources in direction $-\mathbf{n}$ at redshift $z$ with magnitude $m < m_*$ by $N(n, z, m < m_*)dzd\Omega_0$, and its fractional perturbation by $D_g(L > \bar{L}_*)$, we then obtain for its fluctuation, see [12]

$$
\Delta^{(N)}(n, z, m_*) = D_g(L > \bar{L}_*) + \left. \frac{\partial \ln \bar{N}(z, L > \bar{L}_*)}{\partial \ln L} \right|_{\bar{L}_*} + \left. \frac{\partial \ln \bar{N}(z, m < m_*)}{\partial m} \right|_{m_*} = \frac{\bar{n}_S(z, \bar{L}_*)}{2.5 \bar{N}(z, L_S > \bar{L}_*)},
$$

(2.9)

with

$$
f_{\text{evo}}^N = \frac{\partial \ln (a^3 \bar{N}(z, L > \bar{L}_*))}{\mathcal{H} \partial \tau_S}.
$$

(2.10)

Here we have introduced the dependence of the number density on the luminosity via the logarithmic derivative,

$$
s(z, m_*) \equiv \frac{\partial \log_{10} \bar{N}(z, m < m_*)}{\partial m} = \frac{\bar{n}_S(z, \bar{L}_*)}{2.5 \bar{N}(z, L_S > \bar{L}_*)},
$$

(2.11)

Using this definition and the fact that at fixed $z$ partial derivatives w.r.t. $L$ are the same as those w.r.t $F$, one deduces:

$$
\left. \frac{\partial \ln \bar{N}(z, L_S > \bar{L}_*)}{\partial \ln L_S} \right|_{L_*} = -\frac{5}{2} s(z, m_*),
$$

(2.12)
which has been used to pass from Eqs. (2.7,2.8) to (2.9). If the number density is independent of luminosity, $s$ vanishes, and if we can neglect evolution, $f_{evo} = 0$. Then Eq. (2.9) reduces to Eq. (2.7). In the present version of the \textsc{class}gal code, the user can introduce a constant value for $s(z, m_*)$, depending on the limiting magnitude of the catalog she/he wants to analyze. The default value is $s = 0$.

Note that the dominant contribution to the redshift space distortions, the last term on the first line of (2.7), does not dependent on luminosity nor evolution, while the lensing term (third line of (2.7)) is affected by the luminosity dependence. This is the so called magnification bias.

In the code, instead of $D_g$, it is more convenient to use another gauge-invariant quantity $D$ that coincides with the density fluctuations in comoving gauge. For non-relativistic matter it is related to $D_g$ through [3]

$$D_g = D - 3 \left( \frac{H}{k} V + \Phi \right). \tag{2.12}$$

Without mentioning it, $D_g$, $D$ and $V$ are always the corresponding quantities for matter (i.e. baryons, cold dark matter and possibly non-relativistic neutrinos) for which we set $w_m = p_m/\rho_m = 0$. We never use the perturbed Einstein equations in these expressions, so that it is easy to change the code when one wants to consider a different dark energy model which may itself have perturbations, or models which modify gravity.

For the case of $\Lambda$CDM, the Einstein equations in the matter and $\Lambda$ dominated era are simply [3]

$$4\pi G a^2 \rho_{\text{tot}} D_{\text{tot}} = \frac{3}{2} \frac{H^2}{\Omega_m + \Omega_\Lambda a^3} D = -k^2 \Phi, \quad \text{and} \quad \Phi = \Psi. \tag{2.13}$$

The matter density perturbation $D$ in comoving gauge is related to the total density fluctuation it via $\delta \rho_m/\rho_{\text{tot}}|_{\text{com}} = D_{\text{tot}} = \frac{\Omega_m}{\Omega_m + \Omega_\Lambda a^3} D$.

We can expand Eq. (2.7) or (2.9) in spherical harmonics with redshift dependent amplitudes,

$$\Delta(n, z) = \sum_{\ell m} a_{\ell m}(z) Y_{\ell m}(n), \quad \text{with} \quad a_{\ell m}(z) = \int d\Omega n Y_{\ell m}^*(n) \Delta(n, z). \tag{2.14}$$

The star indicates complex conjugation. Denoting the angular power spectrum by

$$C_{\ell}(z_1, z_2) = \langle a_{\ell m}(z_1) a_{\ell m}^*(z_2) \rangle \tag{2.15}$$

a short calculation gives [11]

$$C_{\ell}(z_1, z_2) = 4\pi \int \frac{dk}{k} P(k) \Delta_\ell (z_1, k) \Delta_\ell (z_2, k) \tag{2.16}$$
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where $\mathcal{P}(k)$ is the primordial power spectrum, and

$$
\Delta_f(z, k) = j_\ell(k r(z)) \left[ b D(\tau(z), k) + \left( \frac{\mathcal{H}'}{\mathcal{H}^2} + \frac{2 - 5s}{r(z) \mathcal{H}} + 5s - f_{\text{evo}}^N + 1 \right) \Psi(\tau(z), k) \right. \\
+ \left( -2 + 5s \right) \Phi(\tau(z), k) + \mathcal{H}^{-1} \Phi'(\tau(z), k) \\
+ \frac{d j_\ell}{dx} (k r(z)) \left( \frac{\mathcal{H}'}{\mathcal{H}^2} + \frac{2 - 5s}{r(z) \mathcal{H}} + 5s - f_{\text{evo}}^N \right) + \frac{d^2 j_\ell}{dx^2} (k r(z)) \left( \frac{\mathcal{H}'}{\mathcal{H}^2} \right) \\
+ (f_{\text{evo}}^N - 3) j_\ell(k r(z)) \left( \frac{\mathcal{H}}{k} \right) V(\tau(z), k) \\
\left. + \int_0^{r(z)} d r j_\ell(k r) \left[ (\Phi(\tau, k) + \Psi(\tau, k)) \left( \frac{2 - 5s}{2} \right) \left( \ell(\ell + 1) \frac{r(z) - r}{r(z)} \right) + \frac{2}{r(z)} \right] \\
+ (\Psi'(\tau, k) + \Phi'(\tau, k)) \left( \frac{\mathcal{H}'}{\mathcal{H}^2} + \frac{2 - 5s}{r(z) \mathcal{H}} + 5s - f_{\text{evo}}^N \right) \right] r(z). \tag{2.17}
$$

Here the $j_\ell(x)$’s are the spherical Bessel functions, and all perturbations are the real transfer functions relating the corresponding variables to the power spectrum (we give more details about the definition of the primordial spectrum and of all the transfer functions in Appendix A.1). The times $\tau(z) = \tau_0 - r(z)$ and $\tau = \tau_0 - r$ are conformal times of perturbations which we see at comoving distances $r(z)$ and $r$ respectively. Adding a linear scale-independent bias $b$ between the comoving matter and galaxy density, taking into account galaxy evolution and using Eq. (2.12), we replace $D_0$ by $b D + (f_{\text{evo}}^N - 3) \mathcal{H} V/k - 3 \Phi$ [12].

The choice of adding galaxy bias to the density in the comoving gauge $D$ is justified by the assumption that both galaxies and dark matter follow the same velocity field as they experience the same gravitational acceleration, and the linear bias prescription is valid in their rest frame. In the numerical calculations of the present paper we assume for simplicity $b = 1$, for a detailed discussion of galaxy bias in General Relativity see [24].

The first term in the first line of Eq. (2.17) is the usual density term. The third line collects all redshift space distortions terms and Doppler terms. The usual redshift space distortion derived by Kaiser [15] is the term proportional to $[d^2 j_\ell/dx^2]k/\mathcal{H}$, but sometimes, the subdominant term proportional to $2[dj_\ell/dx]/(r \mathcal{H})$ is also considered as part of the redshift space distortion. The first term on the fourth line is the lensing term. Note that this term is parametrically of the same order as the density and redshift space distortion terms, and therefore can become important in certain situations. The other terms are sometimes called “relativistic corrections”. This name is somewhat misleading, since redshift space distortions are also (special) relativistic contributions, and of course the lensing term is also relativistic. We shall therefore simply call them “gravitational potential terms”. They contain an integrated Sachs Wolfe effect (term on the last line), and several contributions from the potentials $\Phi$ and $\Psi$ at redshift $z$.

In this equation, we have neglected terms evaluated at $z = 0$, at the observer position, which contribute only to the monopole. We have also neglected the term induced by the observer velocity, which contributes only to the dipole. These terms cannot be calculated reliably within linear perturbation theory. Nevertheless, $C_0(z_1, z_2)$ and $C_1(z_1, z_2)$ contain some interesting information on clustering, to which these local contributions would only add an uninteresting $z$-independent constant, see [14].

Equations (2.16, 2.17) are valid for a pair of infinitely thin shells located at redshift $z_1$ and $z_2$. For realistic redshift bins of finite thickness described by a set of window functions
$W_i(z)$, e.g. a Gaussian centered at some redshift $z_i$, and a given number density of galaxies per redshift interval $dN/dz$ (the integral of the product $W_i(z)dN/dz$ being normalised to unity), one can substitute $\Delta_\ell(z,k)$ with the integral

$$\Delta_\ell(k) = \int dz \frac{dN}{dz} W_i(z) \Delta_\ell(z,k), \quad (2.18)$$

and define the power spectrum

$$C^{ij}_\ell = 4\pi \int \frac{dk}{k} P(k) \Delta_\ell^i(k) \Delta_\ell^j(k). \quad (2.19)$$

For $i = j$, this quantity represents the auto-correlation power spectrum of relativistic density fluctuations observed in the shell around $z_i$. For $i \neq j$, it represents the cross-correlation power spectrum between two shells. When the window functions are Dirac distributions, we recover the expression $C_\ell(z_i,z_j)$.

Our code classgal calculates $C^{ij}_\ell$ for a given cosmological model and for a set of window functions (that can be chosen to be Gaussian, Dirac or top-hat distributions). We continue to use the notation $C_\ell(z_i,z_j)$ in the case of Dirac window functions. We easily obtain angular correlation functions by summing up the $C_\ell$’s,

$$\xi(\theta,z_i,z_j) = \langle \Delta(n,z_i)\Delta(n’,z_j) \rangle = \frac{1}{4\pi} \sum_{\ell=0}^{\ell_{\text{max}}} (2\ell + 1) C_\ell(z_i,z_j) P_\ell(\cos \theta) W_\ell, \quad (2.20)$$

where $W_\ell = \exp \left[ -\ell(\ell + 1)/\ell_s^2 \right]$ is a Gaussian smoothing introduced for convenience, which smoothes out sufficiently high multipoles to avoid unphysical small scales oscillations in $\xi(\theta)$ which are an artifact coming from the finiteness of $\ell_{\text{max}}$. For $\ell_{\text{max}} \sim 1000$ it is sufficient to choose $\ell_s \sim 600$. $P_\ell(\mu)$ is the Legendre polynomial of degree $\ell$ and $\theta$ is the angle between $n$ and $n’$, i.e., $\cos \theta = n \cdot n’$. For the case of thick shells,$$
\xi(\theta)^{ij} = \frac{1}{4\pi} \sum_{\ell=0}^{\ell_{\text{max}}} (2\ell + 1) C^{ij}_\ell P_\ell(\cos \theta) W_\ell. \quad (2.21)$$

### 3 Power spectra and correlation functions

In this section we show how classgal can be used to estimate cosmological parameters. Of course, a truly measured correlation function will always have finite redshift and angular resolution, that can be described respectively by the shape and width of the window function, and by an appropriate instrumental noise function growing exponentially above a given $\ell$ or below a given angle. Furthermore, since we measure density fluctuations with a discrete tracer, namely galaxies, we must add Poisson noise to the error budget.

We first study the sensitivity of the different terms in the power spectrum to the redshift resolution. Throughout this section we set $s = s_{\text{evo}} = 0$ in Eq. (2.17). We use a galaxy density distribution $dN/dz$ inspired from the characteristics of a survey like DES$^3$,

$$\frac{dN}{dz} \propto \left( \frac{z}{0.55} \right)^2 \exp \left[ -\left( \frac{z}{0.55} \right)^2 \right]. \quad (3.1)$$
Figure 1. Left panel: auto-correlation power spectrum, defined in Eq. (2.19), for a redshift bin centered around $\bar{z} = 0.55$ and three different choices of window function: a Gaussian with half-width $\Delta z = 0.1$ (solid, black), a tophat of half-width $\Delta z = 0.1$ (dashed, blue), and a Dirac delta (dotted, purple). For the Gaussian window function we also indicate the error $\sigma_{C_{\ell}}$ as a shaded band.

Right panel: errors in Eq. (2.19) when neglecting gradually gravitational potential terms (dot-dashed, blue), lensing (dotted, purple) and velocity terms (Doppler and $z$-space distortions, dashed, red). The r.m.s. variance $\sigma_{C_{\ell}}/C_{\ell}^{\text{full}}$ is also shown (solid, black). Results are computed for a Gaussian bin centered around $\bar{z} = 0.55$ and with half-width $\Delta z = 0.1$.

This assumption is convenient for the purpose of comparing our results with those of Ref. [25]. As explained in the second section of Appendix A, classgal allows the user to pass any selection function $dN/dz$ analytically or in the form of tabulated values. For each redshift bin associated with a window function $W_i(z)$, the product $W_i(z)dN/dz$ is normalized to unity.

Fig. 1(a) shows the auto-correlation power spectrum of a given redshift bin $i$, defined in Eq. (2.19), for different types of window functions. In the case of a Gaussian window (solid curve) we plot also the r.m.s. variance given by

$$\sigma_{C_{\ell}} = \sqrt{\frac{2}{(2\ell+1)f_{\text{sky}}}} \left( C_{\ell}^{\text{full}} + \frac{1}{n_i} \right), \quad (3.2)$$

where $n_i$ is the number of galaxies per steradian inside the bin, and we assume full sky coverage, $f_{\text{sky}} = 1$. We assumed the same value of $n_i$ as in the table presented in Ref. [25], reflecting the characteristics of DES (see also footnote 6).

The Dirac delta case corresponds to a purely theoretical quantity. This signal is reduced significantly after the integration with a tophat or Gaussian window function. The tophat can be used if galaxy redshifts are known with spectroscopic precision. If we use a redshift resolution of $\Delta z = 0.001$, the signal is reduced roughly by a factor of 2 with respect to the Dirac delta window function. If only photometric redshift are available, then because of the relatively low $z$-resolution, the sharp tophat has to be replaced by a Gaussian.

Fig. 1(b) shows the errors made when neglecting one or several terms in Eq. (2.17), for a Gaussian bin centered around $\bar{z} = 0.55$ and with half-width $\Delta z = 0.1$. We define

$$\epsilon_{\ell} = \left| 1 - C_{\ell}^{\text{partial}} / C_{\ell}^{\text{full}} \right|, \quad (3.3)$$
where $C_{\ell}^{\text{full}}$ is calculated with all the terms in Eq. (2.17), while in $C_{\ell}^{\text{partial}}$ we gradually neglect the gravitational potential terms (G1-G5 in Eq. (A.14)), the lensing term (‘Len’ in Eq. (A.14)), and all velocity terms (redshift-space distortions and Doppler, ‘Red’ and ‘Dop’ in Eq. (A.14)). Similar comparisons have been presented in [11, 12] with a lower $\ell_{\text{max}}$ and different choices of redshift and window functions. Note that when we neglect a contribution, we remove the corresponding auto-correlation as well as the correlations with other terms. Hence the difference $\epsilon_{\ell}$ can become negative if it is dominated by a negative correlation term. Spikes toward $-\infty$ (in log scale) arise when the difference changes sign.

For comparison, we also show the r.m.s. sample variance $\sigma_{C_{\ell}}/C_{\ell}^{\text{full}}$ (note that this quantity can in principle be larger than 1). As expected, this variance is more important for lower multipoles. After $\ell \approx 300$ it increases again because shot-noise starts dominating the error.

As expected, gravitational potential terms (dot-dashed) are always subdominant and most important on large scales. The lensing term (dotted) is nearly scale-independent. For the chosen configuration, namely a Gaussian window function centered at $\bar{z} = 0.55$ and with half-width $\Delta z = 0.1$, redshift-space distortions (dashed) represent the most important corrections to the plain density term, and neglecting these distortions introduces an error of the same order as the sample variance (solid) on large scales. At $\ell \approx 38$, the difference $\epsilon_{\ell}$ from redshift-space distortions changes sign and then become comparable to the lensing corrections. We stress, however, that we are not seeing here the non-linear Fingers-of-God effect, which is important on much smaller scales.

In a companion paper [14], we also consider situations where the redshift space distortion or the lensing term become significantly larger than the noise. There we see that wide window functions significantly reduce redshift space distortions but enhance the lensing term. Using single tracers, we have not yet found a configuration which is such that the potential terms raise above the noise. However, since they are largest on large scales, they are significantly affected by cosmic variance. A multi-tracer analysis may be considered to reduce cosmic variance [26]. Recently, it has also been shown that asymmetries in the correlation function between bright and faint galaxies are useful to enhance the relativistic terms [27].

Using Eq. (2.21), we can also compute the angular correlation function. Fig. 2(a) shows the auto-correlation in a redshift bin with either Gaussian, tophat or Dirac window function. In the Dirac case, the result has been divided by 10 for easier comparison using linear scales. In the Gaussian case, we also plot the r.m.s. sample variance. Observational data on the angular correlation function must be interpreted with care since points at different angles are correlated. On the theoretical level, their non-diagonal covariance matrix is given by [28]

$$\text{Cov}_{\theta\theta'} = \frac{2}{f_{\text{sky}}} \sum_{\ell \geq 0} \frac{2\ell + 1}{(4\pi)^2} P_{\ell}(\cos \theta) P_{\ell}(\cos \theta') \left( C_{\ell} + \frac{1}{n} \right)^2 ,$$

and the error at a given angular scale can be estimated as

$$\sigma_{\xi_{\theta}} = \left( \text{Cov}_{\theta\theta} \right)^{1/2}.$$  

(3.5)

In Fig. 2(b) we show the non-diagonal structure of the reduced covariance matrix defined as $\text{Cov}_{\theta\theta'}/\sigma_{\xi_{\theta}} \sigma_{\xi_{\theta'}}$, for a Gaussian window with half-width $\Delta z = 0.1$ centered at $\bar{z} = 0.55$. Along the diagonal, the reduced covariance matrix is equal to one by construction. Notice the small anti-correlations for $|\theta - \theta'| \approx 6^\circ$ in dark blue.
Figure 2. Upper left: the angular auto-correlation function, Eq. (2.21), for a bin centered at $\bar{z} = 0.55$ and for a Gaussian window function with $\Delta z = 0.1$ (solid, black), a tophat of half-width $\Delta z = 0.1$ (dashed, blue), and a Dirac delta (dotted, violet). For the Dirac delta case the correlation function has been divided by 10 for easier comparison. For the Gaussian window function we also indicate the error $\sigma_{\xi_\theta}$ as a shaded band. The bumps visible near four degrees correspond to the baryon acoustic feature. Upper right: the reduced covariance matrix of the angular correlation function (given by Eq. (3.4) rescaled by $\sigma_{\xi_\theta}\sigma_{\xi_\theta}$). Bottom: the signal of the different contributions relative to the r.m.s. variance of the full $\xi_\theta$. Results are computed for a Gaussian bin centered at $\bar{z} = 0.55$ and with half-width $\Delta z = 0.1$. Like for the power spectrum, we illustrate the impact of the different terms which appear in Eq. (2.17) on the total correlation function. Results are computed for a Gaussian bin centered around $\bar{z} = 0.55$ and with half-width $\Delta z = 0.1$. Fig. 2(c) shows the signal of different effects compared to the r.m.s. variance of the full correlation function:

$$\left( \frac{S}{N} \right)_\theta = \frac{\xi(\theta)^{\text{partial}}}{\sigma_{\xi_\theta}},$$

where the nominator takes into account density, velocity terms (Doppler and $z$-space distortions), lensing and potential effects as well as their cross-correlations with previous terms, respectively. Therefore, e.g., the lensing curve considers not only lensing-lensing correlations but also cross-correlations of lensing with velocity and density terms. The curve correspond-
ing to the total, observable, $\xi(\theta)$ is also plotted. The denominator of Eq. (3.6) is given by Eq. (3.5), which is computed considering the contribution of all the terms. Density and lensing curves as well as the total correlation function exhibit a spike to $-\infty$ (in log scale) at the angle for which $\xi(\theta)$ crosses zero. Note that the zero of the full correlation function moves from about $4.2^\circ$ to $4.6^\circ$ due to the presence of redshift space distortions. One also sees clearly that on large scales, $\theta > 4.5^\circ$ density and redshift space distortions are anti-correlated while on small scales they are correlated.

The $(S/N)_\theta$ curves show whether an effect gives a contribution larger than sample variance at a given scale, hence $(S/N)_\theta > 1$ suggests that in principle it the corresponding contribution is observable if it can be isolated from the other terms. The main contribution comes from density and redshift space distortions, consistent with Fig. 1(b). Lensing is mainly important at small scales, where linear perturbation theory which is adopted here is not longer sufficient since angles $\theta \lesssim 1^\circ$ correspond to comoving separations $r \lesssim 25 \text{Mpc}/h$.

Potential terms have a signal-to-noise which is nearly scale-independent. Therefore they are more relevant at large separations where other effects decay. Nevertheless, due to cosmic variance $(S/N)_\theta$ of the potential terms never raises towards 1.

The code camb sources\[12\] allows to calculate $C_\ell(z_1, z_2)$ for not too narrow smooth window functions and at not too large values of $\ell$\[5\]. Whenever possible, we have checked that our results for the $C_\ell$’s agree with the output of camb sources, and that those for $\xi(\theta)$ agree with [18]. Our code CLASSgal has been optimized also for non-Gaussian window functions, narrower redshift bins and higher $\ell$. It includes several extra options with respect to camb sources, that are described in section 2 of Appendix A.

4 Example

As an example, we now determine the accuracy of $\Omega_m$ obtained from a galaxy survey, keeping all other parameters fixed, but varying the number of redshift bins $N_{\text{Bins}}$ in which we split the data. The Fisher matrix is defined as

$$F_{\alpha\beta} = \sum_\ell \frac{\partial C_\ell^{ij}}{\partial \lambda_\alpha} \frac{\partial C_\ell^{pq}}{\partial \lambda_\beta} \text{Cov}_{\ell,(ij),(pq)}^{-1},$$

(4.1)

where the covariance matrix of a given survey with sky coverage $f_{\text{sky}}$ reads

$$\text{Cov}_{\ell,\ell'}[(ij),(pq)] = \delta_{\ell,\ell'} \frac{C_\ell^{\text{obs},ip} C_\ell^{\text{obs},jq} + C_\ell^{\text{obs},iq} C_\ell^{\text{obs},jp}}{f_{\text{sky}} (2\ell + 1)},$$

(4.2)

and the spectra $C_\ell^{\text{obs},ij}$ include a shot-noise contribution related to $n(i)$, the number of galaxies per steradian in the $i$-th redshift bin,

$$C_\ell^{\text{obs},ij} = C_\ell^{ij} + \delta_{ij} \frac{n(i)}{n(i)}.$$  

(4.3)

Since the spectra $C_\ell^{ij}$ form a symmetric matrix with $N_{\text{Bins}}(N_{\text{Bins}} + 1)/2$ independent terms, the covariance matrix for each $\ell$ is of dimension $[N_{\text{Bins}}(N_{\text{Bins}} + 1)/2]^2$. We will also consider

\[4\]http://camb.info/sources/

\[5\]The version of camb sources available at the time of this writing (October 2013) leads either to instabilities or to prohibitive memory requirements in the limit of thin Gaussian shells and/or large $\ell$. 


Figure 3. FoM as a function of bin number, for a spectroscopic survey (like DESspec). The analysis is performed with a cut-off at different wavenumbers (from top to bottom): \(k_{\text{max}} = 0.2 \, h \, \text{Mpc}^{-1}\) (blue), \(k_{\text{max}} = 0.1 \, h \, \text{Mpc}^{-1}\) (green), \(k_{\text{max}} = 0.05 \, h \, \text{Mpc}^{-1}\) (red). Different line styles show the figure of merit (FoM) considering all the cross correlation spectra between redshift bins (solid lines) or only auto-correlation spectra within redshift bins (dashed). The horizontal lines show the FoM computed for an analysis based on the 3D Fourier spectrum \(P(k, \bar{z}_i)\), defined in detail in [14, 29]. In the latter case the dependence on \(N_{\text{Bins}}\) is negligible.

In Fig. 3 we show the Figure of Merit (FoM) for \(\Omega_m\) when all other parameters are fixed, defined as the square root of the diagonal element of the Fisher matrix corresponding to \(\Omega_m\) (see [14] for more details on this definition). We analyse how the FoM depends on the number of bins considering a spectroscopic survey (like DESspec) with a redshift range from \(z = 0.45\) to \(z = 0.65\). For comparison, we show the same FoM for an analysis of the observational data based on the reconstruction of the three-dimensional Fourier spectrum \(P(k, \bar{z}_i)\) instead of the angular power spectra \(C_{\ell}^{\text{obs},ij}\), using the same number of redshift bins in both cases [14, 29].

Here we consider the same redshift binning strategy and the same shot-noise terms as in Ref. [25]. We also consider the same set of non-linearity wavenumbers, \(k_{\text{max}} = (0.05, 0.1, 0.2)h\,\text{Mpc}^{-1}\). We limit \(\ell < \ell_{\text{max}}\) such that scales orthogonal to the line-of-sight and smaller than \(\lambda_{\text{min}} = 2\pi/k_{\text{max}}\) (on which non-linearities are important) are not considered. This condition is equivalent to \([2\pi/\ell_{\text{max}}] D_A(\bar{z}) = a(\bar{z})[2\pi/k_{\text{max}}]\), giving \(\ell_{\text{max}} = r(\bar{z})k_{\text{max}}\) in flat space. As shown in Fig. 3, more redshift bins lead to better constraints on the parameter \(\Omega_m\). Instead, the FoM of the 3D Fourier spectrum analysis is almost independent of \(N_{\text{Bins}}\). The approach based on the angular power spectrum performs significantly better beyond a certain value of \(N_{\text{Bins}}\) depending on \(k_{\text{max}}\), that can be read off from the figure. Our results

\[\text{The shot noise is determined by the galaxy number density, assumed to be } n = 3.14 \times 10^{-3} h^4 \text{Mpc}^{-3} \text{.}\]

In Fig. 4, we also show for comparison some results, based on a larger shot noise assumption, with \(n = 6.89 \times 10^{-4} h^4 \text{Mpc}^{-3}\).
cannot be immediately compared to those of [25] due to a different normalization of the FoM (see [14]). However they are consistent with [25], since the FoM of the two methods intersect each other at roughly the same value of $N_{\text{Bins}}$.

Our results do not show any saturation when considering more and more redshift bins. Naively one might think that, by considering smaller redshift bins, the shot-noise term would start to dominate at larger scales, since there are less galaxies per bin. But, as shown in Fig. 4, this effect is partially compensated by the growth of the signal which is integrated over a narrower window function and therefore less “washed out”. Hence the scale at which the shot-noise term starts dominating changes very slowly when decreasing the width of the window function.

According to Fig. 4, we expect to start seeing a saturation of the FoM between 50 and 100 redshift bins, which is above the range of values of $N_{\text{Bins}}$ shown in Fig. 3. This comment applies to the noise of the autocorrelation spectrum in each bin. The shot noise of cross-correlations spectra in pairs of bins is actually twice smaller, so we expect the saturation to occur at an even larger number of bins. We have not computed the FoM up to this level, because it would be computationally very expensive (the calculation time of the FoM scales like $N_{\text{Bins}}^4$). Also, such a large number of bins probably becomes unrealistic as soon as one includes instrumental noise in the analysis.

Finally, in Fig. 5 we show the covariance matrix at two different $\ell$ values. The largest signal in the correlation matrix comes clearly from the auto-correlation in each redshift bin.

5 Conclusions and outlook

In this paper, we introduce a new version of the class code which computes the linear angular power spectra for large scale structure, $C_{ij}^{\ell}$, in redshift bins described by a set of
Figure 5. We show the correlations between different redshift bins. The left panel is computed for $\ell = 71$ corresponding to $k = 0.05 \, h \, \text{Mpc}^{-1}$, while the right panel shows $\ell = 285$ corresponding to $k = 0.2 \, h \, \text{Mpc}^{-1}$ for the mean redshift $\bar{z} = 0.55$. We consider a tophat window function with half-width $\Delta z = 0.003125$.

window functions $W_i(z)$. This code is called \textsc{classgal} and includes all relativistic effects to first order in perturbation theory. The parts that concern the CMB have not been changed with respect to the main \textsc{class} distribution. Several new features of \textsc{classgal} will be merged with the main code in future \textsc{class} versions.

The accuracy of the calculation is similar to the one of the original \textsc{class} code, i.e., overall about 0.1% when using default precision, or up to 0.01% with boosted accuracy settings [30]. Whenever possible, we checked that \textsc{classgal} agrees well with \textsc{cambsources}. \textsc{classgal} offers the advantage of including by default several window functions and the possibility of passing tabulated selection and evolution redshift distributions, remaining accurate and efficient for narrow redshift bins and large values of $\ell$. The code uses the Limber approximation as described in the Appendix, but for very accurate calculation one can turn off this approximation. For \textsc{class} users, it should be absolutely straightforward to work with this code after reading the explanatory material presented in Appendix A of this work. A newcomer may want to read first the description of the original code in Ref. [7].

We have illustrated the utility of this code with an example where we determine $\Omega_m$ from a DES-like galaxy redshift survey. We have studied how the figure of merit depends on the number of redshift bins used, and to which extent slim redshift bins compensate for the increased shot noise by an enhanced signal. Our findings agree well with previous results [25] based on \textsc{cambsources}. More applications of our code are found in the accompanying paper [14].
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A Differences between CLASS and CLASSgal

A.1 Conventions and notations used in the code

The CLASS code uses the notation of Ma & Bertschinger [31] for both Newtonian and synchronous gauge (as usual, the latter is fully specified by requiring in addition that $\theta_{\text{CDM}}$ vanishes at initial time, and hence at all times). Conformal time is denoted $\tau$ and the prime stands for $\equiv \partial_\tau$. Instead of $H$, the code uses the standard Hubble parameter $H = a'/a^2$ and its derivative $H' = a''/a^2 - 2aH^2$. Metric perturbations read $(\phi, \psi)$ in Newtonian gauge, and $(\eta, h)$ in synchronous gauge. The gauge-invariant Bardeen potentials ($\Phi, \Psi$) appearing in Eq. (2.7) are defined in such a way that in Newtonian gauge, they reduce to $(\phi, \psi)$, while in synchronous gauge, they are given by $([\eta - H\alpha], [H\alpha + \alpha'])$, with $\alpha \equiv (h' + 6\eta')/(2k^2)$ [31].

The quantities integrated by the code are not actual Fourier modes depending on $\mathbf{k}$, but transfer functions depending on $k$, normalized with respect to the curvature perturbation $R$ (to be precise, this is true in the case of adiabatic initial conditions; for isocurvature initial conditions CLASS uses standard normalization conventions that can easily be read from the code). Hence, for any perturbation $A(\tau, \mathbf{k})$ with adiabatic initial conditions, the transfer function $A(\tau, k)$ is defined as

$$A(\tau, k) \equiv \frac{A(\tau, \mathbf{k})}{R(\tau, \mathbf{k})}. \tag{A.1}$$

The power spectrum of $A$ is then related to the primordial curvature power spectrum by

$$\langle A(\tau, \mathbf{k})A^*(\tau, \mathbf{k}') \rangle = A(\tau, k)^2 P_R(k) \delta^{(3)}(\mathbf{k} - \mathbf{k}'), \tag{A.2}$$

and the dimensionless primordial power spectrum is defined as $P_R(k) = \frac{k^3}{2\pi^2} P_R$. The density transfer function defined below in the first line of Eq. (A.14) is multiplied everywhere by this factor. Magnification bias, by default set to zero, is given by the option $s\text{bias}$ that allows constant values. Source evolution is controlled by the field $dNdz\text{evolution}$ (by default blank and hence neglecting evolution), that represents the number of sources per redshift and solid angle as a function of redshift. A tabulated evolution function can be considered by passing its file name, e.g., $dNdz\text{evolution} = myevolution.dat$.

The minimum and maximum value of $\ell$ that will be computed are set by $l\text{max}_{lss}$ and $l\text{min}$. The latter is set by default to 2 but can be decreased to 1 or 0. For $\ell = 0$ the usual output $[\ell(\ell + 1)/2\pi] C_{\ell}$ would of course vanish, so there is an option $c\ell\text{rescale} = yes/no$: if this is set to no, the code will simply output the $C_{\ell}$'s.

The shape and characteristics of window functions can be set like in the main CLASS, i.e. by a sequence of the type:

$selection = \text{gaussian}$
selection_mean = 1, 1.5, 1.8
selection_width = 0.5, 0.4, 0.2

where the shape can be set to gaussian, tophat or dirac (see the comments in the file explanatory.ini for more details). These window functions can be multiplied by a selection function common to all redshift bins. This feature is disabled when the field dNdz_selection is left blank. For an analytic selection function hard-coded in the source files, one should write dNdz_selection = analytic: by default it will point to the function dN/dz used in this paper. For reading a tabulated selection function from a file, one should pass the file name, e.g. dNdz_selection = myselection.dat.

The user is free to use the same tabulated redshift distribution for the evolution and the selection function, i.e. the survey observes all the sources. One should simply use the same file for dNdz_evolution and dNdz_selection.

In the matrix $C_{ij}^{\ell}$, the user may wish to neglect some non-diagonal terms $i \neq j$ in order to speed up the code and get more compact output files. The number of non-diagonal elements is set by non_diagonal, that can be assigned between 0 and $N - 1$, where $N$ is the number of bins: 0 means ‘only auto-correlations’, 1 means ‘only auto-correlations and adjacent bins’, etc.

A.3 Modifications to the perturbation module

The role of the perturbation module is to integrate the coupled system of evolution equations for cosmological perturbations, and to store in memory a list of source functions $S_X(k, \tau)$ for discrete values of $k$ and $\tau$. These source functions are all linear combinations of transfer functions $A(\tau, k)$. In order to compute unlensed CMB spectra, one needs three well-known source functions $S_T, S_E, S_B$ described e.g. in [32, 33].

The perturbation module can store many other source functions $S_X(k, \tau)$, depending on the requested output. In the main code class v1.7, they consist in:

- individual density or velocity transfer functions $\{\delta_i(\tau, k), \theta_i(\tau, k)\}$ (expressed in the gauge selected by the user);
- metric fluctuations if the lensing spectrum or lensed CMB spectrum are requested (the standard code stores only $S_g = \Psi$ and assumes $\Phi = \Psi$, which is a good approximation for $\Lambda$CDM at late times, but not sufficient for the purposes of this work);
- to prepare the computation of the Fourier matter power spectrum, $P(k)$, or of the harmonic power spectrum of matter density in shells, $C_\ell^{\delta_m \delta_m}$, the code can either store the total fluctuations of non-relativistic matter in a given gauge, $S_{\delta m} = \delta m$, or the gravitational potential, $S_g = \Psi$, in view of inferring the total density fluctuation from the Poisson equation (in the sub-Hubble limit and assuming $\Phi = \Psi$). The user can use a flag to switch between these two schemes. Both of them provide approximations to the true observable density power spectrum built from Eq. (2.7), that we wish to compute with classgal.

In classgal, we need to store additional source functions corresponding to different terms in Eq. (2.7). These include the gauge-invariant matter density source function (including CDM, baryons and non-relativistic neutrinos – dubbed more generally non-cold dark matter (ncdm) in the code),

$$
    S_D = \delta \rho_m / \bar{\rho}_m + 3 \frac{a H}{k^2} \bar{\rho}_m \, \, \, , \, \, \, \, \text{(Newt. or synch.)} \tag{A.3}
$$
the gauge-invariant velocity source function

\[ S_{\Theta} = \theta_m , \quad \text{(Newt.)} \]  
\[ S_{\Theta} = \theta_m + k^2\alpha , \quad \text{(synch.)} \]  

(A.4)

(A.5)

the gauge-invariant Bardeen potentials

\[ S_{\Psi} = \{ \psi \text{ or } H\alpha + \alpha' \} , \quad \text{(A.6)} \]
\[ S_{\Phi} = \{ \phi \text{ or } \eta - H\alpha \} , \quad \text{(A.7)} \]

and the sum \( S_{(\Phi+\Psi)} = S_{\Phi} + S_{\Psi} \). The source functions \( S_D \) and \( S_{\Theta} \) coincide with \( D \) and \( kV \) in Eq. (2.17). The code also needs to store the time derivatives \( S_{\Phi}' \) and \( S_{(\Phi+\Psi)}' \). In order to avoid heavy equations, these are not inferred from complicated differential combinations of the Einstein equations, but from finite differences:

\[ S_{\Phi}'(\tau) \approx \left[ S_{\Phi}'(\tau + d\tau) - S_{\Phi}'(\tau - d\tau) \right] / [2d\tau] . \]

(A.8)

A.4 Modifications to the transfer module

The role of the transfer module is to calculate harmonic transfer functions \( \Delta_X^\ell(k) \) by convolving the source functions \( S_X(\tau, k) \) with Bessel functions, sometimes using a kernel (accounting for selection functions, rescaling factors, etc.) For instance, in the standard version of CLASS and in the flat space limit, the density transfer function \( \Delta^\delta(k) \) in a given redshift bin is computed using the Poisson equation

\[ -\frac{k^2}{a^2}\psi = 4\pi G\rho_m \delta_m = \frac{3}{2}H^2\Omega_m(\tau)\delta_m , \quad \text{(A.9)} \]

Where \( \Omega_m(\tau) \) is the fractional density of matter at time \( \tau \), and \( \delta_m \) denotes the matter density fluctuation in synchronous gauge (CLASS also allows computations in Newtonian gauge). This relation neglects pressure from massive neutrinos which is however very small in the redshift range \( z < 3 \) where we use it. Then

\[ \Delta^\delta(k) = \int d\tau W_i(\tau) \delta_m(\tau, k) j_\ell(k(\tau_0 - \tau)) \]
\[ = \int d\tau W_i(\tau) \frac{2k^2}{3(\Omega_m a^2 H^2)\tau} S_g(\tau, k) j_\ell(k(\tau_0 - \tau)) . \]

(A.9)

Here \( W_i(\tau) \) stands for the selection function of the \( i \)th redshift bin of a given experiment, specified by the user. The selection functions readily available in CLASS are Gaussians, top-hat distributions or Dirac distributions in redshift space, always normalized to \( \int_0^\infty W_i(z) = 1 \). Since they represent a number of galaxies per redshift interval, \( W_i(z) = dN/dz \), the associated function \( W_i(\tau) \) is calculated by the code according to

\[ W_i(\tau) \equiv -\frac{dz}{d\tau} W_i(z) = H(\tau(z)) W_i(z) . \]

(A.10)

Each selection function is associated with a mean redshift \( \bar{z}_i \equiv \int_0^\infty dz z W_i(z) \), and with a characteristic conformal time \( \bar{\tau}_i \equiv \tau(\bar{z}_i) \). The calculation can be sped up by using the Limber approximation for small angular scales (large \( \ell \)’s) and nearby shells (small \( \bar{z}_i \)). We emphasize, however, that the Limber approximation must be used with care, since it may
introduce significant errors especially for narrow $z$-window functions and for $z$-bin cross-correlations. The user can specify a value for the precision parameter $(\ell/z)_{\text{Limber}}$ (set to 30 by default). When for given values of $i$ and $\ell$ the condition

$$\ell > (\ell/z)_{\text{Limber}} \bar{z}_i$$  \hspace{1cm} (A.11)

is satisfied, the code switches to

$$\Delta_{\delta i}^L(k) = W_i(\tau_L) \frac{2k}{3(\Omega_m a^2 H^2)_{\tau_L}} S_g(\tau_L, k) \sqrt{\frac{\pi}{(2\ell + 1)}}$$  \hspace{1cm} (A.12)

with $\tau_L \equiv \tau_0 - \frac{\ell + 1/2}{k}$. This approximation corresponds to the first-order Limber approximation. The transfer module contains a routine allowing to switch to the second-order Limber approximation [34], but we checked that the difference between the two is small when the condition (A.11) is satisfied. The Limber approximation remains automatically switched off in the case of Dirac selection functions, for which the integral of Eq. (A.9) is replaced by

$$\Delta_{\delta i}^L(k) = 2 \frac{k^2}{3(\Omega_m a^2 H^2)_{\bar{\tau}_i}} S_g(\bar{\tau}_i, k) j_\ell \left( k(\tau_0 - \bar{\tau}_i) \right).$$  \hspace{1cm} (A.13)

For high-precision calculations, the user can still avoid the Limber approximation for whatever selection function by setting $(\ell/z)_{\text{Limber}}$ to a very large value. For non-Dirac selection functions, the code automatically adapts the $\tau$-sampling of the source functions $S_X(k, \tau)$ to the width of the selection function, in order to perform an accurate integral in Eq. (A.9). Thin shells with a narrow $W_i(\tau)$ require a dense sampling of $S_X(k, \tau)$ in the vicinity of each $\bar{\tau}_i$, and increase the computation time and memory. Still, the approach described in these paragraphs represents the fastest and simplest way to calculate approximate density power spectra in shells. However the goal of this paper and of classgal is to use a more involved calculation, accounting for all relativistic correction.

For that purpose, we need to compute many other transfer functions in classgal, cor-
responding to the different contributions in Eq. (2.17):

\begin{align}
\Delta_{\text{Den}} &= \int_0^{\tau_0} d\tau W_i b S_D j_{\ell} \\
\Delta_{\text{Len}} &= \ell (\ell + 1) \int_0^{\tau_0} d\tau W_i^L S_{\Phi + \Psi} j_{\ell} \\
\Delta_{\text{D1}} &= \int_0^{\tau_0} d\tau W_i \left( \frac{1 + H' aH^2 + \frac{2 - 5s}{(\tau_0 - \tau)aH} + 5s - f_{\text{evo}}^N}{k} \right) S_\Theta \frac{dj_{\ell}}{dx} \\
\Delta_{\text{D2}} &= \int_0^{\tau_0} d\tau W_i (f_{\text{evo}}^N - 3) \frac{aH}{k^2} S_\Theta j_{\ell} \\
\Delta_{\text{Red}} &= \int_0^{\tau_0} d\tau W_i \left( \frac{1}{aH} \right) S_\Theta \frac{d^2 j_{\ell}}{dx^2} \\
\Delta_{\text{G1}} &= \int_0^{\tau_0} d\tau W_i \left( 2 + H' aH^2 + \frac{2 - 5s}{(\tau_0 - \tau)aH} + 5s - f_{\text{evo}}^N \right) S_\Psi j_{\ell} \\
\Delta_{\text{G2}} &= \int_0^{\tau_0} d\tau W_i (-2 + 5s) S_\Phi j_{\ell} \\
\Delta_{\text{G3}} &= \int_0^{\tau_0} d\tau W_i \left( \frac{1}{aH} \right) S_{\Phi'} j_{\ell} \\
\Delta_{\text{G4}} &= \int_0^{\tau_0} d\tau W_i^G S_{\Phi + \Psi} j_{\ell} \\
\Delta_{\text{G5}} &= \int_0^{\tau_0} d\tau W_i^G S_{(\Phi + \Psi)'} j_{\ell}. 
\end{align}

(A.14)

We have omitted all the arguments: \( k \) for the transfer functions, \((\tau, k)\) for the source functions, \( x \equiv k(\tau_0 - \tau) \) for the Bessel functions, and \( \tau \) for selection and background functions. For the integrated terms ‘Len’, G4 and G5, we have defined

\begin{align}
W_i^L(\tau) &= \int_0^\tau d\tilde{\tau} W_i(\tilde{\tau}) \left( \frac{2 - 5s}{2} \right) \frac{\tau - \tilde{\tau}}{(\tau_0 - \tau)(\tau_0 - \tau_0)} \\
W_i^G(\tau) &= \int_0^\tau d\tilde{\tau} W_i(\tilde{\tau}) \frac{2 - 5s}{(\tau_0 - \tilde{\tau})} \\
W_i^{G5}(\tau) &= \int_0^\tau d\tilde{\tau} W_i(\tilde{\tau}) \left( \frac{1}{aH} \right) + \frac{H'}{aH^2} + \frac{2 - 5s}{(\tau_0 - \tilde{\tau})aH} + 5s - f_{\text{evo}}^N \right) \frac{\tau - \tilde{\tau}}{(\tau_0 - \tilde{\tau})} \\
\end{align}

(A.15)

These expressions are valid in flat space, and can be easily generalized to curved space by replacing the spherical Bessel functions by hyper spherical Bessel functions (for an introduction, see [3]).

The evolution term \( f_{\text{evo}}^N \) has been explicitly implemented in terms of the number of sources per redshift and solid angle \( \bar{n}(z) \), i.e. \( \text{dNd}\bar{z}_{\text{evolution}} \), according to [12],

\begin{align}
f_{\text{evo}}^N &= \frac{d}{d\tau} \left( \ln \frac{\bar{n}(z)H}{(\tau_0 - \tau)^2} \right) = H' aH^2 + \frac{2}{Ha(\tau_0 - \tau)} - \frac{1}{a} \frac{d \ln(\bar{n}(z))}{dz}. 
\end{align}

(A.16)

The previous remarks concerning the Limber approximation, the Dirac selection function, and time sampling issues for other selection functions, apply equally to CLASS and CCLASSgal.
A.5 Modifications to the spectra module

The main task of the spectra module is to convolve the primordial spectrum with quadratic combinations of the transfer functions. For instance, in the standard CLASS version, auto-correlation ($i = j$) and cross-correlation ($i \neq j$) harmonic power spectra of matter density fluctuations in shells are given by

$$C_{\ell}^{\delta_i \delta_j} = 4\pi \int \frac{dk}{k} P_R(k) \Delta_{\ell}^{\delta_i}(k) \Delta_{\ell}^{\delta_j}(k) .$$ \hspace{1cm} (A.17)

In CLASSgal, we compute a similar expression, with $\Delta_{\ell}^{\delta_i}(k)$ replaced by the sum

$$\Delta_{\ell}^{i}(k) = \Delta_{\ell}^{\text{Den}_i} \hspace{1cm} \text{(Density term)}$$
$$+ \Delta_{\ell}^{\text{Len}_i} \hspace{1cm} \text{(Lensing term)}$$
$$+ \Delta_{\ell}^{D1_i} + \Delta_{\ell}^{D2_i} \hspace{1cm} \text{(Doppler term)}$$
$$+ \Delta_{\ell}^{\text{Red}_i} \hspace{1cm} \text{(Redshift space dist.)}$$
$$+ \Delta_{\ell}^{G1_i} ... + \Delta_{\ell}^{G5_i} \hspace{1cm} \text{(Gravity terms)}$$ \hspace{1cm} (A.18)

To show that this expression coincides with Eqs. (2.17, 2.18, 2.19), we replace everywhere $H$ by $\mathcal{H}$, $\tau$ by $r = r_0 - \tau$ and $\tilde{\tau}$ by $\tilde{r} = r_0 - \tilde{\tau}$. Doing this we obtain

$$\Delta_{\ell}^{i}(k) = \int_{r_0}^{0} dr \left\{ W_i(r) j_\ell(kr) \left[ \frac{H'}{H^2} + \frac{2 - 5s}{rH} + 5s - f^N_{\text{evo}} + 1 \right] S_\Phi(r, k) \right.$$
$$+ \left. (-2 + 5s) S_\phi(r, k) + \frac{1}{H(r)} S_\phi'(r, k) \right\}$$
$$+ W_i(r) \left[ \frac{dj}{dx} \left( \frac{H'}{H^2} + \frac{2 - 5s}{rH} + 5s - f^N_{\text{evo}} + 1 \right) \left. \frac{k}{H(r)} \right] S_\Theta(r, k) \right\} .$$ \hspace{1cm} (A.19)

We can invert the order of the integrals over $r$ and $\tilde{r}$, and rename the integration variables: we replace $r$ in the first two lines and $\tilde{r}$ in the last line with $r_S$. With this, the expression
becomes
\[
\Delta(t)(k) = \\
\int_0^{r_0} dr S W_i(r_0) \left\{ j_i(kr_0) \left[ b S_D(r_s, k) + \left( \frac{H'}{H^2} + \frac{2 - 5s}{r_s H} + 5s - f_{evo}^N \right) S_{\Psi}(r_s, k) \right] + (-2 + 5s) S_{\Phi}(r_s, k) + \frac{1}{H(r_s)} S_{\Psi}(r_s, k) \right\} \\
+ \left[ \frac{d j_i}{dr} \right]_{kr_s} \left( \frac{H'}{H^2} + \frac{2 - 5s}{r_s H} + 5s - f_{evo}^N \right) r_s + \frac{d^2 j_i}{dr^2} \left[ \frac{k}{H(r_s)} \right]_{kr_s} \\
+ (f_{evo}^N - 3) j_i(kr_s) \frac{H'}{k} \right\} S_{\Theta}(r_s, k) \\
+ \int_0^{r_s} dr j_i(kr) \left[ S_{\Phi + \Psi}(r, k) \left( \frac{2 - 5s}{2} \right) \left( \ell + 1 \right) + \frac{2}{r_s} \right] + S_{\Phi + \Psi'}(r, k) \left( \frac{H'}{H^2} + \frac{2 - 5s}{r_s H} + 5s - f_{evo}^N \right) r_s \right\}.
\]

(A.20)

which is identical to the thin shell expression in Eq. (2.17), with an additional integration over the window function, \( dr S W_i(r_s) \).

B  Luminosity fluctuations

In this appendix we derive in detail the luminosity fluctuation used in expression (2.8). We use the fact that the fractional fluctuation in the luminosity at fixed flux is given by twice the fractional fluctuation in the luminosity distance,
\[
\frac{\delta L_S}{L_S} = 2 \frac{\delta D_L}{D_L}.
\]

We start from the luminosity distance fluctuation derived in [23] and we change the integration variable from the conformal time \( \tau \) to \( r = \tau_0 - \tau \)
\[
\frac{\delta D_L}{D_L} = \left( \frac{1}{r S H_S} - 1 \right) (v_S \cdot n + \Psi_S) + \frac{1}{2r S} \int_0^{r_s} dr \left[ \frac{2}{r s} \left( r_s - r \right) \Delta_\Omega \right] \left( \Psi + \Phi \right) + \frac{1}{r S} \int_0^{r_s} dr \left( \Psi' + \Phi' \right) - \frac{1}{r S} \int_0^{r_s} dr \left( \Psi'' + \Phi'' \right) \\
- \frac{1}{2r S} \int_0^{r_s} dr \left( r_s - r \right) r \left[ \frac{2}{r S} \right] \left( \Psi + \Phi \right) + \frac{\Psi_S - \Phi_S}{2} \left( \Psi + \Phi \right)
\]

(B.1)

where we have neglected the local monopole and dipole terms and we have written the Laplacian in spherical coordinates, \( \Delta = \partial_r^2 + \frac{2}{r} \partial_r + \frac{1}{r^2} \Delta_\Omega \). We have also used \( n \cdot \nabla = -\partial_r \). The last term is not present in [23], since there it is assumed that \( \Psi = \Phi \), however, it can be found e.g. in Ref. [35]. Considering the total derivative along the geodesic path
\[
\frac{d f(\tau, x(\tau))}{d\tau} = - \frac{d f(\tau, x(\tau))}{d\tau} = -f' - n \cdot \nabla f = -f' + \partial_r f.
\]

(B.2)
we can rewrite the last integral of (B.1) as

\[ \frac{1}{2r} \int_0^{r_S} dr (r_S - r) r \left[ \frac{\partial^2}{\partial r^2} + \frac{2}{r} \frac{\partial}{\partial r} \right] (\Psi + \Phi) \]

\[ = \frac{1}{2r} \int_0^{r_S} dr (r_S - r) r \left( \frac{d^2}{dr^2} + 2 \frac{d}{dr} \frac{\partial}{\partial r} \right) (\Psi + \Phi) \]

\[ = \Psi_S + \Phi_S \]

\[ + \frac{1}{2r} \int_0^{r_S} dr (r_S - r) \left( \frac{\partial^2}{\partial r^2} + \frac{2}{r} \frac{\partial}{\partial r} \right) (\Psi + \Phi). \] (B.3)

Combining all terms together we finally arrive at

\[ \frac{\delta D_L}{D_L} = \left( \frac{1}{r_S H_S} - 1 \right) \left( \mathbf{v_S} \cdot \mathbf{n} + \Psi_S + \int_0^{r_S} dr (\Psi' + \Phi') \right) \]

\[ + \frac{1}{2r} \int_0^{r_S} dr \left( 2 - \frac{(r_S - r)}{r} \Delta \Omega \right) (\Psi + \Phi) - \Phi_S. \]
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