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ABSTRACT

We present the first results on inclusive photo-production of prompt
photons at high transverse momenta. The data were taken in an open spectro-
meter at CERN using a high intensity photon beam with energy between 50 and
150 GeV. After subtracting the yield of photons from indirect sources, a clear
excess is observed for transverse momenta above 2.5 GeV/c. Deep inelastic
Compton scattering with appropriate QCD corrections account for this excess.
The data disfavour the gauge integer charge quark models so far proposed.
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INTRODUCTION

Deep inelastic scattering using incident photons has long been considered a fundamental hard scattering process [1]. A manifestation of such a process is QED Compton scattering (QEDC), the elastic scattering of photons on quarks. The cross-section for this process can be calculated with the nucleon structure function as the only input and is proportional to the fourth power of the quark electric charge. This two real photon process thus provides a way of measuring the electric charge of quarks.

In addition to the QEDC Born term, QCD processes can also lead to a high \( p_T \) photon in the final state. Recent calculations [2] show that terms beyond the leading logarithm approximation are small. The direct coupling of photons to hadron constituents for high \( p_T \) reactions like QEDC means that fewer structure and fragmentation functions are required as compared with hadro-produced reactions. Effects due to primordial transverse momenta of constituents are less significant. There are also fewer subprocesses which lead to any given initial and final state enabling clearer identification of processes involved at the parton level. Furthermore the higher order calculations contain fewer uncertainties.

Previously this reaction has been explored at low incident energy and low transverse momenta [3]. This letter presents the first data on inclusive photon production in a kinematical domain which allows a meaningful comparison with theory. This was possible with the advent of a high energy and high intensity photon beam in the CERN SPS North area.

EXPERIMENTAL DETAILS

The experiment was performed in the E12 e-\( \gamma \) beam at the CERN SPS using the NA14 spectrometer. The layout of the spectrometer is shown in Fig. 1 and a detailed description of the spectrometer and the beam line can be found in Refs. 4.
A bremsstrahlung photon beam is derived from a broadband electron beam of mean energy 140 GeV and intensity of $10^8$ e$^-$/SPS pulse crossing a 10% $X_o$ radiator. Photons above ~50 GeV are tagged yielding a beam of mean energy of 80 GeV but extending up to ~150 GeV. The experimental target is isoscalar (Li$^+$) having a thickness corresponding to 10% $X_o$.

The spectrometer has a large angular acceptance to charged particles and photons. MWPC's in between and downstream of the two analysing magnets allow the measurement of particle momenta up to ~100 GeV/c. The electron-gamma detector consists of three calorimeters which cover a polar angle up to 275 mrad in the laboratory. The forward and backward regions in the centre of mass are covered by calorimeters labelled FC and BC respectively and consist of lead glass blocks. The intermediate region is covered by a lead scintillator sandwich and is labelled IC. MWPC's and calorimeters are desensitized in the horizontal plane to avoid electromagnetic background from pairs. The salient parameters of the three calorimeters are listed in Table 1.

A fast minimum bias pretrigger provides a strobe for the experiment with a time jitter of less than 1 ns. It triggers mostly (90%) on electromagnetic background but has full acceptance for hadronic events except for elastic production of $\rho$, $\omega$ and $\phi$. The data presented here come from a trigger which required, in addition to the pretrigger, a local deposit of energy in a calorimeter corresponding to a transverse momentum greater than 900 MeV/c. The high granularity of the calorimeters allowed us to trigger on single electromagnetic showers instead of a global transverse energy deposit.

The integrated luminosity is obtained by three independent methods which mutually agree within the errors. They use:

i) a special trigger requiring at least two charged particles in opposite hemispheres that is sensitive to a known fraction of the total hadronic cross-section;

ii) the measurement of dimuon production in our apparatus;

iii) the integrated flux of incident electrons.
We estimate that the uncertainty in the absolute normalisation is ±20%. The data presented here correspond to a sensitivity of ~ 1.7 evts/pb above \( E_\gamma = 50 \) GeV.

The energy calibration of the calorimeters was carried out by using reconstructed \( \pi^0 \)'s. The width of \( \pi^0 \) and \( \eta \) mass peaks is in agreement with the expected mass resolution. The absolute calibration is fixed by the \( \pi^0 \) mass and is checked by the observed \( \eta \) mass and/or the measured ratio of energy over momentum for electron tracks. The systematic uncertainty in the energy calibration is estimated to be less than 3%. The error due to non-linearity in the calorimeter response in the photon energy range of interest is also estimated to be less than 3%.

**THE PROMPT PHOTON SIGNAL**

Photon candidates were selected by requiring a lateral and longitudinal energy deposit in the calorimeter consistent with a single electromagnetic shower initiated by a neutral particle. In addition, the position detector and calorimeter cell information were required to be compatible with an impact of only one photon. The prompt photon candidate can be:

i) a genuine prompt photon;

ii) an indirect photon from a hadron decay or from the interaction of a neutral hadron (e.g. neutron, \( K^0_L \)) giving an electromagnetic shower-like topology;

iii) a shower initiated by a muon from the halo \((-10^6 / \text{m}^2 / \text{sec})\) in random coincidence with the pretrigger and failing to give a signal in the charged vetoes in front of the candidate.

We reject the muon induced showers by a combination of the following cuts:

a) applying a cut on the relative time of the pretrigger and the calorimeter hit;

b) requiring no hit in the muon identifier hodoscopes directly behind the trigger cell (for FC and IC) or in an upstream beam halo veto counter (for BC);
c) using additional spectrometer information to ensure that the photon candidate is part of a hadronic event thus rejecting 90% of the random triggers induced by halo particles, since the pretrigger is only ~10% hadronic.

The level of rejection has been verified by dumping the photon beam before the Li$^6$ target and triggering as normal but with the pretrigger fulfilling only a beam requirement. It is found to be more than sufficient.

The largest source of background to prompt photons is due to indirect photons from $\pi^0 \rightarrow \gamma\gamma$ and $\eta \rightarrow \gamma\gamma$ decays. The dominant contribution comes from:

a) photons from asymmetric decays where only the higher energy photon is observed in the calorimeter;

b) symmetric decays of high energy $\pi^0$'s such that the two shower separation is small and the presence of two distinct photons is not detected.

Less important sources of background are:

c) $\omega \rightarrow \pi^0\gamma$ and $\eta' \rightarrow \gamma\gamma$ decays;

d) other neutral hadrons which leave electromagnetic shower-like topology.

The data from each calorimeter have been processed independently. For FC (BC) a $p_L$ cut of 40 (10) GeV/c was imposed. The QEDC final state photon kinematics is shown in the CM plot of Fig. 2. Since the iso-cross-section contours have roughly the same shape as iso-x ones (where x is the fraction of target nucleon's momentum carried by the struck quark), it can be inferred from this figure that for FC both the energy range and mean energy of photon candidates varies weakly with $p_T$.

The background from indirect sources has been estimated by two independent methods:

i) a classical method using detailed simulation of calorimeter response to showers relying as far as possible on data themselves.

ii) a direct method which uses data taken in our spectrometer with an incident $\pi^-$ beam.
a) the classical approach: we use a Monte Carlo simulation program of the apparatus in order to evaluate the efficiency of reconstruction of a photon or a $\pi^0$ and the probability that a $\pi^0$ ($\eta$, $\eta'$, $\omega$) fakes a single photon. In addition we measure the inclusive $\pi^0$ spectrum in the full kinematic domain and thus determine the inclusive $\pi^0$ distribution at production. This distribution is then used as input to the Monte Carlo simulation in order to estimate the major source of background to prompt photons which comes from $\pi^0 \to \gamma\gamma$ decays. The inclusive $\pi^0$ measurement will be the subject of a subsequent publication.

Contamination from other indirect sources has been expressed as a fraction of that arising from neutral pions. In FC the $\eta / \pi^0$ production ratio for $p_T > 1.5$ GeV/c and $p_L > 30$ GeV/c is found to be $0.52 \pm 0.15$, and we have used $\eta/\pi^0 = 0.50$ corresponding to a weighted average of several hadro-production experiments [5]. We also assume that $\eta' / \pi^0$ and $\omega / \pi^0$ production ratios are 0.9 as found in an ISR experiment [6]. A change of $\sim 20\%$ in $\eta / \pi^0$ and a factor 2 in $\eta' / \pi^0$ or (inelastic $\omega$)/$\pi^0$ would not significantly modify the level of contamination.

Other neutral hadrons are efficiently eliminated when electromagnetic shower criteria are applied. This is confirmed by studying showers initiated by charged hadrons.

It is important to note that this method is independent of normalization and to a certain extent of acceptance.

We have applied it to the $\pi^+$ induced data taken in the same experiment (see below), and find that the pio-produced inclusive $\pi^0$ spectra are in good agreement with published data, both in $p_T$ and $p_L$ [7]. This represents a check of the reconstruction efficiency for $\pi^0$'s and, to a smaller extent, that for photons. We also find that $\gamma/\pi^0$ is less than 10 % for the kinematical region considered here. This is consistent with measurements of several experiments on pio-production of prompt photons which find $\gamma / \pi^0 \sim 3 \%$ around $p_T = 3$ GeV/c [8].
b) the direct method: to determine empirically the non-prompt photon yield we use data taken with a $\pi^-$ beam of 70, 90 and 120 GeV/c. Here we measure the number of reconstructed $\pi^0$'s and single photons, referred to as $N(\pi^- \to \pi^0)$ and $N(\pi^- \to \gamma)$, and so determine the ratio $F = N(\pi^\to \gamma) / N(\pi^\to \pi^0)$. $F$ can be a function of $p_T$ and $p_L$. Carrying out the same measurements in a photon beam the prompt photon signal is

$$N(\gamma \to \gamma)_{\text{prompt}} = N(\gamma \to \gamma) - F \cdot N(\gamma \to \pi^0)$$

As an example, Fig. 3 shows the results of the four measurements for IC. $F$ is given by the ratio of curves in Fig. 3b and 3a. In Fig. 3d the curve corresponds to the background and is $F$ times the curve of Fig. 3c. In practice we have used a rigorous subtraction procedure requiring a bidimensional $(p_T, p_L)$ treatment. The simple picture described by Fig. 3 turns out to be rigorously correct because for IC we find that the pion-produced and photo-produced $\pi^0$ spectra have identical shapes in the $(p_T, p_L)$ plot.

In Fig. 3d one can see the obvious presence of an extra component. It can also be seen for FC in Fig. 4a. Figure 4b shows the FC data versus $p_L$. The results for BC are shown in Fig. 4d.

This subtraction method, as the previous one, is independent of normalisation. Furthermore, it does not rely on any Monte Carlo evaluation of acceptance and contamination.

However, a few points had to be studied further:

a) The $\pi^-$ induced data used in the above comparison were taken in conditions where the muon halo flux was much smaller than in the photon induced data. This possible source of the difference between $\gamma$ and $\pi$ beam data was investigated by taking further $\pi^-$ data with the same halo flux as in photon beam runs. We observe no difference in the single photon yield up to the highest $p_T$'s between the two types of $\pi^-$ beam data. We thus conclude that the halo induced background is well understood and eliminated. As an "a posteriori" proof of this, the impact distribution of our high $p_T$ single photon candidates is azimuthally uniform in both $\gamma$ and $\pi$ runs, whereas the muon flux density is highly non-uniform.
b) A slight complication in the above procedure arises from the fact that the presence of genuine prompt photons in the pion beam data will lead to a value of $F$ which overestimates the indirect background. One can write $F = F_{\text{direct}} + F_{\text{indirect}}$. It is legitimate to apply $F$ as a whole to the vector meson dominance (VMD) part of $\pi^0$ photoproduction; this just implies that we subtract any source of prompt photons common to both pion and photo-production. However, one should only apply $F_{\text{indirect}}$ to the non VMD part of the $\pi^0$ cross-section. This problem arises in the forward region where a strong QCD component is observed in the photo-produced $\pi^0$ spectrum. This correction leads to a 5% reduction in the level of the calculated background.

c) In principle this direct method requires that $\eta / \pi^0$, $\eta' / \pi^0$, $\omega / \pi^0$ etc. ratios are the same in pion- and photo-production. This has been verified for $\eta$'s: we have measured $R_{\eta} = (\eta / \pi^0)_{\gamma \text{beam}} / (\eta / \pi^0)_{\pi \text{beam}}$ in a large part of the kinematic domain and find it to be $1.2 \pm 0.3$ for $p_T \sim 2.0$ GeV/c, consistent with unity. For the other ratios an unreasonably large change is required between pion- and photo-production to produce a significant change in the estimated background.

d) In some kinematic regions, mainly at $p_T$ and $p_L$ in FC, the statistics from $\pi^-$ induced runs were limited and we have used the Monte Carlo method to extrapolate to these regions.

The two methods of estimating the indirect $\gamma$ background agree with each other to better than 10%.

In Fig. 4 we show our results before background subtraction. The excess over background for FC and IC can be used to estimate the $\gamma / \pi^0$ production ratio by using the Monte Carlo simulation of $\pi^0$ and $\gamma$ reconstruction efficiencies. The resulting ratio for FC and IC increases from $\gamma / \pi^0 \sim 0.05$ at $p_T \sim 2.0$ GeV/c ($\sim 0.08$ if one adds the rate of VMD produced prompt $\gamma$) to $\sim 1.0$ at $p_T \sim 4.0$ GeV/c. In Fig. 5 we give the cross-section for photo-production of prompt photons. It has been obtained from the combined data of FC and IC, integrated for rapidity $y > -1$, with the background subtracted.
The open geometry and the large acceptance of our spectrometer enables us
to study event topologies. QED Compton events should have unaccompanied
photons and a jet structure with a preponderance of positive leading particles
opposite to single photons. The accompaniment, the jet structure and the
charge asymmetry have been studied [9] and the results will be published in a
future paper. The results indicate that QEDC-like events are present at a rate
compatible with expectation from the inclusive analysis.

INTERPRETATION

This section gives a detailed interpretation of our data in terms of QEDC
scattering and additional contributions from perturbative QCD. We have used
the results of Aurenche et al. [2] and their computer code to generate photon
momenta from QEDC scattering and higher order terms. They have evaluated the
corrections to leading logarithm and next to leading order. They also include
the contribution from the box diagram, $\gamma g \rightarrow \gamma g$. The magnitude of these
corrections can be inferred from Fig. 5.

We estimate that the combined uncertainty in absolute normalisation and
photon reconstruction efficiency is less than 25%. The sum of Born and cor-
rection terms is shown as a dashed-dotted line in Fig. 4. When added to our
empirical determination of the background (dashed line) we obtain good agree-
ment with the data.

In Fig. 5 the dashed-dotted and solid lines correspond to QEDC Born term
and Born term plus corrections respectively. It can be seen that, for the
standard model with fractionally charged quarks (FCQ), the corrections play a
substantial role in obtaining agreement with data.

In gauge integer charge quark models (ICQ)[10] colour symmetry is sponta-
neously broken and the electro-magnetic charge of quarks acquires a colour
octet component due to photon-gluon mixing. Coupling of virtual photons to
this colour component is strongly suppressed ("colour damping" [11]) for
values of the virtual photon mass bigger than the Lagrangian mass (c200
MeV/c^2) that the gluons acquire in these models. Furthermore, below
threshold for physical colour production, a single photon process will always project the photon onto its singlet component and thus give the same result for both ICQ and FCQ. Hence only processes involving at least two real photons can efficiently distinguish between ICQ and FCQ. Some controversial points concerning quark charge measurement and ICQ models are discussed in Ref. 12 and 13 respectively. ICQ models [14] predict for the Born term a cross-section which is 2.65 times larger than that for FCQ. The corrections for ICQ models equivalent to those calculated in Ref. 2 for FCQ have not been computed. Lacking this information, we have multiplied the solid line in Fig. 5 by 2.65 leading to the dashed line in the same figure and this prediction is ruled out by our data. The degree of rejection is determined essentially by the normalization error.

CONCLUSION

We have presented in this letter the first measurement of photoproduction of prompt photons in a kinematical domain allowing a meaningful comparison with theory. The QED Compton process with QCD corrections accounts for the observed level of prompt photon production. It is significant that the predicted magnitude of these corrections is in agreement with experiment. The data disfavour the gauge integer charge quark models proposed so far.

* The ratio of the magnitude of Born terms, neglecting charged gluon contributions, is given by:

\[
\frac{\text{ICQ}}{\text{FCQ}} = \frac{\frac{1}{\sqrt{3}} \sum_f (\frac{1}{\sqrt{3}} \sum_c Q_{fc}^2)^2}{3 \sum_f Q_f^2}
\]

where \( f \) stands for flavour and \( c \) for colour.
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<table>
<thead>
<tr>
<th>Region covered</th>
<th>FC Forward</th>
<th>Calorimeter IC Intermediate</th>
<th>BC Backward</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dist. from Tgt cm.</td>
<td>1550</td>
<td>1350</td>
<td>240</td>
</tr>
<tr>
<td>Coverage $\theta_{LAB}$ mrad.</td>
<td>6.5 - 80</td>
<td>80 - 150</td>
<td>$0_H$, 80 - 275</td>
</tr>
<tr>
<td>$\theta_{cm} \gamma N \rightarrow \gamma X$ (100 GeV) deg.</td>
<td>5 - 60</td>
<td>60 - 95</td>
<td>$0_H$, 60 - 125</td>
</tr>
<tr>
<td>Converter before position detector</td>
<td></td>
<td>Active</td>
<td>Passive</td>
</tr>
<tr>
<td>Position Detector</td>
<td></td>
<td>3$x_o$ Pb Glass</td>
<td>4.5$x_o$ Pb Scint.</td>
</tr>
<tr>
<td>Finger width cm.</td>
<td></td>
<td>y * z crossed scintillator fingers</td>
<td></td>
</tr>
<tr>
<td>Material for total absorption</td>
<td></td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Cell size cm$^2$</td>
<td></td>
<td>Pb Glass</td>
<td>Pb Scintillator</td>
</tr>
<tr>
<td>Charged Veto</td>
<td></td>
<td>14 x 14</td>
<td>25 cm in projn.</td>
</tr>
<tr>
<td>Expected energy range for $\gamma$, $\pi^0$ GeV</td>
<td>$\leq 100$</td>
<td>$\leq 45$</td>
<td>$\leq 35$</td>
</tr>
<tr>
<td>Min 2$\gamma$ separation to be resolved cm.</td>
<td>4.2</td>
<td>9</td>
<td>1.9</td>
</tr>
<tr>
<td>Two shower separation for 50% prob of resoln. per projn. cm.</td>
<td>4</td>
<td>5</td>
<td>1.9</td>
</tr>
<tr>
<td>Width of $\pi^0$ ($\sigma$) MeV</td>
<td>8.5</td>
<td>12.7</td>
<td>12.7</td>
</tr>
<tr>
<td>Timing resolution, $\sigma$ ns</td>
<td>1.7</td>
<td>2.0</td>
<td>1.7</td>
</tr>
<tr>
<td>$\eta$ mass (error is statistical) MeV</td>
<td>$546 \pm 0.5$</td>
<td>$549 \pm 3$</td>
<td></td>
</tr>
<tr>
<td>E/p for electrons (raw)</td>
<td>0.980</td>
<td>0.975</td>
<td></td>
</tr>
<tr>
<td>Min reconstructed energy GeV</td>
<td>1.5</td>
<td>1.5</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 1: Relevant Parameters for the NA14 Calorimeters.
FIGURE CAPTIONS

Fig. 1 Side view of the NA 14 spectrometer.

Fig. 2 $x_T (=2p_T/\sqrt{s})$ versus $x_L (=2p_L/\sqrt{s})$ plot with the geometric acceptance of the calorimeters in the centre of mass for a beam energy of 100 GeV. The solid lines show the contours of the differential cross-section for QEDC Born term ($\gamma q \rightarrow \gamma q$). Also shown are iso-energy (dashed and dotted line) and iso-$x$ (dashed line) contours.

Fig. 3 Illustration of our empirical method to demonstrate the presence of a prompt photon signal. The shape of lines in Fig. 3a and 3b are obtained by Monte-Carlo using as input the cross section parametrization of Ref. 7. The overall normalisation in Fig. 3a has been adjusted to fit the data and agrees within 10% with that given by Ref. 7. For IC the shape of lines in 3a and 3c are identical. The line in 3d gives the indirect background and is obtained by computing $[N(\pi^+ \rightarrow \gamma) / N(\pi^+ \rightarrow \pi^0)] \times N(\gamma \rightarrow \pi^0)$.

Fig. 4 The inclusive photon data compared with theoretical predictions. The dashed line corresponds to the background. The dashed-dotted line shows the magnitude of QED Compton Born and correction terms. The solid line represents the sum of background and theoretical prediction.

Fig. 5 The measured cross-section for photo-production of prompt photons. The indirect background has been subtracted. The dashed-dotted and solid curves correspond to QEDC Born term and Born+correction terms respectively. The dashed curve is 2.65 times the solid curve. Also shown are systematic errors on the subtraction of background. The statistical errors dominate for $p_T > 2.6$ GeV/c.
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