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Abstract

A search for the standard model Higgs boson produced in association with a top quark pair is presented, using 19.6 fb$^{-1}$ of 8 TeV pp collision data collected by the CMS experiment at the LHC. Final states with a Higgs boson that decays to either $ZZ^*$, $WW^*$, or $\tau\tau$ are required to have a top quark pair that decays to either lepton plus jets ($t\bar{t} \rightarrow \ell\nu jjb\bar{b}$) or dileptons ($t\bar{t} \rightarrow \ell\ell\ell\nu b\bar{b}$), where $\ell$ represents an electron or a muon. The following signatures are selected: two isolated same-sign leptons (electrons or muons) plus b-tagged jets, three isolated leptons plus b-tagged jets, or four isolated leptons plus b-tagged jets. The expected 95% confidence level upper limit on the Higgs boson production cross section for a Higgs boson mass of 125.7 GeV/c$^2$ is 2.4 times the standard model expectation, to be compared to an observed limit of 6.6. The signal strength $\mu$, relative to the expectation for the standard model Higgs boson, is measured to be $\mu = 3.7^{+1.6}_{-1.4}$. 
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1 Introduction

The newly-discovered Higgs boson [1, 2] provides a gateway for exploring physics beyond the standard model. The properties of the Higgs boson are uniquely predicted by the standard model for a given mass value. The CMS measurement of the new particle mass is $125.7 \pm 0.3$ (stat.) $\pm 0.3$ (syst.) GeV [3], which is accurate enough to create an opportunity to test the predictions of the standard model by measuring the other properties of the Higgs boson. So far, the analyses studying some of these properties have confirmed that this particle is compatible with the standard model Higgs boson [3]. These analyses were not yet exhaustive, which leaves ample room for new studies.

It is of particular interest to measure the coupling of the Higgs boson to the top quark ($t\bar{t}H$) because the top quark could play a special role in the context of electroweak symmetry breaking due to its large mass. The Higgs boson does not decay to top quarks. The $t\bar{t}H$ interaction vertex, however, is present in a rare production mechanism where the Higgs boson is produced in association with a top quark-antiquark pair as shown in Fig. 1. This process can be used to directly measure the top-Higgs coupling at tree level, with a cross section of 130 fb at next-to-leading order (NLO) [4] in 8 TeV pp collisions. At LHC energies the largest contribution to standard model Higgs boson production is a gluon-gluon induced loop dominated by virtual top exchange. The comparison of a direct measurement of the $t\bar{t}H$ coupling with the one inferred from the cross section measurement can put limits on the contribution of new physics to the gluon-gluon loop.

The first searches for $t\bar{t}H$ production were performed by the CDF and DØ experiments. The searches looked for the $b\bar{b}$ decays of the Higgs boson and set 95% confidence level (CL) upper limits on the $t\bar{t}H$ production cross section times $\text{BR}(H \rightarrow b\bar{b})$ at values in excess of 10 times the standard model prediction [5, 6]. More sensitive searches for $t\bar{t}H$ production in the same decay mode have been performed by ATLAS [7] and CMS [8]. The ATLAS analysis uses 5 fb$^{-1}$ of 7 TeV data. The CMS analysis uses 19.6 fb$^{-1}$ of 8 TeV data and also includes the channel in which the Higgs boson decays to hadronic taus. The CMS analysis has an expected upper limit of 4.1 times the standard model $t\bar{t}H$ production cross section and observes a limit of 5.2. A search for $t\bar{t}H$ production in events where the Higgs boson decays to $\gamma\gamma$ was also performed by ATLAS [9] and CMS [10] with the 8 TeV data. The CMS results from the searches in $b\bar{b}$, $\tau\tau$, and $\gamma\gamma$ channels have been combined [8]. For a Higgs mass of 125 GeV, the combined expected limit is 2.7 times the SM expectation, while the observed limit is 3.4 times the SM expectation. The best-fit value for the combined signal strength is $0.74^{+1.34}_{-1.30}$ (68% CL).

In this note, the production of $t\bar{t}H$ where the Higgs boson decays into $ZZ^*$, $WW^*$, or $\tau\tau$, with at least one $Z$, $W$ or $\tau$ to decay leptonically is investigated for the first time. Examples of Feynman diagrams for $t\bar{t}H$, followed by the decays of the top quark and the Higgs boson that lead to the signatures described above are shown in Fig. 1. Despite the small branching ratio, the presence of one or two additional leptons from the top quark pair decays leads to the following clean experimental signatures:

- two same-sign leptons (electrons or muons) plus b-tagged jets;
- three leptons plus b-tagged jets;
- four leptons plus b-tagged jets.

Multivariate analysis techniques are used to identify objects with high purity and to distinguish background from signal events. The amount of signal is fit to the multivariate discriminant output distribution in all the final states simultaneously.
Figure 1: Examples of leading-order Feynman diagrams for $t\bar{t}H$ production at pp colliders, followed by Higgs boson decays to $\tau\tau$, $ZZ^*$, and $WW^*$ (from left to right). The first, second, and third diagrams are examples of the two same-sign lepton signature, the three lepton signature, and the four lepton signature, respectively.

2 The CMS detector

The CMS detector [11] consists of different components. A superconducting solenoid in the central region of the detector provides an axial magnetic field of 3.8 Tesla parallel to the beam direction. The silicon pixel and strip tracker, the crystal electromagnetic calorimeter (ECAL) and the brass/scintillator hadron calorimeter (HCAL) are located in concentric layers within the solenoid. These layers provide coverage out to $|\eta| < 2.5$, where pseudorapidity is defined as $\eta = - \ln \left[ \tan \left( \frac{\theta}{2} \right) \right]$, and $\theta$ is the polar angle of the trajectory of the particle with respect to the beam direction. A quartz-fiber Cherenkov calorimeter (HF) extends the coverage to $|\eta| < 5.0$. Muons are detected by gas detectors embedded in the iron return yoke outside the solenoid. The first level of the CMS trigger system, composed of custom hardware processors, is designed to reduce the input rate by a factor of 1000 by selecting the most interesting events in less than 3 $\mu$s using information from the calorimeters and muon detectors. The High Level Trigger processor farm further decreases the event rate to a few hundred Hz for data storage. All of these components are used for the $t\bar{t}H$ search.

3 Data and simulation samples

We use the 2012 CMS dataset, corresponding to a total integrated luminosity of 19.6 $fb^{-1}$. The events are selected by the trigger requirement of the presence of either two leptons (electrons or muons), or a triplet of electrons. The minimal transverse momenta of the first and second lepton are 17 and 8 GeV for the double lepton triggers, and 15, 8, and 5 GeV for the triple electron trigger.

Simulated samples for the SM Higgs boson signal and for background processes are used to optimize the event selection and to evaluate the acceptance and systematic uncertainties. The $t\bar{t}H$ signal is modeled with the PYTHIA generator [12]. The background processes $t\bar{t}W$, $t\bar{t}Z$, $t\bar{t}+jets$ (which includes $t\bar{t}\gamma+jets$), Drell-Yan (DY) + jets (DY+$\gamma$+jets), $W+jets$ (W+$\gamma$+jets), the diboson $ZZ+jets$, $WW+jets$, $WZ+jets$ and the rare $WWZ$, $WWW$, and $t\bar{t}WW$ process are all simulated with the MADGRAPH [13] tree-level matrix element generator, combined with PYTHIA for the parton shower and hadronization. Single top production is modeled with the NLO generator POWHEG [14–19] combined with PYTHIA.
All events are processed through a detailed simulation of the CMS detector based on GEANT4 [20] and are reconstructed with the same algorithms that are used in data. The simulations include pileup interactions, the multiplicity of which matches the distribution observed with data. All events from data and simulated samples are required to pass the same trigger conditions.

4 Event reconstruction and objects identification

A global event description is obtained with the CMS particle-flow (PF) algorithm [21, 22], which optimally combines the information from all CMS sub-detectors to reconstruct and identify all individual particles in the collision event. The particles are classified into mutually exclusive categories: charged hadrons, neutral hadrons, photons, muons, and electrons.

The primary vertex is chosen as the vertex with the highest sum of $p_T^2 = \sqrt{p_x^2 + p_y^2}$ of its constituent tracks. Jets are reconstructed by clustering PF particles with the anti-$k_T$ algorithm with a distance parameter of 0.5, as implemented in the FASTJET package [23, 24]. The charged hadrons coming from the pileup interactions are subtracted from the PF particles considered in the clustering. Jet energy corrections are applied as a function of the jet $p_T$ and $\eta$ [25]. In addition, a multivariate discriminant is applied to distinguish between jets coming from the primary vertex and jets coming from pile-up vertices. The discrimination is based on the differences in the jet shapes, in the relative multiplicity of charged and neutral PF particles constituting the jet, and in the different fraction of transverse momentum which is carried by the leading particles. Jets are only considered if they have a transverse momentum above 25 GeV and $|\eta| < 2.4$. In addition, they have to be separated from any lepton candidates by requiring $\Delta R = \sqrt{\Delta \phi^2 + \Delta \eta^2} > 0.5$.

A b-tagging algorithm [26] is used to identify jets that are likely to originate from the hadronization of b quarks. This algorithm combines both secondary vertex information and track impact parameter information in a likelihood discriminant called the Combined Secondary Vertex (CSV). The discriminating output value distinguishes between b jets and jets originating from light quarks, gluons and charm quarks. The efficiency to tag b jets and the rate of misidentification of non-b jets depend on the operating point chosen. Both the efficiency and the fake rate are parameterized as a function of the transverse momentum and pseudorapidity of the jets. These performance measurements are obtained directly from data in samples that are enriched in b jets, such as $t\bar{t}$ and multijet events where a muon is found inside a jet. Two working points for the CSV output discriminant are used in the analysis. The loose working point has approximately 85% efficiency to tag jets from b quarks and 10% probability to tag jets from light quarks or gluons. The medium working point has approximately 70% efficiency for tagging jets from b quarks and 1.5% efficiency to tag jets from light quarks or gluons [26, 27]. Corrections that take into account the different performance of the CSV tagging in data and simulation are applied to the simulated samples used in the analysis.

The missing transverse energy vector is calculated as the negative of the vector sum of transverse momenta of all PF particles reconstructed in the event. The magnitude of this vector is referred to as $E_T^{\text{miss}}$. In order to recover from the degradation of performance of the missing transverse energy due to the pile-up interactions, the $H_T^{\text{miss}}$ is used. $H_T$ is the scalar sum of $p_T$ of all selected leptons and jets, and $H_T^{\text{miss}}$ is the magnitude of the negative vector sum of the transverse momenta of those objects. The $H_T^{\text{miss}}$ variable has worse resolution than the $E_T^{\text{miss}}$ but also a reduced dependency on the detector response to particles from pile-up and underlying event. In this analysis the event selection makes use of a linear discriminant, $E_T^{\text{miss}}LD$, that combines $E_T^{\text{miss}}$ and $H_T^{\text{miss}}$. It exploits the fact that $E_T^{\text{miss}}$ and $H_T^{\text{miss}}$ are less correlated in
events with instrumental missing transverse energy than in events with real missing transverse energy. A requirement of $E_T^{\text{miss}} > 0.2$ has a similar signal efficiency to a requirement of $E_T^{\text{miss}} > 25$ GeV, but rejects about a factor of two more Drell-Yan background.

The electrons are reconstructed within the geometrical acceptance of the tracker, $|\eta^e| < 2.5$, and for transverse momentum $p_T^e > 7$ GeV. The reconstruction combines the information from clusters of energy deposits in the ECAL and the trajectory in the inner tracker [28–31]. The track-cluster matching is initiated either “outside-in” from energy cluster measurements, or “inside-out” from track reconstruction. Trajectories in the tracker volume are reconstructed using a dedicated modeling of the electron energy loss and fitted with a Gaussian sum filter [28]. The electron momentum is determined from the combination of ECAL and tracker measurements. Electron identification relies on a multivariate technique that combines observables sensitive to the amount of bremsstrahlung along the electron trajectory, the geometrical and momentum matching between the electron trajectory and associated clusters, and shower-shape observables.

Muons are reconstructed within $|\eta^\mu| < 2.4$ and for $p_T^\mu > 5$ GeV [32]. The reconstruction combines the information from both the silicon tracker and the muon spectrometer. The matching between the inner and outer tracks is initiated either “outside-in”, starting from a track in the muon system, or “inside-out”, starting from a track in the silicon tracker. The PF muons are selected among the reconstructed muon track candidates by applying minimal requirements on the track components in the muon and tracker system and taking into account matching with energy deposits in the calorimeters [33].

Corrections accounting for residual differences between data and simulation are applied to the muon momentum as well as on the ECAL energy before combining with the tracking momentum for electrons.

The isolation of individual electrons and muons is measured relative to their transverse momentum $p_T^\ell$, by summing over charged and neutral particles in a cone $\Delta R < 0.4$ around the lepton direction at the interaction vertex:

$$R^\ell_{\text{iso}} \equiv \left( \sum_{\text{charged}} p_T + \text{MAX} \left[ 0, \sum_{\text{neutral}} p_T + \sum_\gamma p_T - 0.5 \sum_{\text{charged,PU}} p_T \right] \right) / p_T^\ell, \quad (1)$$

where $\sum_{\text{charged}} p_T$, $\sum_{\text{neutral}} p_T$, and $\sum_\gamma p_T$ are respectively the scalar sums of the transverse momenta of charged hadrons from the primary vertex, neutral hadrons, and photons located in the lepton cone. The contribution of pileup photons and neutral hadrons is estimated from the scalar sum of the transverse momenta of charged hadrons from pileup vertices in the cone, $\sum_{\text{charged,PU}} p_T$. This quantity is multiplied by a factor of 0.5, which corresponds approximately to the ratio of the energy of all neutral particles to the energy of charged hadrons in the hadronization process of pileup interactions, as estimated from simulation. The electrons or muons are considered isolated if $R^\ell_{\text{iso}} < 0.4$.

The efficiencies for the product of reconstruction, identification, and isolation of primary electrons and muons are measured in data, using a tag-and-probe technique [34] based on an inclusive sample of $Z \rightarrow \ell^+ \ell^-$ events. The measurements are performed in several bins of $p_T^\ell$ and $|\eta^\ell|$. The efficiencies to select electrons in the ECAL barrel (endcaps) varies from about 70% (60%) for $7 < p_T^e < 10$ GeV to 85% (77%) at $p_T^e \simeq 10$ GeV, and reaches 95% (89%) for $p_T^e \geq 20$ GeV. It is about 85% in the transition region, $1.44 < |\eta| < 1.57$, from the ECAL barrel and endcaps, when averaged over the whole $p_T$ range. The muons are selected with efficiencies that varies from about 85% for $5 < p_T^\mu < 10$ GeV to 90% at $p_T^\mu \simeq 10$ GeV, and reaches 98%.
for $p_T^\mu \geq 20$ GeV. The same tag-and-probe technique is used to measure the efficiency of electrons and muons in simulated $Z \rightarrow \ell^+ \ell^-$ events. Correction factors are used to account for the differences in the performance of the lepton identification in data and simulation.

Throughout this note, the lepton selection described above is called lepton preselection. Additional handles are used to tighten the lepton identification in order to suppress further the reducible backgrounds from events with non-prompt leptons misidentified as prompt ones, or opposite-sign dilepton events in which the charge of one of the leptons is mismeasured, while preserving high efficiency for signal leptons from $W$, $Z$, and $\tau$ decays.

In this analysis the most important source of misidentified leptons comes from the decay of $b$ hadrons. A multivariate discriminant based on boosted decision tree (BDT) techniques was therefore tuned to discriminate signal leptons (from $W$, $Z$, or $\tau$ decays) from background leptons. This lepton MVA discriminant is trained with simulated $t\bar{t}H$ signal events and $t\bar{t}$+jets background events, separately for two $p_T$ bins and three (two) $\eta$ bins for electrons (muons). The input variables can be categorized into three groups: variables related to the impact parameter of the lepton computed with respect to the primary vertex, variables related to the isolation of the lepton considering separately the neutral and charged PF particle deposits in the lepton isolation cone, and variables related to the jet reconstructed in the event closest to the lepton. For this last set of variables the PF jets reconstructed around the leptons are used if $\Delta R$ is less than 0.5; charged hadrons from pile-up vertices are not removed prior to the jet clustering. The three discriminating variables relying on jets are the $\Delta R$ distance between the lepton and the closest jet, the ratio between the $p_T$ of the lepton and the $p_T$ of the jet, and the CSV b-tagging discriminant value of the jet. In the case of electrons, the multivariate discriminant used for the preselection and the number of missing hits in the innermost tracker layer are also used as inputs, to suppress backgrounds from charged hadrons misidentified as electrons or from photon conversions.

The agreement between data and simulation of the input variables and the final lepton multivariate discriminant is validated in dedicated control regions. For signal leptons, high-purity control samples are selected using $Z$ boson events. High-purity muons and electrons are selected by requiring same-flavor, opposite-sign pairs of leptons with an invariant mass close to the $Z$ boson mass in events with low amounts of missing transverse energy. In these events, tight isolation and $p_T$ cuts are applied to the leading lepton, and the trailing lepton is used to check the agreement between simulation and data. High-purity $\tau$ leptons are selected by requiring opposite-flavor, opposite-sign pairs of electrons and muons with an invariant mass between 20 and 80 GeV/$c^2$. In these events, tight isolation, $p_T$, and impact parameter significance cuts are applied to one of the two leptons, and the other lepton is used to compare simulation and data. For background leptons, samples enriched in leptons from $b$-hadron decay are selected with $Z + \ell$ and $t\bar{t} + \ell$ control regions. The agreement is good; small corrections to better match the data distributions of the input variables are applied to the simulation before training the MVA discriminant. Additional data-to-simulation scale factors are used account for the remaining differences in the performance of the discriminant. The scale factors are computed for signal leptons with the same tag-and-probe technique that was used to calculate the scale factors for the lepton preselection. Backgrounds with misidentified leptons are estimated directly from data, as described in Section 8.3.

Two working points for the lepton multivariate discriminant are defined: a tight working point, used for the search in the dilepton and trilepton final states, and a loose working point used for the four-lepton final state. The efficiencies for these working points are measured with respect to leptons passing the preselection. For the tight working point, the efficiency to select signal
muons in $|\eta^\mu| < 1.5$ ($1.5 < |\eta^\mu| < 2.4$) region is of the order of 60% (40%) for $p_T^\mu \sim 10$ GeV and reaches a plateau of 98% (95%) at $p_T^\mu \sim 45$ GeV; for signal electrons in ECAL barrel (endcap), it is of the order of 40% (20%) for $p_T^e \sim 10$ GeV and reaches a plateau of 90% (70%) at $p_T^e \sim 45$ GeV. The efficiency to select muons (electrons) from b-hadrons decays is less than 5% (between 5-10%) when averaged over the whole $p_T$ and $\eta$ ranges.

When using the tight working point, to further suppress background events with leptons arising from photon conversions, electrons either with missing hits in the innermost layer or associated with a successfully reconstructed conversion vertex [35], are rejected.

Finally, in the dilepton final state, additional requirements on the quality of the charge assignment are applied to suppress opposite-sign events in which the charge of one of the leptons is mismeasured. For the electrons, a consistency between the independent measurements of the charge from the ECAL energy deposit and the tracker is required. The ECAL energy deposit charge is estimated by comparing the position of the energy deposit to the extrapolated track trajectory. For the muons, the track transverse momentum is required to be well measured ($\Delta p_T / p_T < 0.2$).

5 Event selection

Candidate events that match the signal signatures are selected by requiring combinations of reconstructed objects. Three features are common to all three decay signatures:

- Each event is required to have one lepton with transverse momentum larger than 20 GeV/$c$ and another lepton with transverse momentum larger than 10 GeV/$c$ in order to satisfy the double-lepton trigger requirements.
- Since the simulation does not model accurately lepton pairs with low invariant mass, any event that has a pair of leptons with an invariant mass less than 12 GeV/$c^2$ is rejected. This applies to any combination of leptons regardless of flavor or charge.
- Since signal events have two top quarks, each event is required to have at least two jets, among which either two jets satisfy the loose CSV working point or one jet satisfies the medium CSV working point.

In addition, pairs of leptons with the same flavor whose invariant mass is consistent with the mass of the Z boson within 10 GeV/$c^2$ are used to reject background events with a Z boson decay. Same sign dilepton events are rejected if they contain any such pair. Events in the $3\ell$ and $4\ell$ categories are rejected only if the two leptons in the pair have opposite sign.

Same-sign dilepton events are required to have exactly two leptons with identical charges and at least four hadronic jets. Each lepton must pass the lepton preselection, the tight working point of the lepton MVA discriminant, and the charge-quality requirements. To reject events from backgrounds with a Z boson, $E_{T \text{miss}}^{LD} > 0.2$, is requested. To further suppress reducible backgrounds, especially non-tt backgrounds, the threshold on the $p_T$ of the second lepton is raised to 20 GeV, and the scalar sum of the transverse momenta of the two leptons and of the $E_{T \text{miss}}$ is required to be above 100 GeV.

The three-lepton candidate selection requires exactly three leptons that pass the lepton preselection and the tight working point for the lepton MVA discriminant. To further reject events from backgrounds with a Z boson, a $E_{T \text{miss}}^{LD}$ requirement is applied, with a tighter threshold if the event has a pair of leptons with same flavour and opposite sign. For events with large jet multiplicity ($\geq 4$ jets), where the contamination from the Z background is smaller, the
requirement on the $E_T^{\text{miss}}$ is not applied.

The four-lepton candidate selection requires exactly four leptons that each pass the lepton pre-selection and the loose working point of the lepton MVA discriminant.

In both the three-lepton and four-lepton selections, the veto of same-flavor opposite-sign lepton pairs near the $Z$ mass introduces an inefficiency for the $t\bar{t}H, H \rightarrow ZZ'$ with $Z \rightarrow \ell\ell$ events, but these events represent a small fraction of the expected signal.

The observed event yields in data for each final state and the expectations from the different physical processes are summarized in Table 1. The details of the calculations of the signal and background yields are discussed in the next sections.

<table>
<thead>
<tr>
<th>Process</th>
<th>$\mu\mu$</th>
<th>ee</th>
<th>$e\mu$</th>
<th>$3\ell$</th>
<th>$4\ell$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}H, H \rightarrow WW$</td>
<td>2.0 ± 0.3</td>
<td>0.9 ± 0.1</td>
<td>2.7 ± 0.4</td>
<td>3.2 ± 0.6</td>
<td>0.28 ± 0.05</td>
</tr>
<tr>
<td>$t\bar{t}H, H \rightarrow ZZ$</td>
<td>0.1 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>0.1 ± 0.0</td>
<td>0.2 ± 0.0</td>
<td>0.09 ± 0.02</td>
</tr>
<tr>
<td>$t\bar{t}H, H \rightarrow \tau\tau$</td>
<td>0.6 ± 0.1</td>
<td>0.3 ± 0.0</td>
<td>0.9 ± 0.1</td>
<td>1.0 ± 0.2</td>
<td>0.15 ± 0.02</td>
</tr>
<tr>
<td>$t\bar{t}W$</td>
<td>8.2 ± 1.5</td>
<td>3.4 ± 0.6</td>
<td>13.0 ± 2.2</td>
<td>9.2 ± 1.9</td>
<td>-</td>
</tr>
<tr>
<td>$t\bar{t}Z/\gamma'\gamma'$</td>
<td>2.5 ± 0.5</td>
<td>1.6 ± 0.3</td>
<td>4.2 ± 0.9</td>
<td>7.9 ± 1.7</td>
<td>1.25 ± 0.88</td>
</tr>
<tr>
<td>$t\bar{t}WW$</td>
<td>0.2 ± 0.0</td>
<td>0.1 ± 0.0</td>
<td>0.3 ± 0.1</td>
<td>0.4 ± 0.1</td>
<td>0.04 ± 0.02</td>
</tr>
<tr>
<td>$t\bar{t}\gamma$</td>
<td>-</td>
<td>1.3 ± 0.3</td>
<td>1.9 ± 0.5</td>
<td>2.9 ± 0.8</td>
<td>-</td>
</tr>
<tr>
<td>$WZ$</td>
<td>0.8 ± 0.9</td>
<td>0.5 ± 0.5</td>
<td>1.2 ± 1.3</td>
<td>4.2 ± 0.9</td>
<td>-</td>
</tr>
<tr>
<td>$ZZ$</td>
<td>0.1 ± 0.1</td>
<td>0.0 ± 0.0</td>
<td>0.1 ± 0.1</td>
<td>0.4 ± 0.1</td>
<td>0.45 ± 0.09</td>
</tr>
<tr>
<td>rare SM bkg.</td>
<td>1.1 ± 0.0</td>
<td>0.4 ± 0.0</td>
<td>1.5 ± 0.0</td>
<td>0.8 ± 0.0</td>
<td>0.01 ± 0.00</td>
</tr>
<tr>
<td>non-prompt</td>
<td>10.8 ± 4.8</td>
<td>8.9 ± 4.5</td>
<td>21.2 ± 8.1</td>
<td>33.2 ± 12.3</td>
<td>0.53 ± 0.32</td>
</tr>
<tr>
<td>charge flip</td>
<td>-</td>
<td>1.9 ± 0.6</td>
<td>2.4 ± 0.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>all signals</td>
<td>2.7 ± 0.4</td>
<td>1.2 ± 0.2</td>
<td>3.7 ± 0.6</td>
<td>4.4 ± 0.8</td>
<td>0.52 ± 0.09</td>
</tr>
<tr>
<td>all backgrounds</td>
<td>23.7 ± 5.2</td>
<td>18.0 ± 4.7</td>
<td>45.9 ± 8.6</td>
<td>58.9 ± 12.7</td>
<td>2.28 ± 0.94</td>
</tr>
<tr>
<td>data</td>
<td>41</td>
<td>19</td>
<td>51</td>
<td>68</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Expected and observed yields after the selection in all five final states. The rare SM backgrounds include triboson production, $t\bar{t}Z, W^\pm W^\mp qq$, and $WW$ produced in double-parton interactions. A '-' indicates a negligible yield. Non-prompt and charge-flip backgrounds are described in Sec. 8.

6 Signal extraction

After the event selection described in the previous section, the overall yields are still dominated by background. It is not optimal to infer the presence of a $t\bar{t}H$ signal on the basis of the yields alone. The strategy adopted in this search is to fit for the amount of signal from the distribution of a suitable discriminating variable.

In the dilepton analysis, a boosted decision tree (BDT) is used as discriminating variable. The BDT is trained with simulated $t\bar{t}H$ signal and $t\bar{t}$ background events, with six discriminating variables: the $p_T$ and $|\eta|$ of the trailing lepton, the minimal angular separation between the trailing lepton and the closest jet, the transverse mass of the leading lepton and $E_T^{\text{miss}}$, $H_T$, $H_T^{\text{miss}}$. The same training is used for the ee, $e\mu$ and $\mu\mu$ final states, as the gain in performance from dedicated trainings in each final state is found to be negligible.

In the trilepton analysis, a BDT is also used for the final discrimination. The BDT is trained with simulated $t\bar{t}H$ signal and a mix of $t\bar{t}W$ and $t\bar{t}Z$ background events, with seven discriminating variables: the multiplicity of hadronic jets, the $p_T$ of the jet with the highest $b$-tagging
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discriminant value, $H_T$, the fraction of $H_T$ from jets and leptons within $|\eta| < 1.2$, the maximum of the $|\eta|$ values of the three leptons, the minimal $\Delta R$ separation between any pair of opposite-sign leptons, and the mass of the best candidate hadronically-decaying top quark reconstructed from the jets in the event.

As a cross-check in both the dilepton and the trilepton final states, the multiplicity of hadronic jets was also used as a discriminating variable. The gain in the precision of the signal strength measurement from the multivariate analysis compared to this simpler cross-check is about 10%.

In the four lepton analysis, only the multiplicity of hadronic jets is used: the sensitivity of this channel is anyway limited by the very small branching ratio, and the estimation of the kinematic distributions of the reducible backgrounds from data is also challenging due to the low event yields.

In addition, in the dilepton and trilepton final state, the events are further separated according to the sum of the electrical charges of the leptons, to exploit the charge asymmetry present in several standard model (SM) background cross section in pp collisions (t$tW$, WZ, single top $t$ channel, $W$+jets). The gain in the precision of the signal strength measurement from categorizing the events is approximately 5%.

The expected and observed distributions for the number of selected jets and for the BDT output, for the different final states of the dilepton analysis, are shown in Fig. 2. The same distributions are shown for the trilepton analysis in Fig. 3. The distribution for the number of selected jets is also shown for the four-lepton channel in Fig. 3. In the dilepton case the data are in good agreement with the predictions in the ee and $e\mu$ channels, while an excess of signal like events is visible in the $\mu\mu$ final state. The details of this excess are discussed in Section 9. In the trilepton channel the overall data yield matches the expectations. The average jet multiplicity in data is a bit higher but, as the kinematic properties of the events are similar to the predicted ones, the distribution of the BDT discriminator is well reproduced. In the four-lepton channel only one event is observed with respect to an overall prediction of about three events.

7 Signal modeling

The signal is modeled with simulated events. The simulation has two different sources of systematic uncertainty. A significant uncertainty originates from the correction factors applied to the simulation in order to better reproduce the detector conditions and performance in data. Another uncertainty arise from assumptions made in the theoretical models used to produce the simulation. These two sources are described in details in Sections 7.1 and 7.2.

7.1 Correction factors and experimental uncertainties

As discussed in Section 4, scale factors are used to correct for differences in lepton performance between data and simulation. The scale factors account for the differences in the trigger, lepton preselection, and lepton MVA discriminant. Each of these scale factors has an uncertainty associated with it. The average per-lepton correction factors for the different final states range between 0.93 and 0.85, with associated systematic uncertainties of about 5% per lepton.

The corrections applied to jet energies in simulation have associated uncertainties [25]. These jet energy scale uncertainties are parameterized as a function of $p_T$, $\eta$, and flavour of the jets. The impact of these uncertainties is assessed by shifting the jet energy correction factors for each jet up and down by $\pm 1\sigma$ before the calculation of all kinematic quantities. The uncertainty from the jet energy resolution was found to play a negligible role in this analysis.
Theoretical uncertainties

The corrections for the b-tagging efficiencies for light, charm, and bottom flavour jets have associated uncertainties [26, 27]. These uncertainties are parameterized as a function of $p_T$, $\eta$, and flavour of the jets. Their effect on the analysis is evaluated by shifting the correction factor of each jet up and down by $\pm 1\sigma$ of the appropriate uncertainty.

In order to validate the agreement between data and simulation after these corrections, the same physics objects and methods are used to select well known processes with larger cross sections in dedicated control regions: $t\bar{t} \rightarrow e^\pm \mu^\mp b\bar{b} \nu\bar{\nu}, WZ \rightarrow 3\ell, ZZ \rightarrow 4\ell$ and $Z \rightarrow 4\ell$. The overall event yields in the control regions and the kinematic distributions are found to be in agreement with the predictions within the uncertainties (about 10%).

### 7.2 Theoretical uncertainties

The theoretical uncertainties on the NLO prediction for the inclusive $t\bar{t}H$ production cross section amount to 6% from unknown higher orders in the perturbative series and 8% from the
8 Background predictions

Three categories of backgrounds are identified in this search: tV backgrounds from associated production of a t̅f pair and one or more electroweak bosons; electroweak diboson or multiboson production associated with multiple hadronic jets; and reducible backgrounds from events with non-prompt leptons misidentified as prompt ones, or opposite-sign dilepton events in which the charge of one of the leptons is mismeasured. These three classes of backgrounds are estimated separately with different methods, as described below. Additional minor backgrounds like triboson production are estimated directly from simulated events. The systematic uncertainties associated with each background estimate are discussed in the following sections and summarized in Table 2.
8.1 \( t\bar{t}V \) backgrounds

Backgrounds from \( t\bar{t}W \), \( t\bar{t}Z \) and \( t\bar{t}WW \), are estimated from simulated events. Just like for the signal, corrections are applied for the different performance of individual physics objects in data and simulation measured in control regions in data. In all the analysed final states, the contribution of the \( t\bar{t}WW \) process is found to be at least one order of magnitude smaller than \( t\bar{t}W \) and \( t\bar{t}Z \).

The inclusive production cross sections for the \( t\bar{t}W \) and \( t\bar{t}Z \) processes are taken from the NLO computation in [43], with theoretical uncertainties from unknown higher orders of 10% and 11% respectively, and uncertainties from the knowledge of the parton density functions of 7% and 9% respectively. The combined cross section of \( t\bar{t}W \) and \( t\bar{t}Z \) has been measured by CMS in 7 TeV data [44]. The results are consistent with theory but have larger uncertainties. In addition to the overall normalization, systematic uncertainties of theoretical origin on the distribution of the events in the final discriminating variables are considered. These uncertainties are estimated conventionally by varying the renormalization and factorization scales up and down by a factor two and similarly varying the matching threshold between matrix element and parton shower. Uncertainties from parton distribution functions are also considered, as per the PDF4LHC prescriptions using the PDF sets CT10, NNPDF21, MSTW2008.

Experimental uncertainties originating from the knowledge of the lepton selection efficiencies, b-tagging efficiencies, and jet energy scales are also considered. These uncertainties are estimated in the same way as for signal events following the descriptions in Section 7.1. They are naturally assumed to be completely correlated across the different physics processes.

The prediction for the \( t\bar{t}Z \) process is tested directly in a trilepton control region requiring two of the leptons to have the same flavour, opposite electrical charge and the invariant mass pair of the pair to be within 10 GeV of the nominal Z boson mass. Agreement is observed in this control region, though the precision of the test is dominated by the statistical uncertainty of about 35%.

8.2 Diboson backgrounds

The \( WZ \) and \( ZZ \) production processes with the gauge bosons decaying to electrons, muons or taus can yield the same leptonic final states as the signal.

Without the requirement of additional hadronic jets in the final states, these processes are predicted theoretically at NLO accuracy, and the inclusive cross sections have been successfully measured at the LHC. This good agreement, however, does not translate automatically to the signal regions used in this search, which always require the presence of at least one additional b-tagged jet.

Since dibosons are preferentially produced in association with jets from light quarks or gluons, it is possible to isolate a clean control region of \( WZ \) or \( ZZ \) plus at least two jets by vetoing any event with a loose b tag, as well as inverting the \( Z \rightarrow \ell \ell \) veto. The approach chosen for estimating this background is therefore to use simulated events but normalizing the overall event yield in control regions of \( WZ \) plus at least two non-b-tagged jets and \( ZZ \) plus at least one non-b-tagged jet. This procedure reduces the systematic uncertainty on the prediction. The theoretical uncertainty on the production cross section of diboson plus extra partons can be large. For instance, the uncertainty on the total rate of \( WZ \) from varying the renormalization/factorization scale by a factor two is \( \sim 34\% \). The same uncertainty for \( ZZ \) is \( \sim 32\% \). The extrapolation of event yields from the control region to the signal region is expected to have a smaller uncertainty: the majority of events from this background in the signal region contain
jets from gluons or light quarks mistagged as b-jets, for which the extrapolation is affected only
by uncertainties of experimental origin, and for the remainder the uncertainties from unknown
higher orders in QCD partially cancel out in the ratio.

The expected flavour composition in simulation for WZ events after the full selection in the
triplepton final state is approximately 50% from WZ production in association with mistagged
jets from light quarks or gluons, 35% from events with one jet originating from a charm quark,
and the remaining from events with b quarks. For ZZ in the four-lepton final state, the expec-
tation is about 40% of events with jets from gluons or light quarks, 35% from events with b
quarks and 25% from events with c quarks.

The overall uncertainty on the normalization of the WZ background is 22%, of which 10%
from the statistical uncertainty in the control region, 10% from the residual backgrounds in the
control region, 15% from the uncertainties on the b-tagging efficiencies, 4% from the parton
distribution functions and below 5% from the theoretical uncertainties on the extrapolation
(dominated by the uncertainty on the flavor composition of the final state due to higher-order
QCD terms).

The overall uncertainty on the normalization of the ZZ background is 19%, of which 12% from
the statistical uncertainty in the control region, 4% from the residual backgrounds in the control
region, 7.5% from the uncertainties on the b-tagging efficiencies, 3% from the parton distribu-
tion functions and 12% from the theoretical uncertainties on the extrapolation (dominated from
the uncertainty on the ratio between the theoretical predictions for ZZ + 2 jets and ZZ + 1 jet).

### 8.3 Reducible backgrounds from misidentified or misreconstructed leptons

The reducible backgrounds in which at least one of the selected leptons does not originate
from the decays of a W, Z or H boson are estimated from data. A control region dominated
by reducible backgrounds is defined by selecting events with the same kinematics as the signal
region, but for which at least one of the leptons fails the requirement on the multivariate lepton
discriminant.

The extrapolation to the signal region is then performed by weighting the events in the control
region as function of the probabilities for background-like leptons to pass the multivariate re-
quirement, also measured from data in separate QCD dominated control regions as a function
of the lepton $p_T$ and $\eta$, separately for muons and electrons.

Events in which a single lepton fails the multivariate requirement enter the prediction with
weight $\epsilon / (1 - \epsilon)$, where $\epsilon$ denotes the aforementioned probability computed for the $p_T$, $\eta$ and
flavour of the lepton failing the selection. Events with two leptons failing the requirement
are also used, but with a negative weight $-\epsilon_1 \epsilon_2 / [(1 - \epsilon_1)(1 - \epsilon_2)]$; this small correction is
necessary to account for events with two background-like leptons contaminating the sample of
events with a single lepton failing the requirement.

The measurement of the misidentificaiton probabilities and the application to the events in the
control region are performed separately for events with at most one jet satisfying the medium
operating point of the CSV b tagger and for events with at least two, to account for the different
flavour composition and kinematic of the two samples.

The uncertainty for this background estimation is dominated by the systematic uncertainties
on the modeling of the probabilities for background-like leptons to satisfy the multivariate
selection, about 50%, estimated from a comparison of the measurements of the probabilities in
different control regions in data, and from a closure test in which the procedure is applied to
simulated background events.

A similar procedure is applied in same-sign dilepton events to estimate the background originating from opposite-charge dileptons in which the charge of one lepton is misreconstructed. This step is relevant only for events with at least one electron, for which this background is 10-20% of that from misidentified leptons.

Charge misreconstruction probabilities are determined as function of the electron $p_T$ and $\eta$ from the observed yields of same-sign and opposite-sign dielectron pairs with mass within 10 GeV of the Z boson mass, and vary between 0.03% in the barrel to up to 0.3% for high-$p_T$ electrons in the endcaps.

The prediction for background dilepton events with misreconstructed electron charge in the signal region is computed with opposite-sign dilepton events passing the full selection, except for the charge requirement: events with a single electron enter the prediction with a weight equal to the charge misreconstruction probability for that electron, while dielectron events enter the prediction with a weight equal to the sum of the charge misreconstruction probabilities for the two electrons. The systematic uncertainty on this estimate is 30%, determined from a closure test of the procedure on simulated events.

9 Results

The results of this search are interpreted by comparing the observed event yields and distributions to the expectations from background and a SM Higgs boson of mass 125.7 GeV. A common signal strength parameter $\mu = \sigma / \sigma_{SM}$ is introduced, scaling the expected yields from $t\bar{t}H$, without altering the branching fractions or the kinematics of the events.

Results are reported both in terms of upper limits on $\mu$ at 95% confidence level (CL), and in terms of the best fit value for $\mu$ and its associated uncertainty. The statistical procedures adopted in this analysis are the ones that have used for the observation of the Higgs boson candidate in CMS, and are described in detail in Ref. [45].

The observed upper limits on $\mu$ are shown in Fig. 4, compared with the expectations under the background-only hypothesis, i.e. assuming no $t\bar{t}H$ production. In the absence of a $t\bar{t}H$ signal, the median expected upper limit from the combination of all the decay modes is 2.4, at 95% CL; the corresponding median expectation under the hypothesis of SM $t\bar{t}H$ production is 3.5. The observed upper limit is 6.6, larger than both predictions, driven by the excess of events seen especially in the same-sign dimuon category.

The best fit signal strengths from the individual channels are shown in the right hand panel of Fig. 4. The internal consistency of the five results with a common signal strength has been evaluated to be 16%, estimated from the asymptotic behaviour of the profile likelihood function [3]. The fit to the combination yields $\mu = 3.7^{+1.6}_{-1.4}$, the deficit in the four-lepton channel partially compensate for the excess in the same-sign $\mu\mu$ one, bringing the combined result closer to the results of the other three channels (trilepton, same-sign ee, and same-sign $e\mu$). The combined $\mu$ is compatible with the SM Higgs boson prediction $\mu = 1$ at the 3% level.

Cross-checks of the excess of data events in the same-sign dimuon category showed that they were unlikely to come from an underestimated background. The agreement between expected an observed yields in the ee and $e\mu$ channels suggests that the background estimates are reasonable. In particular, background from electrons with a mismeasured charge is already small in the ee and $e\mu$ channels. The rate of charge mismeasurement for muons would need to be
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A search for the standard model Higgs boson produced in association with a top-quark pair has been performed at the CMS experiment using the full 2012 data sample, corresponding to an integrated luminosity of 19.6 fb$^{-1}$ at $\sqrt{s} = 8$ TeV. Events are considered where the top-quark pair decays to either one lepton+jets or dileptons ($t\bar{t} \rightarrow \ell\nuq\bar{q}$ or $t\bar{t} \rightarrow \ell^+\ell^-\nu\bar{\nu}$, $\ell$ being an electron or a muon). The search has been optimized for the $H \rightarrow WW^*$, $H \rightarrow ZZ^*$, and $H \rightarrow \tau^+\tau^-$ decay modes.

Combining the results from the same-sign dilepton, three lepton, and four lepton channels, the observed and expected upper limits at 95% CL on the cross section for Higgs boson production in association with top-quark pairs for a Higgs boson mass of 125.7 GeV are 6.6 and 2.4 times the standard model expectation, respectively. The best-fit value for the signal strength $\mu$ is $3.7^{+1.6}_{-1.4}$ (68% CL).

The results obtained with the cross-check analysis relying on the multiplicity of hadronic jets instead of the multivariate discriminator for the dilepton and trilepton final states are in good agreement with the nominal data analysis. Detailed studies of various single- and dimuon distributions did not reveal any potential additional source of background. Moreover, the analysis of the dimuon final state has been repeated using different working points for the multivariate discriminator and also with traditional cut-based selections. These approaches have sensitivities 10-50% worse than the nominal analysis and give compatible results.

The results from the cross-check analysis using the multiplicity of hadronic jets are in agreement with the nominal data analysis. The expected and observed upper limits are $6.9$ and $6.6$, respectively, with the best-fit value of the signal strength $\mu$ being $3.7^{+1.6}_{-1.4}$ (68% CL).

Figure 4: Results of the searches in the three final states and their combination, in terms of the signal strength parameter $\mu = \sigma / \sigma_{SM}$. Left panel: 95% CL upper limit on $\mu$, observed (solid markers), median expected under the background-only hypothesis (hollow markers), and intervals containing 68% and 95% of the expected outcomes under that hypothesis (green and yellow bands). Right panel: best fit values of $\mu$ and $+1\sigma$ uncertainties for the five individual final states (solid markers with red error bars) and the full combination (vertical line and green band). The signal strength in the four-lepton final state is not allowed to be below approximately 6.6 by the requirement that the expected signal-plus-background event yield must not be negative in any of the two bins of jet multiplicity.
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Table 2: Summary of systematic uncertainty treatment in the fit to extract the signal. Systematics are correlated across all channels unless otherwise stated.

The results of this search show an excess of signal-like events compared to the expectations from the SM Higgs boson and the backgrounds, but are still compatible with those predictions. More data, in this and other $t\bar{t}H$ searches, is needed to assess more accurately whether the production cross section for $t\bar{t}H$ is that predicted by the SM, or if there are any deviations brought about by new physics beyond the SM.
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