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Abstract

The ALICE experiment has measured the $\Upsilon$(1S) production in Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 2.76$ TeV. The measurement is performed at forward rapidity ($2.5 < y < 4$) and down to zero transverse momentum via the dimuon decay channel. The $\Upsilon$(1S) nuclear modification factor ($R_{\text{AA}}$) is shown for two different collision centralities and in two rapidity intervals. Results are discussed and compared with the ALICE $J/\psi$ measurements at forward rapidity, the mid-rapidity $\Upsilon$(1S) data from the CMS Collaboration and theoretical predictions.

*See Appendix D for the list of collaboration members
1 Introduction

The primary aim of experiments with ultra-relativistic collisions of heavy nuclei (A–A) is to produce strongly-interacting matter at high temperature and pressure. Under such conditions Quantum Chromodynamics predicts the existence of a deconfined state of hadronic matter, the Quark-Gluon Plasma (QGP) \[1,3\]. Among the possible probes of the QGP, heavy quarks are of particular interest since they are produced in the primary partonic scatterings and coexist with the surrounding medium. Therefore, the measurements of quarkonia (charmonia and bottomonia) are expected to provide essential information on the properties of the QGP. In particular, according to the colour-screening model \[4\], the measurement of the in-medium dissociation probability of the various quarkonium states is expected to provide an estimate of the initial temperature of the system. Further details on heavy quarkonia can be found in a recent review \[5\].

Extensive experimental results in A–A collisions at SPS \[6,7\] and at RHIC \[8–10\] show a significant suppression of the inclusive $J/\psi$ yield with respect to expectation from pp collisions and scaling with the number of binary nucleon-nucleon collisions. At the energies reached at the LHC, the $J/\psi$ production could be enhanced. Such an enhancement was first predicted if all $J/\psi$ are generated at the phase boundary by statistical hadronisation \[11,12\]. The recombination of deconfined $c$ and $\bar{c}$ quarks in the medium \[13–15\] is also expected to lead to quarkonium regeneration and possibly to an increase of the $J/\psi$ yield. The nuclear modification factor of inclusive $J/\psi$, recently measured by the ALICE Collaboration \[16,17\] at forward rapidity, shows a smaller suppression and a weaker centrality dependence at low transverse momentum compared with RHIC results. ALICE data are fairly described by both the statistical hadronisation model and the transport models including suppression and regeneration of $J/\psi$ \[16\].

In A–A collisions, the $\Upsilon(1S)$ state is expected to dissociate at a much higher temperature than all the other bottomonium or charmonium states. The comparison of $\Upsilon(1S)$ production in A–A collisions with that of the other quarkonium states might therefore provide information on the QGP temperature \[18\]. In addition, the $b\bar{b}$ production cross-section is smaller than that of $c\bar{c}$, resulting in a lower probability of production by recombination for bottomonium compared with charmonium. The CMS Collaboration has measured the production of $\Upsilon(1S)$, $\Upsilon(2S)$ and $\Upsilon(3S)$ states at mid-rapidity in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV \[19,20\]. The results of the measurement are compatible with a sequential suppression of bottomonia.

Initial state effects, like modifications of the parton distribution functions in the nucleus relative to the nucleon (or shadowing), are also expected to be sizeable in A–A collisions at LHC energies. It is then necessary to disentangle the suppression due to the QGP from that due to such effects. These ones can be measured in proton-nucleus collisions (p–A) where the QGP is not expected to be formed.

In the ALICE experiment quarkonium production can be measured at forward rapidity ($2.5 < y < 4$) and down to zero transverse momentum, $p_T > 0$, with the muon spectrometer. We present the measurement of the inclusive $\Upsilon(1S)$ nuclear modification factor in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV. Results will be compared with the ALICE inclusive $J/\psi$ data \[17\] in the same kinematic interval and to the inclusive $\Upsilon(1S)$ data from the CMS Collaboration \[20\] in the $|y| < 2.4$ rapidity range. In addition, our data will be compared with the predictions of three models \[21–23\].

2 Experimental apparatus

In this section we describe briefly the experimental apparatus used in this analysis. More details on the ALICE detector can be found in \[24\]. The muon spectrometer, located at forward pseudo-rapidity...
\((-4 \leq \eta \leq -2.5)^1\), consists of a ten interaction length thick front absorber filtering the muons upstream of five tracking stations comprising two planes of cathode pad chambers each. A dipole magnet with a 3 T-m field integral is used to bend the trajectory of charged particles passing through the tracking system. The detector is completed by a triggering system made of four planes of resistive plate chambers downstream of a 1.2 m thick iron wall. The iron wall stops efficiently the light hadrons which escape from the front absorber and a part of the low momentum muons coming mainly from \(\pi\) and K decays. Both tracking chambers and trigger chambers are protected by an absorber placed around the beam line and stretching along the whole detector length.

In this analysis, the V0 detector is used for trigger purposes and centrality estimates. The V0 is made of two arrays of 32 scintillator tiles which cover the full azimuth and the pseudo-rapidity ranges \(2.8 < \eta < 5.1\) (V0-A) and \(-3.7 < \eta < -1.7\) (V0-C), respectively. The Zero Degree Calorimeters (ZDC), which are located at 114 meters upstream and downstream of the ALICE interaction point, are used to reject electromagnetic interactions. Finally, the Silicon Pixel Detector (SPD) is used to reconstruct the interaction vertex. This detector consists of two cylindrical layers covering the full azimuth and the pseudo-rapidity ranges \(|\eta| < 2.0\) and \(|\eta| < 1.4\) for the inner and outer layers, respectively.

3 Data Analysis

3.1 Data selection

The minimum bias (MB) trigger is defined as the coincidence of a signal in both the V0-A and the V0-C detectors synchronized with the passage of two colliding lead bunches. This MB trigger provides high trigger efficiency (> 95%) for hadronic interactions. An additional threshold on the energy deposited in the ZDCs is used to reject the contribution from electromagnetic processes. The MB trigger was considerably down-scaled to open the DAQ bandwidth for more rare triggers. In particular, the unlike sign dimuon low-\(p_T\) trigger (\(p_T\) threshold\(^2\) about 1 GeV/c), also called MUL, was used in this analysis. It is defined as the coincidence of the MB trigger requirements with the detection of two opposite-sign muons with a transverse momentum above the 1 GeV/c threshold. Beam-induced background was further reduced at the offline level by timing cuts on the signals from the V0 and from the ZDC.

A data sample of \(1.73 \times 10^6\) Pb–Pb collisions triggered with the MUL condition was analysed. The equivalent number of MB events was obtained by multiplying the number of triggered events by an enhancement factor, \(F_{\text{norm}}\), which corresponds to the inverse of the probability of having the MUL trigger condition verified in an MB event. The averaged value of \(F_{\text{norm}}\) over the data-taking period is \(27.5 \pm 1.0\) (syst), where the systematic uncertainty reflects the spread of its values observed in different periods. Assuming a nuclear Pb–Pb cross-section \(\sigma_{\text{Pb–Pb}} = 7.7 \pm 0.1\) (stat) \(+0.6\) (syst) \(\mu\)b \(^{25}\), the data sample corresponds to an integrated luminosity \(L_{\text{int}} = 68.8 \pm 0.9\) (stat) \(\pm 2.5\) (syst) \(F_{\text{norm}}^{+5.5\%\text{ (syst)}} \mu\)b\(^{-1}\).

Events were classified according to their centrality by means of the V0 detector amplitude, which was fitted using a Glauber model \(^{26}\). The centrality classes are defined as intervals in percentages of the hadronic Pb–Pb cross-section. With the Glauber model, it is also possible to estimate the variables related to the collision geometry, such as the average number of participant nucleons, \(\langle N_{\text{part}}\rangle\), the average number of binary collisions, \(\langle N_{\text{coll}}\rangle\), and the nuclear overlap function, \(\langle T_{\text{AA}}\rangle\), per centrality class. The \(\langle T_{\text{AA}}\rangle\) factor is equal to the average number of binary collisions divided by the inelastic nucleon-nucleon cross-section and can be interpreted as the nucleon-nucleon equivalent integrated luminosity per heavy-ion collision at a given event centrality \(^{27}\).

\(^1\)In the ALICE reference frame, the positive z-direction is along the counter clockwise beam direction. Thus, the muon spectrometer covers a negative pseudo-rapidity (\(\eta\)) range and a negative \(y\) range. In this note the results will be presented with a positive \(y\) notation keeping the \(\eta\) values signed.

\(^2\)The threshold is defined as the \(p_T\) value where the trigger efficiency for single muons is 50%.
Events in the centrality interval 0-90% were used in this analysis. In this particular centrality range, the efficiency of the MB trigger is about 99% and the contribution of the electromagnetic background is negligible [26].

The data sample was divided into two centrality classes: 0–20% (central collisions) and 20–90% (semi-peripheral collisions). The corresponding numerical values for $\langle N_{\text{coll}} \rangle$, $\langle N_{\text{part}} \rangle$ and $\langle T_{\text{AA}} \rangle$ are reported in Table 1.

<table>
<thead>
<tr>
<th>Centrality</th>
<th>$\langle N_{\text{coll}} \rangle$</th>
<th>$\langle N_{\text{part}} \rangle$</th>
<th>$\langle T_{\text{AA}} \rangle$ (mb$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–20%</td>
<td>1211 ± 130</td>
<td>308 ± 5</td>
<td>18.9 ± 0.6</td>
</tr>
<tr>
<td>20–90%</td>
<td>170 ± 16</td>
<td>72 ± 3</td>
<td>2.7 ± 0.1</td>
</tr>
</tbody>
</table>

Table 1: Average number of binary collisions, average number of participant nucleons and nuclear overlap function for the various centrality classes considered in this analysis [28].

3.2 Track selection

The high combinatorial background in Pb–Pb collisions reduces the signal significance and the signal-over-background ratio and imposes the following tight selection criteria on single muon tracks.

- The tracks with pseudo-rapidity in the acceptance of the spectrometer ($-4 < \eta < -2.5$) were selected.
- Each track reconstructed in the tracking chambers should match a track segment in the trigger chambers. This selection takes advantage of the iron wall of the muon spectrometer to reject light hadrons.
- Tracks crossing the part of the front absorber with the highest density material were rejected by a cut on their transverse radial coordinate at the end of the absorber$^3$ ($17.6 < R_{\text{ABS}} < 89.5$ cm). This cut limits the impact of multiple scattering and energy loss effects, which degrade the invariant mass resolution.
- Tracks have to point to the interaction vertex. This selection is based on the correlation between momentum and Distance of Closest Approach$^4$ and significantly reduces the amount of fake and beam-induced tracks contaminating the muon sample.
- The transverse momentum of the tracks was required to be larger than 2 GeV/$c$. It was verified that this selection does not reduce signal counts, but reduces the background by about 20% in the $\Upsilon(1S)$ invariant mass range. This feature can be understood considering that muons from $\Upsilon(1S)$ decay have generally large $p_T$ because of the large mass of the meson.

3.3 Signal extraction

The $\Upsilon(1S)$ candidates were formed by combining pairs of opposite-sign tracks with a rapidity in $2.5 < y < 4$. The signal extraction is based on the fit of the opposite-sign dimuon invariant mass distributions. The sum of the following five functions was considered as the default option (other choices are described later in this section).

$^3$The end of the absorber is located at a longitudinal position $z = 5.1$ m after the interaction point.

$^4$Distance between the extrapolated muon track and the interaction vertex, in the plane perpendicular to the beam direction and containing the vertex.
The line shape of the $\Upsilon$ states is described by three Extended Crystal Ball (CB2) functions. The CB2 function consists of a Gaussian core with a power-law tail on both sides. It reproduces well the $\Upsilon(1S)$ distribution observed in MC simulations (section 4) and, in particular, the low invariant mass tail due to the muon energy loss in the front absorber and the high invariant mass one due to alignment and calibration biases. The expression of the CB2 can be found in Appendix A.

The underlying continuum is described by a sum of two exponential functions (Double Exponential, or DE in the following). Simulations show that the main contribution to the dimuon continuum at high invariant mass comes from the semimuonic decays of D and B hadrons [29]. The DE allows us to satisfactorily reproduce the mass shape of this background.

The amplitude, the position and the width of the $\Upsilon(1S)$ were left free. The parameters of the DE and the amplitude of the $\Upsilon(2S)$ and $\Upsilon(3S)$ were left free as well. Because of the few entries observed for invariant masses above $\sim 9.8 \text{ GeV}/c^2$, the width and the position of the $\Upsilon(2S)$ and $\Upsilon(3S)$ were constrained. The mass differences between states were fixed from the PDG values [30] and the width for the $\Upsilon(2S)$ and $\Upsilon(3S)$ were forced to scale proportionally with that of the $\Upsilon(1S)$ according to the PDG mass ratio.

Besides, since signal distribution tails are poorly constrained by the data, the tail parameters of the CB2 were fixed according to the results from MC simulations (section 4).

The fit procedure was applied to the invariant mass distribution for various centrality and rapidity ranges (Fig. 1). The Signal-over-background ratio, the significance, the peak position and the width for the $\Upsilon(1S)$ state are summarised in Table 2. The position of the $\Upsilon(1S)$ peak is globally consistent with the PDG meson mass ($9.460 \text{ GeV}/c^2$) [30]. The signal-over-background ratio ($S/B$) is always larger than unity and the significance ($\sqrt{S+B}$) is always larger than 5. The $S/B$ ratio and the significance were evaluated at $3\sigma$. Namely, the number of signal and background counts were obtained in an invariant mass range centred on the $\Upsilon(1S)$ peak position and covering $\pm 3$ times its width.

<table>
<thead>
<tr>
<th>Centrality</th>
<th>Rapidity</th>
<th>$S/B$</th>
<th>Significance</th>
<th>Mass (GeV/c$^2$)</th>
<th>Width (MeV/c$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–90%</td>
<td>2.5 $&lt; y &lt; 4$</td>
<td>1.3 ± 0.2</td>
<td>8 ± 1</td>
<td>9.44 ± 0.03</td>
<td>144 ± 27</td>
</tr>
<tr>
<td>0–20%</td>
<td>2.5 $&lt; y &lt; 4$</td>
<td>1.0 ± 0.2</td>
<td>5 ± 1</td>
<td>9.44 ± 0.04</td>
<td>136 ± 40</td>
</tr>
<tr>
<td>0–90%</td>
<td>2.5 $&lt; y &lt; 3.2$</td>
<td>1.8 ± 0.4</td>
<td>6 ± 1</td>
<td>9.46 ± 0.04</td>
<td>136 ± 40</td>
</tr>
<tr>
<td>0–90%</td>
<td>3.2 $&lt; y &lt; 4$</td>
<td>1.1 ± 0.2</td>
<td>5 ± 1</td>
<td>9.34 ± 0.05</td>
<td>159 ± 40</td>
</tr>
</tbody>
</table>

Table 2: Signal-over-background ratio, significance, peak position and width for the $\Upsilon(1S)$ state obtained applying the default fit procedure. The statistical uncertainties are also mentioned. Values are reported for the different centrality classes and the different rapidity ranges considered in the analysis. Signal-over-background ratio and significance were evaluated in the interval $\pm 3\sigma$.

<table>
<thead>
<tr>
<th>Centrality</th>
<th>Rapidity</th>
<th>Counts $N_{\text{stat}} \pm \text{syst}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–90%</td>
<td>2.5 $&lt; y &lt; 4$</td>
<td>134 ± 20 ± 7</td>
</tr>
<tr>
<td>0–20%</td>
<td>2.5 $&lt; y &lt; 4$</td>
<td>64 ± 14 ± 4</td>
</tr>
<tr>
<td>20–90%</td>
<td>2.5 $&lt; y &lt; 4$</td>
<td>66 ± 12 ± 4</td>
</tr>
<tr>
<td>0–90%</td>
<td>2.5 $&lt; y &lt; 3.2$</td>
<td>72 ± 13 ± 4</td>
</tr>
<tr>
<td>0–90%</td>
<td>3.2 $&lt; y &lt; 4$</td>
<td>57 ± 13 ± 6</td>
</tr>
</tbody>
</table>

Table 3: Signal extraction results. The obtained number of $\Upsilon(1S)$ is quoted with the related statistical and systematic uncertainties.
Fig. 1: Default fit procedure applied to the invariant mass distributions of opposite-sign dimuons in different centrality and rapidity intervals. The total fit function is represented by the full line. The dashed lines represent the CB2 for $\Upsilon$ states. The $\chi^2$ per degree of freedom ($\chi^2/\text{ndf}$) is also shown.
Variations of the fit method were performed to estimate the systematic uncertainties on the number of signal counts. Only fits with a $\chi^2$/ndf smaller than 1.5 were considered and it was checked that the $\Upsilon$(1S) peak width and position were constant within uncertainties.

In addition to the DE function a Double Power-Law (DPL) function, defined as the sum of two power-law functions, was used to describe the underlying background. For each function, the lower and the upper bounds of the fit range were independently modified within the limits where the background is reasonably fitted. The DPL function leads to fits with higher $\chi^2$/ndf than the DE. Nevertheless almost all the fits have a $\chi^2$/ndf below the 1.5 threshold and we cannot discard the possibility of a DPL shaped background. The systematic uncertainty resulting from this study ranges between 2% and 5% depending on the considered rapidity or centrality interval.

The position and the width of the $\Upsilon$(2S) and the $\Upsilon$(3S) resonances were independently shifted by different values. These values were chosen in an interval corresponding to the statistical uncertainty on the $\Upsilon$(1S) position and width provided by the fit (about 5‰ for the position and 20% for the width). The resulting uncertainty is of the order of 1%.

The CB2 tail parameters for the $\Upsilon$ states were varied according to the uncertainties in their determination from fits of the MC signal distributions. parameters were first modified by the same quantity for each state, then the variation was done independently. The overall systematic uncertainty ranges from 1% to 3% depending on the considered centrality or rapidity range.

Table 3 reports the values from the signal extraction. Central values and statistical uncertainties are the average of the results obtained for each study. Systematic uncertainties from each source were summed in quadrature. Overall statistical (systematic) uncertainties range between 15% and 22% (5% and 10%).

4 Acceptance and efficiency corrections

4.1 Results from embedding production

The embedding MC method consists in simulating a signal particle (a $\Upsilon$(1S) in our case) and embedding the corresponding hits generated in the detector inside those of a real raw data event. This method reproduces the detector response to the signal in a highly realistic background environment and accounts for possible variations of the reconstruction efficiency with the collision centrality. The $\Upsilon$(1S) were generated according to realistic parametrisations of their $p_T$ and $y$ distributions [31] and were forced to decay into dimuons. The detector response was provided by GEANT3 [32] taking into account the time dependence of the detector efficiency and the residual misalignment of the tracking chambers. The efficiency of the muon trigger and tracking systems was calculated from data and is based on the analysis of the hit distributions in the different planes of the detection chambers [33].

The product of acceptance times efficiency ($A \times \varepsilon$) is defined as the probability for the decay muons from $\Upsilon$(1S) produced in the geometrical acceptance of the detector to be correctly reconstructed and identified, taking into account the efficiency of the tracking and triggering systems.

The average $A \times \varepsilon$ obtained from the embedding simulations is $21.9 \pm 0.1$ (stat)%. Fig. 2 (left) shows the $A \times \varepsilon$ as a function of centrality. From peripheral (80–90%) to central collisions (0–10%), we observe a 7% decrease explained by the efficiency loss with increasing tracking chamber occupancy. Fig. 2 (right) shows the $A \times \varepsilon$ as a function of rapidity. The latter is maximal at the centre of the detector and decreases at the edges. This effect is purely geometrical and reflects the detector acceptance. The results for each rapidity and centrality interval considered further in the analysis are summarised in Table 4.
Fig. 2: Left: $A \times \varepsilon$ as a function of centrality. The red dotted line represents the mean value. Right: $A \times \varepsilon$ as a function of rapidity.

<table>
<thead>
<tr>
<th>Centrality</th>
<th>Rapidity</th>
<th>$A \times \varepsilon$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–90%</td>
<td>$2.5 &lt; y &lt; 4$</td>
<td>21.9 ± 0.1</td>
</tr>
<tr>
<td>0–20%</td>
<td>$2.5 &lt; y &lt; 3.2$</td>
<td>21.6 ± 0.1</td>
</tr>
<tr>
<td>20–90%</td>
<td>$3.2 &lt; y &lt; 4$</td>
<td>22.6 ± 0.1</td>
</tr>
<tr>
<td>0–90%</td>
<td>$2.5 &lt; y &lt; 3.2$</td>
<td>19.3 ± 0.1</td>
</tr>
<tr>
<td>0–90%</td>
<td>$3.2 &lt; y &lt; 4$</td>
<td>25.7 ± 0.1</td>
</tr>
</tbody>
</table>

Table 4: $A \times \varepsilon$ values for the intervals considered in this analysis.

4.2 Systematic uncertainties

The estimate of $A \times \varepsilon$ depends on the $\Upsilon(1S)$ $p_T$ and $y$ shapes used as input distributions in the MC simulations. In order to evaluate the sensitivity of the results to this choice, several $A \times \varepsilon$ calculations were performed with significantly different $p_T$ and $y$ parametrisations [31] corresponding to different systems, energies and centralities. The input distributions were chosen different enough to include the a priori unknown nuclear matter effects. The maximum spread observed among the obtained $A \times \varepsilon$ values varies between 4% and 7% (in relative) depending on the considered rapidity range. These values are used as systematic uncertainties.

The systematic uncertainty on the efficiency of track reconstruction was estimated by comparing the results from simulations with those obtained from data. In both cases, the efficiency was evaluated with an algorithm [33] based on the analysis of hit distributions in the tracking chambers. The systematic uncertainty was determined at the single muon level and was properly combined according to the kinematic distributions of decay muons from $\Upsilon(1S)$ to obtain the uncertainty at the dimuon level. This one is 8% for the two centrality ranges under study, while it is 7% (9%) for the $2.5 < y < 3.2$ ($3.2 < y < 4$) interval. Another uncertainty arises from restricted inactive areas on the various chambers, covering the same geometric acceptance. Their presence affects the algorithm used to determine the tracking efficiency, giving an extra 2% systematic uncertainty. This uncertainty is not fully uncorrelated with the previous one and has to be added to the total uncertainty for both $y$-integrated and centrality-integrated results.

A systematic uncertainty of 2% on the trigger efficiency was estimated from the comparison of MC results obtained with different chamber efficiency maps. The maps were obtained from data for various detector occupancies and particle transverse momenta.$^5$

$^5$The algorithmic extrapolation of the track from the tracker to the trigger is more accurate with increasing transverse momentum, thus leading to an effect to be considered.
In addition, a systematic uncertainty of 1% on the matching of the trigger and tracking information was considered. In order to estimate this value, the matching efficiency obtained from data with different cuts on the $\chi^2$ of the matching was compared with simulation results obtained in the same conditions.

An overall effect of 1% accounts for the tracking, trigger and matching systematic uncertainties dependence on the centrality. This effect is largely dominated by the systematic on tracking efficiency. It was estimated by comparing the efficiency obtained with the embedding MC simulation to the one obtained from data.

Since available data favour a small or null polarization for $\Upsilon(1S)$ \cite{34–36}, an unpolarised production was assumed in Pb–Pb and no polarisation uncertainty was assigned to $A \times \epsilon$.

A summary of uncertainties on acceptance and efficiency is reported in Table 5.

<table>
<thead>
<tr>
<th>MC input distributions</th>
<th>Tracking</th>
<th>Trigger</th>
<th>Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–90%</td>
<td>4</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>0–20%</td>
<td>4</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>20–90%</td>
<td>4</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>2.5 &lt; $y$ &lt; 3.2</td>
<td>7</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>3.2 &lt; $y$ &lt; 4</td>
<td>5</td>
<td>11</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 5: Summary of systematic uncertainties on acceptance and efficiency (%).

5 Proton-proton reference cross-section

A reference cross-section in pp collisions at $\sqrt{s} = 2.76$ TeV and in the $2.5 < y < 4$ rapidity region is needed for the $R_{AA}$ calculation (section 6). Due to the limited number of events collected in pp collisions at $\sqrt{s} = 2.76$ TeV, ALICE did not measure $\sigma_{pp}^{\Upsilon(1S)}$. The LHCb data \cite{37} were used to define the reference. The LHCb measurement was carried out in 6 rapidity intervals in $2 < y < 4.5$. A summary of the results provided by LHCb is given in Table 6.

<table>
<thead>
<tr>
<th>Rapidity</th>
<th>$\text{BR} \times \sigma_{pp}^{\Upsilon(1S)} \pm \text{stat} \pm \text{syst} \ (\text{nb})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2.5 &lt; y &lt; 4$</td>
<td>0.670 ± 0.025 ± 0.026</td>
</tr>
<tr>
<td>$2 &lt; y &lt; 2.5$</td>
<td>0.404 ± 0.034 ± 0.022</td>
</tr>
<tr>
<td>$2.5 &lt; y &lt; 3$</td>
<td>0.321 ± 0.018 ± 0.012</td>
</tr>
<tr>
<td>$3 &lt; y &lt; 3.5$</td>
<td>0.227 ± 0.013 ± 0.008</td>
</tr>
<tr>
<td>$3.5 &lt; y &lt; 4$</td>
<td>0.124 ± 0.011 ± 0.005</td>
</tr>
<tr>
<td>$4 &lt; y &lt; 4.5$</td>
<td>0.035 ± 0.008 ± 0.002</td>
</tr>
</tbody>
</table>

Table 6: Inclusive $\Upsilon(1S)$ cross-section in pp collisions at $\sqrt{s} = 2.76$ TeV provided by LHCb \cite{37} in different rapidity intervals. The results are multiplied by BR, the branching ratio of $\Upsilon(1S)$ to dimuon ($\text{BR} = 2.48 \pm 0.05\%$) \cite{30}.

The $y$-differential cross-section of $\Upsilon(1S) \rightarrow \mu^+\mu^-$ is shown in Fig. 4. It was obtained by dividing the values reported in Table 6 by the bin width. For each rapidity range, statistical and systematic uncertainties were summed in quadrature. LHCb systematic uncertainties are reported to be strongly correlated with rapidity but the degree of correlation is not provided. As an educated guess we have chosen to consider the minimum relative systematic uncertainty quoted for the various rapidity intervals (Table 6) as fully correlated. Under this assumption the results obtained by integrating the LHCb $y$-differential cross-section are similar to the total cross-section \cite{37}. The correlated uncertainty was subtracted quadratically from the data shown in Fig. 4. It is then considered as correlated uncertainty in our final results (Table 7).
Fig. 3: Rapidity differential cross-section of $\Upsilon(1S) \rightarrow \mu^+ \mu^-$ obtained from LHCb data as explained in the text. Results are fitted with different functions. The $\chi^2$ divided by the number of free parameters is also shown.
The $y$-differential cross-section was fitted with various functions symmetric with respect to $y = 0$ and having a number of free parameters between 1 and 3. The fit results and the corresponding $\chi^2$ per degree of freedom are shown in Fig. 3. The four considered functions reproduce well the data and the $\chi^2$ per degree of freedom remains smaller than 1.

The functions were integrated over the required rapidity ranges and, for each range, the fit results were averaged. Uncorrelated systematic uncertainties were obtained by summing in quadrature the largest fit uncertainty and the half spread of the different results obtained with the different fitting functions. Results in the $2.5 < y < 3.2$ and $3.2 < y < 4$ rapidity ranges are given in Table 7.

<table>
<thead>
<tr>
<th>Rapidity</th>
<th>$\sigma_{Y(1S)}^{pp}$ ± uncorr ± corr (nb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2.5 &lt; y &lt; 3.2$</td>
<td>$16.93 \pm 0.73 \pm 0.60$</td>
</tr>
<tr>
<td>$3.2 &lt; y &lt; 4$</td>
<td>$10.20 \pm 0.64 \pm 0.36$</td>
</tr>
</tbody>
</table>

Table 7: Inclusive $\Upsilon(1S)$ cross-section in pp collisions at $\sqrt{s} = 2.76$ TeV obtained from the rapidity interpolation of LHCb data [37]. Uncorrelated systematic uncertainties are quoted as uncorr and correlated systematic uncertainties as corr. Results do not include the branching ratio of $\Upsilon(1S)$ decay to dimuon.

When ALICE preliminary results [38] were released, the LHCb data were not yet available and $\sigma_{Y(1S)}^{pp}$ was estimated using a data-driven method as explained in Appendix B. Depending on the rapidity interval, the pp reference obtained with this approach and the LHCb data [37] differ by 30-35%. Taking into account uncertainties, it implies a change on the modification factor (see section 6.2) by 1.3 to 2.2$\sigma$, depending on rapidity.

6 Results

6.1 Production yields in Pb–Pb collisions

The yield of inclusive $\Upsilon(1S)$ is estimated from the number of signal counts (section 3.3), $N_{Y(1S)}$, the number of MB Pb–Pb events (section 3.1), $N_{MB}$, the acceptance and efficiency correction factor (section 4.1), $A \times \varepsilon$ and the $\Upsilon(1S) \rightarrow \mu^+ \mu^-$ branching ratio (BR = 2.48$\pm$0.05%) [30]:

$$Y_{Y(1S)} = \frac{N_{Y(1S)}}{BR \cdot N_{MB} \cdot A \times \varepsilon}.$$ (1)

Since the distribution of the number of MB events is by definition flat with centrality, $N_{MB}$ scales with the width of the considered centrality interval. The total equivalent number of MB events is obtained from the measured number of MUL events as explained in section 3.1

<table>
<thead>
<tr>
<th>Centrality</th>
<th>Rapidity</th>
<th>Yields $\times 10^5$ ± uncorr ± corr</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–20%</td>
<td>$2.5 &lt; y &lt; 4$</td>
<td>$11.3 \pm 2.5 \pm 0.7 \pm 1.3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3.2 \pm 0.6 \pm 0.2 \pm 0.4$</td>
</tr>
<tr>
<td>0–90%</td>
<td>$2.5 &lt; y &lt; 3.2$</td>
<td>$3.2 \pm 0.6 \pm 0.4 \pm 0.1$</td>
</tr>
<tr>
<td></td>
<td>$3.2 &lt; y &lt; 4$</td>
<td>$1.9 \pm 0.4 \pm 0.3 \pm 0.1$</td>
</tr>
</tbody>
</table>

Table 8: $\Upsilon(1S)$ yields obtained in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV for each centrality and rapidity range. Uncorrelated (correlated) systematic uncertainties are quoted as uncorr (corr). When results are integrated on rapidity (centrality), the degree of correlation is mentioned with respect to centrality (rapidity).

The yield measured in the rapidity interval 0–90% and the rapidity range $2.5 < y < 4$ is $(5.2 \pm 0.8$ (stat) $\pm 0.7$ (syst)) $\times 10^{-5}$. The values for the other centrality and rapidity ranges considered in the analysis
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are reported in Table 8. The statistical uncertainties (stat), the uncorrelated systematic uncertainties (uncorr) and the correlated systematic uncertainties (corr) were obtained by summing in quadrature the contribution from each term of Eq. 1. It has to be mentioned that the systematic uncertainties on $A \times \varepsilon$ are fully correlated with centrality and uncorrelated with rapidity. Therefore, the correlated uncertainty for $y$-integrated results is larger than for centrality-integrated ones. See section 6.2.1 for a list of uncorrelated and correlated systematic uncertainties.

### 6.2 Nuclear modification factor

The $\Upsilon(1S)$ nuclear modification factor, $R_{AA}$, was obtained by dividing the corresponding yield (equation 1) by $\langle T_{AA} \rangle$, the average nuclear overlap function (section 3.1) and by $\sigma_{\Upsilon(1S)}^{pp}$, the pp reference cross-section (section 5):

$$R_{AA} = \frac{Y_{\Upsilon(1S)}}{\langle T_{AA} \rangle \cdot \sigma_{\Upsilon(1S)}^{pp}}.$$  \hspace{1cm} (2)

#### 6.2.1 Summary of systematic uncertainties

The uncorrelated systematic uncertainties for the $R_{AA}$ estimated as a function of centrality come from the signal extraction (section 3.3) and the nuclear overlap function (section 3.1). The correlated uncertainties arise from the pp reference cross-section (section 5), the estimate of the number of MB events (section 3.1) and the acceptance and efficiency correction (section 4.2).

The uncorrelated uncertainties for the $R_{AA}$ as a function of rapidity come from the signal extraction and the efficiency correction. A part of the systematic uncertainties on the pp reference cross-section is also uncorrelated with rapidity. The correlated uncertainties are then the remaining part of the uncertainties on the pp reference cross-section, those on the number of MB events and those on the nuclear overlap function (in the 0–90% centrality range).

For both studies as a function of centrality and rapidity, the acceptance and efficiency correction is the largest contribution to the overall systematic uncertainty, followed by the uncertainty on the yield extraction. Quantitative information are summarised in Table 9.

<table>
<thead>
<tr>
<th>Signal extraction</th>
<th>$A \times \varepsilon$</th>
<th>$N_{MB}$</th>
<th>$\langle T_{AA} \rangle$</th>
<th>$\sigma_{pp}$ (uncorrelated)</th>
<th>$\sigma_{pp}$ (correlated)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–90%</td>
<td>5</td>
<td>11</td>
<td>4</td>
<td>3</td>
<td>none</td>
</tr>
<tr>
<td>0–20%</td>
<td>7</td>
<td>11</td>
<td>4</td>
<td>3</td>
<td>none</td>
</tr>
<tr>
<td>20–90%</td>
<td>6</td>
<td>11</td>
<td>4</td>
<td>4</td>
<td>none</td>
</tr>
<tr>
<td>2.5 &lt; $y$ &lt; 3.2</td>
<td>5</td>
<td>12</td>
<td>4</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>3.2 &lt; $y$ &lt; 4</td>
<td>10</td>
<td>12</td>
<td>4</td>
<td>3</td>
<td>7</td>
</tr>
</tbody>
</table>

**Table 9:** Summary of systematic uncertainties (%).

#### 6.2.2 Results

In 0–90% central events, the $R_{AA}$ of inclusive $\Upsilon(1S)$ is $R_{AA}^{0–90\%} = 0.30 \pm 0.05\text{(stat)} \pm 0.04\text{(syst)}$, indicating a strong suppression.

The $R_{AA}$ of inclusive $\Upsilon(1S)$ measured in the range $2.5 < y < 4$ and $p_T > 0$ is shown in Fig. 4 (left) as a function of $N_{part}$. The statistical uncertainties dominate over the correlated systematic uncertainties and the uncorrelated systematic uncertainties. Since our centrality intervals are large, a horizontal error bar was assigned point-to-point. It corresponds to the Root Mean Square of the $N_{part}$ distribution [26]. A suppression which increases with centrality is observed.
The $R_{AA}$ of inclusive $\Upsilon(1S)$ integrated over centrality (0–90%) is shown in Fig. 4 in two rapidity intervals ($2.5 < y < 3.2$ and $3.2 < y < 4$), for $p_T > 0$. Statistical and uncorrelated uncertainties are almost the same, while they are much larger than correlated uncertainties. No clear rapidity dependence can be observed within the statistical and uncorrelated systematic uncertainties.

The $R_{AA}$ values in the centrality and rapidity intervals considered in the analysis are summarised in Table 10. The details of systematic uncertainties are presented in section 6.2.1. Since our centrality ranges are large, the average number of participant nucleons weighted by the average number of binary collisions, $\langle N_{\text{part}} \rangle$, is also reported. The weighted average was calculated for each centrality class according to the values reported in [26] for narrow intervals. The $\langle N_{\text{part}}^w \rangle$ quantity represents a more precise evaluation of the average centrality for a given interval, since the $\Upsilon(1S)$ production is a hard process and its initial yield scales with the number of binary nucleon-nucleon collisions, in the absence of initial-state effects.

### Table 10: Values of the $R_{AA}$ measured down to zero transverse momentum in Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 2.76$ TeV. Statistical uncertainties are quoted as stat, uncorrelated systematic uncertainties are quoted as uncorr and correlated systematic uncertainties are quoted as corr.

<table>
<thead>
<tr>
<th>Centrality ($\langle N_{\text{part}} \rangle, \langle N_{\text{part}}^w \rangle$)</th>
<th>Rapidity</th>
<th>$R_{AA} \pm \text{stat} \pm \text{uncorr} \pm \text{corr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–20% (308, 323)</td>
<td>2.5 &lt; $y &lt; 4$</td>
<td>0.22 ± 0.05 ± 0.02 ± 0.03</td>
</tr>
<tr>
<td>20–90% (72, 140)</td>
<td>2.5 &lt; $y &lt; 4$</td>
<td>0.44 ± 0.09 ± 0.03 ± 0.05</td>
</tr>
<tr>
<td>0–90% (124, 262)</td>
<td>2.5 &lt; $y &lt; 3.2$</td>
<td>0.30 ± 0.05 ± 0.04 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>3.2 &lt; $y &lt; 4$</td>
<td>0.29 ± 0.07 ± 0.05 ± 0.02</td>
</tr>
</tbody>
</table>

### 7 Discussion

#### 7.1 Comparison with $J/\psi$ ALICE measurements at forward rapidity

In Fig. 5 (left), the $R_{AA}$ of inclusive $\Upsilon(1S)$ is compared with the ALICE $R_{AA}$ of inclusive $J/\psi$ in the same kinematic range ($2.5 < y < 4$, $p_T > 0$). The $\Upsilon(1S)$ suppression is larger than that of the $J/\psi$. In particular, the $R_{AA}$ value is about two times larger for $J/\psi$ than for $\Upsilon(1S)$ in central collisions while the results are closer for semi-peripheral ones. Fig. 5 (right) shows the ALICE $\Upsilon(1S)$ and $J/\psi$ $R_{AA}$ as a function of rapidity. Both results are integrated over the 0–90% centrality range. $\Upsilon(1S)$ states are more...
suppressed than $J/\psi$ and the difference between the $R_{AA}$ values is the largest in the $2.5 < y < 3.2$ rapidity range.

Comparisons between theory and data have suggested an important contribution of $J/\psi$ (re-)generation in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV [17], while in the $\Upsilon$(1S) case this contribution is expected to be much less important. Besides, the feed-down contribution from higher mass states to the $\Upsilon$(1S) is expected to be substantial and could be of the order of 40–50% [39–41]. These aspects have to be taken into account to interpret the different suppression features for the $J/\psi$ and the $\Upsilon$(1S).

### 7.2 Comparison with $\Upsilon$(1S) measurements by the CMS Collaboration

The $R_{AA}$ of inclusive $\Upsilon$(1S) measured in the $2.5 < y < 4$ rapidity range is compared with the CMS data in the range $|y| < 2.4$ [20]. Both ALICE and CMS experiments measure the $\Upsilon$(1S) state down to $p_T = 0$. The comparison of the $R_{AA}$ as a function of the average number of participant nucleons is shown in Fig. 6 (left). In central collisions, the suppression is stronger at forward rapidity than at mid-rapidity.

$R_{AA}$ as a function of rapidity are compared in Fig. 6 (right). The CMS and ALICE data are integrated over a similar centrality range (0–90% for ALICE and 0–100% for CMS). The value of the $\Upsilon$(1S) $R_{AA}$
in \(2.5 < y < 4\) is significantly lower than in \(|y| < 2.4\).

### 7.3 Comparison with theoretical predictions

#### 7.3.1 Dynamical model

The observed \(\Upsilon(1S)\) nuclear modification factor is compared with the theoretical predictions by M. Strickland et al. [21, 42, 43]. The calculation of the bottomonium suppression is based on a complex-potential approach in an evolving QGP described by means of a hydrodynamical model. The model only includes the effects of in-medium suppression of bottomonium states. It does not include recombination or Cold Nuclear Matter (CNM) effects.

In Fig. 7 two sets of calculations are presented [21]. They correspond to different initial temperature profiles in rapidity. One case assumes a broad plateau containing a boost-invariant central rapidity region with half-Gaussian tails in the forward and backward directions. This profile is expected in the Bjorken picture of heavy-ion collisions [44]. The other case assumes a Gaussian profile which corresponds to the Landau picture [45]. Three values for the plasma shear-viscosity-to-entropy-density ratio were considered for each profile (\(4\pi\eta/s = \{1, 2, 3\}\)) and are depicted by the bottom, the middle and the top lines, respectively. None of the calculations reproduce the ALICE data and the observed suppression is underestimated in all cases. In particular, the \(R_{AA}\) rapidity dependence predicted in the wide range covered by ALICE and CMS is the opposite of the measured one. It has to be noted that, given our large centrality intervals, the observed suppression in semi-peripheral collisions is consistent with the model predictions when the minimum possible value of \(4\pi\eta/s\) (\(4\pi\eta/s = 1\)) is adopted in the Bjorken scenario.

#### 7.3.2 Transport models

The observed \(\Upsilon(1S)\) \(R_{AA}\) has also been compared with the theoretical predictions by A. Emerick et al. [22, 46]. This model includes a suppression and a small regeneration component which are implemented by means of a rate equation. An effective absorption cross-section (\(\sigma_{\text{abs}}\)) is used to describe CNM effects including the effects of the nuclear modifications of parton distribution functions, the effects of the absorption in CNM and the parton intrinsic transverse momentum (\(k_T\)) broadening.

In Fig. 8 the predictions are shown as a function of the number of participant nucleons (left). The \(R_{AA}\) of inclusive and primordial\(^6\) \(\Upsilon(1S)\) are represented as bands obtained with two extreme values for \(\sigma_{\text{abs}}\)

\(^6\)Namely, the \(\Upsilon(1S)\) states created in the first stages of the Pb–Pb collisions and which have survived to the QGP formation or those coming from the feed-down from higher mass state.
Fig. 8: ALICE nuclear modification factor of inclusive $\Upsilon(1S)$ as a function of the average number of participant nucleons (left) and rapidity (right) compared with theoretical predictions from [22, 46]. The CMS data point at mid-rapidity is included in the rapidity plot. The same conventions as in Fig. 5 are used to show the uncertainties. On the right plot, open points are reflected with respect to the measured ones.

(\sigma_{\text{abs}} = 0 \text{ mb} and \sigma_{\text{abs}} = 2.0 \text{ mb}). The contribution of regenerated $\Upsilon(1S)$ is also shown. The primordial $\Upsilon(1S)$ component dominates over the regeneration one. The measured $R_{\AA}$ is overestimated by the calculation which, however, reproduces the decreasing trend of the $R_{\AA}$. In Fig. 8(right), the predictions are compared with the ALICE and CMS data as a function of rapidity. The transport model predicts a $R_{\AA}$ which remains almost constant as a function of rapidity. This result is not supported by the data.

Fig. 9: ALICE nuclear modification factor of inclusive $\Upsilon(1S)$ as a function of the average number of participant nucleons (left) and as a function of rapidity (right) compared with theoretical predictions from [23, 47]. The CMS data point at mid-rapidity is included in the rapidity plot. The same conventions as in Fig. 5 are used to show the uncertainties. On the right plot, open points are reflected with respect to the measured ones.

In Fig. 9, the ALICE $R_{\AA}$ is compared with the predictions of another transport model by Zhou et al. [23, 47]. This model includes a suppression and a small regeneration component while CNM effects are evaluated employing the EKS98 shadowing parametrization [48].

In Fig. 9(left), the $R_{\AA}$ is shown as a function of centrality together with the predictions from [23, 47]. The model calculations underestimate the observed suppression but reproduce the centrality dependence of the data. In Fig. 9(right), the ALICE and CMS $R_{\AA}$ are shown as a function of rapidity. The model reproduces well the CMS data but underestimates the strong suppression observed at forward rapidity and fails to reproduce its rapidity dependence. It has to be mentioned that, due to our large centrality ranges, the suppression observed in semi-peripheral collisions is compatible with the predictions of both transport models.
In the transport [22, 23, 46, 47] and the dynamical [22, 46] models the inclusive \( \Upsilon(1S) \) suppression is mostly determined by the in-medium dissociation of higher mass bottomonia. The fact that both models overestimate the measured \( R_{AA} \) suggests that the suppression of direct \( \Upsilon(1S) \) might be underestimated. However, the assumptions on the magnitude of CNM effects and on the contribution of the feed-down from higher mass bottomonia need to be verified and constrained by accurate pp and Pb–Pb data.

8 Conclusions

The inclusive \( \Upsilon(1S) \) nuclear modification factor in Pb–Pb collisions at \( \sqrt{s_{NN}} = 2.76 \) TeV has been measured down to \( p_T = 0 \) in the \( 2.5 < y < 4 \) rapidity and 0–90% centrality ranges. We obtained \( R_{0-90\%}^{ \Upsilon(1S)} = 0.30 \pm 0.05(\text{stat}) \pm 0.04(\text{syst}) \). The suppression is more pronounced in central collisions than in semi-peripheral ones. The \( R_{AA} \) was also measured in two rapidity intervals and, within uncertainties, no significant rapidity dependence was observed in the range covered by the ALICE muon spectrometer.

The data were compared with the ALICE J/\( \psi \) results in the same kinematic range. The \( \Upsilon(1S) \) is more suppressed than the J/\( \psi \) and the difference of \( R_{AA} \) is particularly pronounced in the 0–20% \( (2.5 < y < 3.2) \) centrality (rapidity) range. The interpretation of these results is not straightforward due to the different sizes of the expected feed-down and (re-)generation effects for the two quarkonium states.

The \( \Upsilon(1S) \) \( R_{AA} \) was also compared with CMS data measured in the \( |y| < 2.4 \) rapidity region and down to \( p_T = 0 \). The inclusive \( \Upsilon(1S) \) yield measured at forward rapidity by ALICE is more suppressed than that measured at mid-rapidity by CMS.

Two transport [22, 23, 46, 47] models and a dynamical [22, 46] model were considered. They both underestimate the measured suppression and fail to reproduce its rapidity dependence over the large range covered by ALICE \( (2.5 < y < 4) \) and CMS \( (|y| < 2.4) \). This might indicate that direct \( \Upsilon(1S) \) are more suppressed than expected.

A better understanding of \( \Upsilon \) production in heavy ion collisions requires a precise measurement of feed-down from higher mass bottomonia and CNM effects at forward rapidity. The ongoing study of \( \Upsilon \) production in p–Pb collisions should help to gain further insight on the size of the CNM effects [49].
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A Extended Crystal Ball function

The Extended Crystal Ball function (CB2) derives from the Crystal Ball function \([50]\) (CB). While the CB has only one power-law tail for low invariant masses, the CB2 has two power-law tails (one for higher masses, the other for lower ones). The CB2 is defined by the following equation:

\[
f(x; N, \mu, \sigma, \alpha, n, \alpha', n') = N \cdot \begin{cases} 
e^{- \frac{(x-\mu)^2}{2\sigma^2}} & \text{if } -\alpha \leq \frac{x-\mu}{\sigma} < \alpha' \\ A \cdot (B - \frac{x-\mu}{\sigma})^{-n} & \text{if } \frac{x-\mu}{\sigma} < -\alpha \\ C \cdot (D + \frac{x-\mu}{\sigma})^{-n'} & \text{if } \frac{x-\mu}{\sigma} \geq \alpha' \end{cases}
\]

\[
A = \left( \frac{n}{|\alpha|} \right)^n \cdot e^{-|\alpha|^2} \\
B = \frac{n}{|\alpha|} - |\alpha| \\
C = \left( \frac{n'}{|\alpha'|} \right)^{n'} \cdot e^{-|\alpha'|^2} \\
D = \frac{n'}{|\alpha'|} - |\alpha'|
\]

B Proton-proton reference cross-section in preliminary results

The method developed to obtained the pp reference cross section used in ALICE preliminary results \([38]\) is explained in this appendix.

Few \(\Upsilon(1S)\) cross section measurements in pp collisions at TeV energies exist and most of them refer to central rapidities \([51–54]\). Based on this data, the mid-rapidity differential cross section of \(\Upsilon(1S)\) in pp collisions at \(\sqrt{s} = 2.76\) TeV (\(d\sigma_{pp}^{\Upsilon(1S)}/dy\)\(\mid y=0\)) was estimated by means of an interpolation procedure (section B.1). The mid-rapidity cross section was then extrapolated to forward rapidities. For that purpose, \(y\)-differential distributions were predicted with different Pythia6.4 \([55]\) tunes which were first selected according to their ability to reproduce the available forward and mid-rapidity data at \(\sqrt{s} = 7\) TeV \([39, 54]\) (see section B.2).

B.1 Interpolation of the \(\Upsilon(1S)\) cross section at mid-rapidity

The measurements used for the interpolation of the \(\Upsilon\) cross section at mid-rapidity are summarised in Table B.1.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>(\sqrt{s}) (TeV)</th>
<th>(BR \times d\sigma_{pp}^{\Upsilon(1S)}/dy)(\mid y=0) (pb)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDF [51]</td>
<td>1.8</td>
<td>680 ± 15 (stat) ± 56 (syst)(^a)</td>
<td>(</td>
</tr>
<tr>
<td>D0 [52]</td>
<td>1.96</td>
<td>628 ± 16 (stat) ± 63 (syst) ± 38 (lum)</td>
<td>(</td>
</tr>
<tr>
<td>CMS [53]</td>
<td>2.76</td>
<td>921 ± 128 (stat) ± 157 (syst) ± 55 (lum)</td>
<td>(</td>
</tr>
<tr>
<td>CMS [54]</td>
<td>7</td>
<td>2025 ± 284 (stat + syst + lum)</td>
<td>(</td>
</tr>
</tbody>
</table>

\(^a\)From integration of the \(p_T\)-differential cross section quoted in \([51]\).

Table B.1: Experimental results used for the interpolation of the \(\Upsilon(1S)\) cross section at mid-rapidity. The cross section is corrected for BR, the branching ratio of \(\Upsilon(1S)\) to dimuon.
Different functions were considered to describe the energy dependence of the cross section and to determine $d\sigma_{pp}^{(1S)}/dy|_{y=0}$ at $\sqrt{s} = 2.76$ TeV. The statistical, systematic and luminosity uncertainties of each measurement were summed in quadrature in order to be used in the fit. As shown in Fig. B.1, the energy dependence of the cross section is well described by a power-law or a logarithmic function. Other functional forms were also tested, such as the sum of a logarithmic and a power-law function, or a three-parameter exponential function. The description of the data provided by such forms is less satisfactory and therefore they have been discarded, but we have checked that the obtained interpolation results are compatible within uncertainties with those obtained with the power-law and logarithmic function.

Fig. B.1: Energy dependence of the $\Upsilon$ cross section at mid-rapidity, with overlaid power-law (left) and logarithmic (right) fit.

Besides the purely empirical fit, a second option was considered for the interpolation. Models such as the Color Evaporation Model [56] predict that the quarkonium cross section is proportional to the bare quark pair production cross section. In such an approach, one can consider:

$$\frac{d\sigma_{pp}^{(1S)}}{dy}(y, \sqrt{s}) = \alpha \frac{d\sigma_{bb}}{dy}(y, \sqrt{s})$$

(B.1)

where $d\sigma_{bb}/dy$ is the $b\bar{b}$ production cross section calculated in perturbative QCD.

The available FONLL [57] predictions for the beauty cross section were used for the interpolation. They provide a central value and an uncertainty band obtained by varying the calculation parameters such as the quark mass or the factorisation scale. Three energy dependence curves were defined, corresponding to the central value and to the lower and upper edge of the uncertainty band. For each of the three curves, the $\alpha$ parameter was determined by fitting the ratio of data to FONLL to a constant value. Fig. B.2 shows the three FONLL predictions scaled by the $\alpha$ constant together with the measured cross sections. The model provides a good description of the data and can be used for the interpolation. The point at $\sqrt{s} = 2.76$ TeV provides the interpolated value.

The interpolation results at $\sqrt{s} = 2.76$ TeV obtained from the fit with the power-law and logarithmic functional forms and with the three FONLL curves were averaged. It was chosen to combine the largest fit uncertainty (6.2%) with the shape uncertainty defined as the difference between the average and the maximum and minimum of the obtained values ($-1.1\%+1.6\%$).

The interpolation at 2.76 TeV is strongly driven by the CDF and D0 measurements at 1.8 and 1.96 TeV. Although the two results are compatible within uncertainties, there is some tension between them, the data point at higher energy being below the data point at lower energy. In order to check the stability of the result, the procedure was repeated by alternatively excluding the CDF and D0 data point from the fit. A $-4\% (+6\%)$ difference between the average value obtained with all data and that obtained by excluding the CDF (D0) data point was observed and added to the systematic uncertainties.
The total uncertainty was obtained by summing in quadrature the three above-mentioned uncertainties\(^7\) and amounts to 9\%, yielding a final result of \( \frac{d\sigma_{pp}}{dy}_{\Upsilon(1S)}|_{y=0} (\sqrt{s} = 2.76 \text{ TeV}) = (935 \pm 82) \text{ pb}.\)

### B.2 Extrapolation to forward rapidity

The CMS Collaboration showed that Pythia6.4 [55] is able to reproduce the rapidity and the transverse momentum differential distributions of Υ in pp collisions at \( \sqrt{s} = 7 \text{ TeV} \) [54]. Taking advantage of this fact, the strategy to obtain the reference in the muon spectrometer rapidity range can be sketched as follows:

- Test the Υ productions from Pythia6.4 with different tunes against 7 TeV data from LHC experiments.
- Use the tunes in agreement with 7 TeV data to generate Υ events in pp collisions at \( \sqrt{s} = 2.76 \text{ TeV}. \)
- Normalise the generated rapidity distribution at \( \sqrt{s} = 2.76 \text{ TeV} \) to the mid-rapidity value estimated in section B.1.
- Obtain a forward rapidity estimate for Υ cross section by combining the calculations relative to the different Pythia6.4 tunes.

The quarkonium production in Pythia6.4 can be performed following the prediction of two models: the Colour Singlet Model (CSM) [58] and the non-relativistic QCD (NRQCD) [59]. The Pythia interface in the ALICE simulation framework was customised in order to handle these two models for the bottomonium generation. With the NRQCD setting, it is possible to produce all the bottomonium states, while the CSM one just produces the Υ(1S). Feed-down of Υ(1S) from higher mass bottomonia is thus included only in the NRQCD setting.

In order to test the ability of Pythia6.4 to reproduce the rapidity distribution at \( \sqrt{s} = 7 \text{ TeV}, \) the production of Υ was performed using the two different models, with the different parton distribution function

---
\(^7\)When dealing with asymmetric uncertainties, the largest between the positive and negative bar was taken.
(PDF) sets already available in the framework and different Pythia tunes. For each simulation, $80 \cdot 10^3$ bottomonium events were generated in the rapidity range $0 < y < 5.5$.

The $\Upsilon(1S)$ measurements in pp collisions at $\sqrt{s} = 7$ TeV from CMS \cite{54} and LHCb \cite{39} were chosen in order to test the Pythia6.4 calculations in the widest possible rapidity range. The statistical and systematic uncertainties quoted by the two experiments were summed in quadrature. The procedure for this test can be summarised as follow:

- The rapidity distributions ($dN_T/dy$) of the generated $\Upsilon$ were binned as the experimental data.
- The ratios between the data and the simulation were fitted with a constant.
- The $\chi^2$ of the fits was used as an estimation of how compatible the generated distributions are with the measured one.

The PDF sets considered for this test are: CTEQ5L \cite{60}, CTEQ6l \cite{61}, CTEQ6ll \cite{61}. Pythia6.4 productions can be tuned in different ways. For this study, the sets of tunes considered are: ATLAS-CSC, D6T, Perugia0, Z1, Z2, AMBT1, Schulz-Skands at 7TeV (s7) and with a global fit (Sglobal). The detailed description of each setting can be found in the Pythia6.4 code. These tunes were used with the CTEQ6l PDF set. For the other PDF sets no specific tune was requested.

A $\chi^2$/ndf < 1.5 was adopted as the limit for accepting the fit. In Fig. B.3 the simulated rapidity distributions that passed the test were plotted together with the experimental points for a visual comparison. Beforehand, the distributions were multiplied by the normalisation parameter provided by the constant fit.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig_b3}
\caption{d$\sigma_{pp}/dy$ distributions obtained with Pythia6.4 productions. The shown distributions fit, with a $\chi^2$/ndf < 1.5, those measured by CMS \cite{54} and LHCb \cite{39} experiments in pp collisions at $\sqrt{s} = 7$ TeV.}
\end{figure}

The extrapolation from mid to forward rapidity was performed by combining the results obtained simulating bottomonium states at $\sqrt{s} = 2.76$ TeV with the tunes that passed the test at 7 TeV as described previously. Rapidity distributions were obtained and normalised to the mid-rapidity interpolated cross section evaluated in section B.1. The $d\sigma_{pp}/dy$ in the muon spectrometer acceptance was computed for the rapidity intervals used in this analysis as the integral, in the considered bin, of the rapidity distribution divided by the bin width.
Table B.2: Combined results for $\frac{d\sigma^{pp}_{Y(1S)}}{dy}$ in pp collisions at $\sqrt{s} = 2.76$ TeV at forward rapidity. The uncertainty on the normalisation (Norm) is quoted separately from the one related to the spread between the extrapolated values at forward rapidity (Extr).

| $2.5 < y < 4$ | $12.5$ | $^{+1.9}_{-1.2}$ | $\pm 1.1$ |
| $2.5 < y < 3.2$ | $17.2$ | $^{+1.6}_{-1.4}$ | $\pm 1.5$ |
| $3.2 < y < 4$ | $8.4$ | $^{+2.1}_{-1.2}$ | $\pm 0.7$ |

In Table B.2, the results for the $\frac{d\sigma^{pp}_{Y(1S)}}{dy}$ at forward rapidity are summarised (after dividing by the $Y(1S) \rightarrow \mu^+\mu^-$ branching ratio $BR = 0.0248 \pm 0.0005$ [30]). They were obtained with an average over the values coming from the different Pythia6.4 $Y$ productions at 2.76 TeV. Two separate contributions of the systematic uncertainty are quoted. The first component (Extr) is associated to the extrapolation from mid to forward rapidity and results from the spread of calculations obtained with the different tunes that passed the test at 7 TeV. It is evaluated as the difference between the average value and the maximum and minimum values, while the second component (Norm) is related to the normalisation to the mid-rapidity point. The normalisation uncertainties are fully correlated with rapidity. The extrapolation uncertainties are taken uncorrelated with rapidity, since the spread observed among calculations is not the same from one range to another. The statistical uncertainties (from the number of generated $Y$) and the uncertainty on the branching ratio are negligible with respect to the systematic uncertainties.

In Fig. B.4, the obtained values at forward rapidity are plotted together with the CMS mid-rapidity [53] and the LHCb forward rapidity [37] data. The results of our interpolation are consistent with mid-rapidity data, while they underestimate the cross section measured at forward rapidity.

![Fig. B.4: Combined Pythia6.4 BR $\frac{d\sigma^{pp}_{Y(1S)}}{dy}$ for pp collisions at $\sqrt{s} = 2.76$ TeV, plotted together with CMS data points at mid-rapidity [53] and LHCb data points at forward rapidity [37]. Statistical and systematic uncertainties on data have been summed in quadrature. The error bars on the results of the Pythia normalization represent the uncorrelated uncertainty (Extr) while the boxes represent the correlated one (Norm). See the text for details.](image)
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