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Abstract—This paper presents an offline frequency-domain nonlinear and stochastic identification method for equivalent model parameter estimation of high-voltage pulse transformers. Such kinds of transformers are widely used in the pulsed-power domain, and the difficulty in deriving pulsed-power converter optimal control strategies is directly linked to the accuracy of the equivalent circuit parameters. These components require models which take into account electric fields energies represented by stray capacitance in the equivalent circuit. These capacitive elements must be accurately identified, since they greatly influence the general converter performances. A nonlinear frequency-based identification method, based on maximum-likelihood estimation, is presented, and a sensitivity analysis of the best experimental test to be considered is carried out. The procedure takes into account magnetic saturation and skin effects occurring in the windings during the frequency tests. The presented method is validated by experimental identification of a 2-MW–100-kV pulse transformer.

Index Terms—High-voltage (HV) techniques, identification, maximum-likelihood (ML), optimization methods, pulse transformers.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>Primary distributed capacitance</td>
<td>$F$.</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>Primary–secondary capacitance (referred to primary)</td>
<td>$F$.</td>
</tr>
<tr>
<td>$C_2$</td>
<td>Secondary distributed capacitance</td>
<td>$F$.</td>
</tr>
<tr>
<td>$L_1$</td>
<td>Primary leakage inductance</td>
<td>$H$.</td>
</tr>
<tr>
<td>$L_p$</td>
<td>Secondary leakage inductance (referred to primary)</td>
<td>$H$.</td>
</tr>
<tr>
<td>$L_m$</td>
<td>Magnetizing inductance</td>
<td>$H$.</td>
</tr>
<tr>
<td>$R_1$</td>
<td>Primary-winding resistance</td>
<td>$\Omega$.</td>
</tr>
<tr>
<td>$R_s$</td>
<td>Secondary winding resistance (referred to primary)</td>
<td>$\Omega$.</td>
</tr>
<tr>
<td>$R_{fe}$</td>
<td>Iron loss equivalent resistance</td>
<td>$\Omega$.</td>
</tr>
</tbody>
</table>

I. INTRODUCTION

HIGH-VOLTAGE (HV) pulse transformers are widely used in the pulsed-power domain, such as radar applications, medicine, particle physics research, and food and material industry [1]. In these applications, such kinds of transformers are used to supply klystron tubes which produce high radio frequency (RF) power or RF antennas for plasma production. Often, this RF power is required for very short periods of time in a repetitive sequence. These pulsed-power converters present a typical topology consisting of a capacitor charger connected to a capacitor bank and a discharging converter producing the required output voltage pulse [2]. The output voltage pulse can be produced with different power converter topologies such as a direct switch topology [3], a solid-state Marx topology [4]–[6], or pulse-transformer-based topologies [7], [8]. The topology selection highly depends on the output voltage pulse shape and repetition rate. Pulse-transformer-based topologies are quite common due to their simplicity and reliability. Such kind of transformers can have slight geometrical differences: the monolithic-core “classical” transformer and the split-core or “matrix” transformer [9]. A typical topology of transformer-based klystron modulator is illustrated in Fig. 1, where an active bouncer circuit (switch mode power converter) is used for output voltage closed-loop regulation, which is used to compensate for the main capacitor $C_{main}$ voltage droop during the pulse.

A typical voltage shape to be produced with a so-called “long pulse” klystron modulator (power converter feeding klystrons) for particle accelerators (particularly linear accelerators) presents a flat top of a length between a few hundreds of microseconds and a few milliseconds, and a typical voltage range between 100 and 200 kV.
The objective is to achieve a perfectly square-shaped voltage pulse, minimizing rise and fall times in order to minimize power losses in the load. For instance, a new accelerator under development is aiming for klystron modulators producing 150-kV pulsed voltage with 140 μs of flat top, 3 μs of rise and fall times, and a pulse power of 23 MW with a repetition rate of 50 Hz [10].

For the new generation of klystron modulators based on pulse transformers, the accurate knowledge of every equivalent circuit’s parameter is critical for achieving higher and higher performances [11], [12]. Several works have been presented in the literature regarding identification of power transformers, such as those in [13] and [14], where recursive methods are employed on frequency response data, or those in [15] and [16], where artificial neural-network-based methods are used. For control purposes, the parametric identification of any accurate mathematical model relating the input to the output of a system could be sufficient; however, for the transformer designer, a model with parameters representing its physical behavior is required. To experimentally validate the design models in [17], this paper presents an identification method of the classical high-frequency (HF) equivalent circuit of a power transformer. The model takes into account distributed and interwinding lumped capacitances. An important contribution of this work is the consideration of the winding skin effect and magnetic saturation of the transformer core which occurs during frequency-based identification tests.

This paper presents the general method along with the necessary models for different test conditions and methods for taking into account skin and magnetic saturation effects. A method for the selection of the most suitable frequency tests is proposed, as well as an experimental identification of a 2-MW–100-kV pulse transformer.

II. IDENTIFICATION METHOD AND REQUIRED TRANSFORMER MODELS

A. Identification Method and General Algorithm

To estimate the parameters of the equivalent circuit model of the pulse transformer, a numerical optimization method is used for minimizing a given objective function by iteratively changing the model parameters to be estimated. The general optimization problem can be stated as in

$$\min V(\theta)$$

subject to

$$\begin{align*}
\theta - \theta_{\min} & \geq 0 \\
\theta_{\max} - \theta & \geq 0
\end{align*}$$

(1)

where $V(\theta)$ is the objective function, or criterion, to be minimized and $\theta$ is the vector of parameters to be identified. The general algorithm of the numerical optimization method is illustrated in Fig. 2. The considered equivalent circuit of the HV pulse transformer is shown in Fig. 3, leading to the parameter vector to be estimated in

$$\theta = [C_1, C'_{12}, C_2, R_1, R'_1, R_f, L_1, L_m, L'_2].$$

(2)

Fig. 2. General algorithm of the nonlinear identification process.

Fig. 3. Primary-referred HV pulse transformer equivalent circuit.

The transformer ratio $k$ is supposed to be known, and all parameters are referred to primary.

B. Transformer Models for Frequency-Domain Identification

Since the identification tests considered in this paper are in the frequency domain, transfer functions must be derived from the equivalent circuit shown in Fig. 3. This circuit includes the classical low-frequency magnetic transformer model, combined with the electrostatic one, which is represented by the primary- and secondary-winding distributed capacitances $C_1$ and $C'_2$ and the primary–secondary interwinding capacitance $C'_{12}$. This is the standard circuit used for representing the dynamics of HV pulse transformers [18]. In normal operation of this kind of transformers, the lumped parameter model is accurate enough to represent the behavior of its dynamics (rise/fall times and converter switching harmonic attenuation). In the experimental
validation in Section V, the accuracy of this model is verified as well.

Modeling a distributed capacitance with a single lumped parameter is not as precise as considering a model with several distributed RLC cells [16] (in [19], a 31-order model is used), particularly if very fast transients must be evaluated (such as arc events). However, this work has been also carried out with the objective of validating and verifying electromagnetic design processes, which include finite-element analyses (FEAs) and are based on lumped parameter models for efficient optimization. This is why the relatively simplified lump parameter equivalent circuit in Fig. 3 is used.

An important aspect in the parametric identification process consists in the selection of the best test which excites the highest number of modes of the system to be identified. There are five possible frequency response tests which can be performed from the transformer terminals:

1) For \( n_1 \),

\[
\frac{V_2}{V_1} = f(\text{freq}) \text{ at no load};
\]

2) For \( n_2 \),

\[
\frac{V_1}{I_1} = f(\text{freq}), \text{ characteristic impedance at no load};
\]

3) For \( n_3 \),

\[
\frac{V_1}{I_1} = f(\text{freq}), \text{ characteristic impedance with secondary winding in short circuit};
\]

4) For \( n_4 \),

\[
\frac{V_2}{I_2} = f(\text{freq}), \text{ characteristic impedance with no load};
\]

5) For \( n_5 \),

\[
\frac{V_2}{I_2} = f(\text{freq}), \text{ characteristic impedance with primary winding in short circuit}.
\]

Each of these tests could be an excellent candidate for the identification process. It is not trivial to derive the best test to retain; therefore, every test is analyzed from different points of view in what follows.

To derive the transfer function model representative of each one of the five tests \((n_1 \text{ to } n_5)\), from the equivalent circuit in Fig. 3, one can perform a Kennelly transform (wye to delta) [20] of the magnetic elements in order to simplify the analytical equations. From the circuit in Fig. 3, it is then possible to obtain the new circuit in Fig. 4, which is much simpler to analyze for deriving the five different transfer functions. After mathematical manipulation, the transfer function forms for each of the five tests are as follows.

1) For \( n_1 \),

\[
\frac{V_2}{V_1} = k \frac{A_1 s^4 + B_1 s^3 + C_1 s^2 + D_1 s}{E_1 s^4 + F_1 s^3 + G_1 s^2 + H_1 s + I_1}.
\]

2) For \( n_2 \),

\[
\frac{V_1}{I_1} = \frac{A_2 s^4 + B_2 s^3 + C_2 s^2 + D_2 s + E_2}{F_2 s^4 + G_2 s^3 + H_2 s^2 + I_2 s + L_2 s + M_2}.
\]

3) For \( n_3 \),

\[
\frac{V_1}{I_1} = \frac{A_3 s^3 + B_3 s^2 + C_3 s + D_3}{E_3 s^4 + F_3 s^3 + G_3 s^2 + H_3 s + I_3}.
\]

4) For \( n_4 \),

\[
\frac{V_2}{I_2} = \frac{A_4 s^4 + B_4 s^3 + C_4 s^2 + D_4 s + E_4}{F_4 s^5 + G_4 s^4 + H_4 s^3 + I_4 s^2 + L_4 s + M_4}.
\]

5) For \( n_5 \),

\[
\frac{V_2}{I_2} = \frac{A_5 s^5 + B_5 s^4 + C_5 s^3 + D_5 s^2 + E_5 s + F}{E_5 s^4 + F_5 s^3 + G_5 s^2 + H_5 s + I_5}.
\]

Coefficients for tests \( n_1 \) and \( n_2 \) are presented in the Appendix in *MatLab* ".m" file format. Looking at expressions (3)–(7), one can notice that test \( n_2 \) and \( n_4 \) (primary and secondary impedances at no load) are the ones which present the highest number of modes. The modes of each test are excited at frequencies which depend on transformer geometry and dimensions. To evaluate the frequency behavior of each test, a typical HV pulse transformer equivalent circuit has been considered.

Table I shows the typical rough parameter values of a megawatt-range pulse transformer (flat top in the millisecond range).

These parameters will be used in Section V as initial conditions for the experimental identification. These hypothetic transformer parameters have been considered for the evaluation of the five tests described by the transfer function in (3)–(7). The simulated frequency responses of each test are presented in Fig. 5.

Notice how the higher order transfer function for \( n_2 \) test in (4) is translated into resonance and antiresonance peaks in Fig. 5. The same order is achieved in test \( n_3 \) expressed in (6); however, all resonances and antiresonances are appearing in a much higher frequency region (out of scale in Fig. 5). When considering practical experimental setups, one has to bear in mind the possible limitations of measuring instrumentation. Looking at the results from Fig. 5, it has been decided that test \( n_3 \) (primary impedance with secondary in short circuit) would not be considered for identification purposes. Indeed, the available current measuring instrumentation keeps a very good precision in amplitude and phase up to 1 MHz.

One possible solution to cope with these practical issues would be to alter the behavior of the system by adding external components. For instance, one can imagine adding a capacitor, an inductor, or a resistor in series to the variable frequency

---

**Table I**

Typical Equivalent Circuit Parameters of a 2-MW–100-kV 800-μs Pulse Transformer

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>( R_{1, \text{in}} )</td>
<td>1</td>
<td>( \Omega )</td>
</tr>
<tr>
<td>( R_{2, \text{in}} )</td>
<td>1</td>
<td>( \Omega )</td>
</tr>
<tr>
<td>( R_{\text{in}} )</td>
<td>10</td>
<td>( k\Omega )</td>
</tr>
<tr>
<td>( L_{1, \text{in}} )</td>
<td>100</td>
<td>( \mu H )</td>
</tr>
<tr>
<td>( L_{2, \text{in}} )</td>
<td>100</td>
<td>( \mu H )</td>
</tr>
<tr>
<td>( L_{\text{in}} )</td>
<td>0.6</td>
<td>( H )</td>
</tr>
<tr>
<td>( C_{1, \text{in}} )</td>
<td>10</td>
<td>( pF )</td>
</tr>
<tr>
<td>( C_{2, \text{in}} )</td>
<td>10</td>
<td>( pF )</td>
</tr>
<tr>
<td>( C_{12, \text{in}} )</td>
<td>1</td>
<td>( nF )</td>
</tr>
</tbody>
</table>
supply or in parallel to a winding in order to modify the position of the equivalent model poles or zeros. In this case, an accurate frequency identification of the added elements must be carried out separately.

By adopting this method, tests which may seem not interesting or not experimentally viable (as the $n_3$ test in this case) could become interesting. For the presented work, this alternative has not been further developed or tested for the sake of minimizing the experimental procedure complexity and time.

C. Considering Magnetic Saturation and Skin Effects

The problem of frequency-based identification methods is given by the severe change of operating conditions of the transformer (wide-range frequency sweeps). For instance, if no attention is paid to the saturation level of the iron core, the identified parameters will be heavily biased.

Furthermore, skin effect drastically changes the winding resistances during frequency sweeps. These two phenomena shall be taken into account for an accurate identification process, which means that the models in (3)–(7) become nonlinear. These kinds of transformers are designed for very short pulses, meaning that the iron core cross section is relatively small. As such, during experimental measurements in the low-frequency region, one can reach deep saturation levels even if the supply voltage is very low.

A way of getting rid of magnetic saturation effect during experimental measurement consists in performing a frequency sweep respecting a constant voltage/frequency law. Depending on available equipment, this could be time consuming if no automated processes can be foreseen. Saturation and skin effects can be considered by extending the model order as in [21]–[24], where additional parameters, describing the nonlinearity of these phenomena, can be identified together with the rest of the transformer parameters. However, the authors of this paper decided to avoid such an approach and tried to keep unchanged the order of the equivalent circuit in Fig. 3 for parameter physical description purposes.

A way of considering saturation phenomena without modifying the circuit in Fig. 3 consists in adapting the nonsaturated magnetizing inductance value, at each operating point of the transformer, by multiplying it with a predetermined coefficient $k_{sat}(B)$ [25]. In this case, the magnetizing inductance is computed as follows:

$$L_m = k_{sat}(B)L_m^0$$  \hspace{1cm} (8)

with $L_m^0$ as the nonsaturated magnetizing inductance value which becomes the identification variable, instead of $L_m$ in (2). $k_{sat}(B)$ is derived from a priori measurements and depends on the operating point of the transformer.

Knowing the winding number of turns and the magnetic core cross section (easily obtainable in this oil-insulated transformers), it is possible to measure the $B-H$ characteristic of the magnetic material (if not already known from data sheets). $K_{sat}(B)$ can be derived as the ratio between the saturated and nonsaturated magnetic permeabilities as in (9). Fig. 6 illustrates the principle for obtaining the saturation factor, which can

![Fig. 5. Frequency response of transfer function in (3)–(7) corresponding to tests $n_1$ to $n_5$, for the transformer parameters presented in Table I.](image-url)
Fig. 6. Method for measuring the saturation factor $k_{sat}$.

be a direct function of the measured voltage input during the identification process.

For the identification program automation, the measured $k_{sat}$ coefficient can be fitted with a polynomial function or with a simple two-parameter ($a$ and $b$) function as in (10) [26]

$$k_{sat}(B) = \frac{\mu_{sat}}{\mu_{ns}} = \frac{B_{sat}}{B_{ns}} \cdot \frac{H_{sat}}{H_{ns}} \quad (9)$$

$$k_{sat}(B) = \frac{1}{1 + a \cdot B^b}. \quad (10)$$

In such an approach, the optimization procedure has the objective of identifying a constant value $L_0^m$, which is irrespective from the saturation effect. Adopting this method, the model has been linearized by a measurement of the magnetic saturation nonlinearity. This saturation model has already been successfully used for electrical machine identification [27].

Skin effect may have a big impact in frequency-domain identification. Indeed, the lower voltage winding can present a copper cross section such that skin effects are noticeable starting from a few kilohertz. These step-up pulse transformers present a primary (low-voltage winding) made of a rectangular conductor (kiloampere range). The secondary winding is commonly made of a very tiny cylindrical conductor, and skin effects can be neglected up to 1 MHz. For cylindrical conductors, one can take into account skin effect including resistance adaptation factors analytically derived from Maxwell equation solutions based on Bessel functions [28]. For rectangular conductors, the resistance correction factor $k_r$ can be derived from the Poynting vector formulation [29]. This coefficient can be expressed as in

$$k_r(f) = \frac{R_{sac}}{R_{dc}} = \frac{\xi \sinh(2\xi) + \sin(2\xi)}{\cosh(2\xi) - \cos(2\xi)} \quad (11)$$

with

$$\xi = \alpha h \quad \alpha = \sqrt{\frac{\pi \mu_0 f}{\rho_{Cu}}} \quad (12)$$

where $\alpha$ is the inverse of the skin depth, $\rho_{Cu}$ is the copper resistivity, and $h$ is the height of the rectangular conductors (the width is simplified but considered in the calculation of the dc resistance $R_{dc}$).

It is demonstrated in [30] that, if the conductor cross section is square, the skin effect is identical to the one occurring in a cylindrical conductor with a diameter that is equal to the side of the squared one (if the primary conductor appends to be cylindrical). Considering the skin effect model in (11) and (12), one linearizes the identification process by knowing the material and geometry of winding conductors.

As previously mentioned, the transfer function models presented in (3)–(7) become nonlinear if magnetic saturation and skin effects are considered. For each frequency under evaluation, coefficients $k_{sat}$ and $k_r$ must be computed and updated in the transfer functions (3)–(7) in order to linearize the identification process.

### III. IDENTIFICATION TEST SELECTION

A typical problem arising when using nonlinear identification methods involving several variables consists in the verification of the presence of a global minimum in the objective function. Among several parameters influencing the convergence of such methods are a good limitation of the solution space owing to variable constraints and a good selection of initial variable conditions. Furthermore, the test nature and the form of the objective function greatly influence the optimization convergence. In what follows, a method for determining the best frequency identification test for HV pulse transformers is presented. The methodology is described in Fig. 7 and consists in emulating experimental measurements by simulation of a known model, with $\theta_{ref}$ as reference parameter vector, on the selected four frequencies tests ($n_1$, $n_2$, $n_4$, and $n_5$). These emulated test results are then used to reidentify a model starting from several sets of parameter initial conditions. This procedure allows determining the robustness of the nonlinear identification method by verifying that the estimated parameters
θ converge to the reference one θ\text{ref}, for different initial conditions and frequency test nature. It is reasonable to suppose that a preliminary estimation of each parameter, following classical test procedures (no-load and short-circuit tests), leads to a maximal 50% of error on each parameter. This study evaluates four sets of initial conditions to a maximal 50% of error on each parameter. This study classical test procedures (no-load and short-circuit tests), leads to a preliminary estimation of each parameter, following simulated analysis, noise-free measurements, a classical least of carried out considering four different initial conditions (sets in Table II). A total of 20 identification processes have been convergence, analysis of the identification method are presented shown in (14), the subscript “ref” refers to a parameter included in the reference parameter vector θ\text{ref} (Fig. 7), which has been set with values in Table I. Results of this robustness, or convergence, analysis of the identification method are presented In Table II. A total of 20 identification processes have been carried out considering four different initial conditions (sets of i−j values) and five-different-test nature. Having, for this simulated analysis, noise-free measurements, a classical least square objective function has been considered for minimization

\[ V_{LS}(\theta) = \frac{1}{n_f} \sum_{k=1}^{n_f} (y(k) - y(k))^2 \]

where \( f \) is the test frequency, \( y \) is the gain of the transfer function corresponding to the test \((n_1, \ldots, n_5)\), \( n_f \) is the number of tested frequencies during the test sweep, and \( \varepsilon \) is the residual vector. In Table II, \( \Sigma n_{1,2,4,5} \) represents the sum of the four objective functions associated to the four tests \((n_1, n_2, n_4, \text{and } n_5)\). In this case, all four tests were considered during the identification process, and the objective function was composed of the sum of the objective functions (15) of each test. However, in practice, performing all the tests at the same time for the identification process could be time consuming.

Table II shows the ratios between each identified parameter and its reference parameter. MatLab function \texttt{fmincon} has been used as optimization algorithm, and no variable constraints were used for this exercise.

In some cases, very high identification errors have been obtained, such as in \( n_5 \), where \( L_{m}/L_{m,\text{ref}} = 14.3 \) or \( R_1 / R_{1,\text{ref}} = 0.01 \). This is an indicator of the presence of local minima in the objective function; however, it is also a consequence of having no constraints on variables. Contraints have been deliberately omitted to identify the most “healthy” objective function, even when one does not know how to set constraint values and initial conditions. Notice that test \( n_1 \), \((V_2/V_1)\), presents the worst results. As expected, if one considers all four tests and sums up the contribution of each one, the result is excellent. Excellent results are achieved with test \( n_2 \) alone as well, demonstrating that the no-load primary impedance test is the most suitable for the presented parametric identification method.

Furthermore, a no-load test is very easy to set, since no short circuit with special HV connectors is required (in contrast with tests \( n_3 \) and \( n_5 \)). Another conclusion from this analysis is that the identification method, considering the no-load primary impedance test, easily converges to the same result for any initial condition. This analysis has been automatically repeated for a wide range of sets of reference parameters θ\text{ref}, and results are consistently indicating that \( n_2 \) test is by far the best one.

### IV. ML PARAMETER IDENTIFICATION

Experimental measurements involve noise, and its effect can have a great impact on the final estimated parameters, which tend to be biased, as well as on the convergence capability of the optimization process. In electrical machine parameter identification, maximum-likelihood (ML) estimation has been proven to be an excellent stochastic identification method for improving precision and convergence efficiency [23], [31]–[34]. If the likelihood function, in the form as in (16), is maximized, then the residuals \( (\varepsilon = y_{\text{ref}} - y) \) tend to a white and Gaussian noise sequence [35]

\[ L(\theta) = \sum_{k=1}^{n_f} \frac{1}{\sqrt{2\pi \det(R(\theta))}} \exp \left( -\frac{1}{2} \varepsilon(k) R(\theta)^{-1} \varepsilon(k)^T \right) \]

where \( R(\theta) \) denotes the sample covariance matrix (17) of the residual vector \( \varepsilon(k) \). Maximizing (16) is equivalent to minimizing its negative logarithm (18), which is more convenient for optimization purposes [35]. In (18), unnecessary constants from (16) have been ignored

\[ R(\theta) = \frac{1}{n_f} \text{cov} (\varepsilon(k) \cdot \varepsilon(k)^T) \]

<table>
<thead>
<tr>
<th>Init. Cond.</th>
<th>Emulated test</th>
<th>( R_{L,\text{ref}} )</th>
<th>( R_{r,\text{ref}} )</th>
<th>( L_{1,\text{ref}} )</th>
<th>( L_{2,\text{ref}} )</th>
<th>( L_{m,\text{ref}} )</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>i=1</td>
<td>( \Sigma n_{1,2,4,5} )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>j=1</td>
<td>( n_1 )</td>
<td>0.82</td>
<td>1.05</td>
<td>0.94</td>
<td>0.94</td>
<td>0.82</td>
<td>1.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_2 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_4 )</td>
<td>1.39</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_5 )</td>
<td>1.09</td>
<td>0.90</td>
<td>1</td>
<td>1</td>
<td>1.13</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>i=1</td>
<td>( \Sigma n_{1,2,4,5} )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>j=1</td>
<td>( n_1 )</td>
<td>0.33</td>
<td>0.56</td>
<td>0.44</td>
<td>0.43</td>
<td>4.53</td>
<td>2.28</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_2 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_4 )</td>
<td>0.60</td>
<td>0.01</td>
<td>0.6</td>
<td>0.6</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_5 )</td>
<td>0.01</td>
<td>1.99</td>
<td>1</td>
<td>1</td>
<td>14</td>
<td>1.01</td>
<td></td>
</tr>
<tr>
<td>i=1</td>
<td>( \Sigma n_{1,2,4,5} )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>j=1</td>
<td>( n_1 )</td>
<td>0.56</td>
<td>0.95</td>
<td>0.91</td>
<td>0.58</td>
<td>0.57</td>
<td>1.34</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_2 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_4 )</td>
<td>1.4</td>
<td>1</td>
<td>0.6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_5 )</td>
<td>1.13</td>
<td>0.86</td>
<td>1</td>
<td>1</td>
<td>14</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>i=1</td>
<td>( \Sigma n_{1,2,4,5} )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>j=1</td>
<td>( n_1 )</td>
<td>0.36</td>
<td>0.61</td>
<td>0.29</td>
<td>0.69</td>
<td>6.4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_2 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_4 )</td>
<td>0.58</td>
<td>1</td>
<td>0.6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( n_5 )</td>
<td>1.17</td>
<td>0.83</td>
<td>1</td>
<td>1</td>
<td>14</td>
<td>3.1</td>
<td></td>
</tr>
</tbody>
</table>
For each optimization step of the identification method illustrated in Fig. 2, the covariance matrix $R(\theta)$ is recalculated, leading to an iterative reweighting of the objective function (18). The identification process can be summarized in the three following steps [32].

1) Fix $R(\theta) = I$ (where $I$ is the $n_f$ by $n_f$ identity matrix), and minimize (18) with respect to $\theta$. This corresponds to the objective function in (15).

2) Compute $R(\theta)$ from (17) using the residuals $\varepsilon$ from step 1).

3) Calculate the new objective function (18) with $R(\theta)$ from step 2), and minimize with respect to $\theta$.

Steps 2) and 3) are iteratively repeated by the optimization algorithm until convergence.

V. EXPERIMENTAL ML IDENTIFICATION OF A 2-MW–100-kV PULSE TRANSFORMER

A. Experimental Setup

A view of the experimental setup for the identification of a 2-MW–100-kV–800-μs pulse transformer is shown in Fig. 8.

For validation purposes, it is important to cross-check the obtained result by comparing the obtained model on a different test. The performed additional test concerns the voltage transfer function $V_2/V_1$, which is representative for the pulse shape in time domain. Results are shown in Fig. 12.
The second issue is related to the consideration of a model based on lumped parameters. To be more precise, each of the windings should be modeled with a higher order circuit in order to approach an exact solution; however, as previously mentioned, the designer necessitates the circuit in Fig. 3 for design model validation purposes with FEA, which are based on lumped parameters. The resonances appearing in the nearby of 100 kHz are due to this model simplification.

However, to accurately represent the main performances of this transformer in normal operation, the model must be accurate up to a frequency of ~40 kHz (to represent a rise time on the order of 100 μs and the converter’s switching harmonic attenuation on the order of 10–20 kHz). It is clear that, for analyzing fast transients, such as arc events in the load (which may occur in klystrons), an increased-order model would be required.

VI. DISCUSSION

Result interpretation of a physical model parametric identification can be very tedious. When the nonlinear optimization routine properly converges to a solution where the associated residuals tend to zero or to a white noise (from which no more information can be collected for identifying a deterministic model), one tends to conclude that the identification process is successful. It is true that, if the residuals are low enough, as in Figs. 11 and 12, the mathematical model represents the global system in an accurate way, which means that it can be used for high-performance control purposes. However, this is not enough to argue that the model is good enough for describing local physical behaviors, such as magnetic and electric fields’ energy evolutions, represented by the parameters (need of the designer). Therefore, how can we evaluate the model accuracy in terms of its physical description? A good approach consists in cross-validating the estimated model on a different test, involving different inputs/outputs, which correspond to different state variables (as performed in Fig. 12), or considering different tests during the identification process. This is why it is very interesting to perform an analysis of the test selection. For instance, results of the sensitivity analysis in Table II on different tests lead to the same minimization of the residuals (no clear global minima in the objective function); however, the estimated parameters are not accurate with respect to the reference model. In other words, the parameters do not represent the local physical behavior of the system. In these cases, e.g., tests \( n_1, n_4, \) and \( n_5 \) in Table II, the models accurately represent the global behavior (input to output) of the specific test; however, a cross-validation on a different test would reveal that the model is actually heavily wrong. Therefore, cross-validating the estimated model, considering more than one test for the identification objective function determination, and performing a sensitivity analysis for the identification test selection (as in Section III) are all good ways of improving or testing the accuracy of the physical behavior of the estimated model.

During parametric identification, the consequences of neglecting nonlinear phenomena, such as magnetic saturation and skin effects, seem to be more important than reducing the model order with winding lumped parameters. Fig. 11 provides a
very good illustration of this, considering that Fig. 12 suggests that the model order is sufficient enough. For faster pulse transformers (in the microsecond range of rise time), the model order would probably need to be increased.

VII. CONCLUSION

The methodology for deriving transfer function models, for HV pulse transformer nonlinear identification purposes, has been presented. The no-load primary impedance versus frequency test is the most adapted one for parametric identification purposes (at least for the megawatt–100-kV-range transformers). The importance of taking into account magnetic saturation and skin effects is very high and has been experimentally demonstrated with ML identification. Very good agreements between experimental and numerical results show the excellent efficiency of the proposed method.

APPENDIX

Coefficients of transfer functions corresponding to the two tests \( n_1 \) and \( n_2 \). Mathematical forms for MatLab “*.m” file. R2p corresponds to \( R' \), and L2p corresponds to \( L' \) in Fig. 3.

For \( n_1 \) (\( V_2/V_1 \)),

\[
\begin{align*}
A_1 &= C12 \cdot L1 \cdot L2p \cdot Lm \\
B_1 &= C12 \cdot (L1 \cdot Lm \cdot (R2p + Rfe) + L2p \cdot (L1 \cdot Rfe + Lm \cdot (R1 + Rfe))) \\
C_1 &= C12 \cdot ((L2p \cdot R1 + L1 \cdot R2p) \cdot Rfe + Lm \cdot (R2p \cdot Rfe + R1 \cdot (R2p + Rfe))) \\
D_1 &= (Lm + C12 \cdot R1 \cdot R2p) \cdot Rfe \\
E_1 &= (C12 + C2p) \cdot (L1 \cdot Lm \cdot (R2p + Rfe) + L2p \cdot Lm) \\
F_1 &= (C12 + C2p) \cdot (L1 \cdot Lm \cdot (R2p + Rfe) + L2p \cdot Lm) \\
G_1 &= L1 \cdot (Lm + (C12 + C2p) \cdot R2p \cdot Rfe + (C12 + C2p) \cdot (L2p \cdot R1 \cdot Rfe + Lm \cdot (R2p \cdot Rfe + R1 \cdot (R2p + Rfe)))) \\
H_1 &= (L1 + (C12 + C2p) \cdot R1 \cdot R2p) \cdot Rfe + Lm \cdot (R1 + Rfe) \\
I_1 &= R1 \cdot Rfe.
\end{align*}
\]

For \( n_2 \) (\( V_1/I_1 \) at no load),

\[
\begin{align*}
A_2 &= (C12 + C2p) \cdot L1 \cdot L2p \cdot Lm \\
B_2 &= (C12 + C2p) \cdot (L1 \cdot Lm \cdot (R2p + Rfe) + L2p \cdot (L1 \cdot Rfe + Lm \cdot (R1 + Rfe))) \\
C_2 &= L1 \cdot (Lm + (C12 + C2p) \cdot R2p \cdot Rfe + (C12 + C2p) \cdot (L2p \cdot R1 \cdot Rfe + Lm \cdot (R2p \cdot Rfe + R1 \cdot (R2p + Rfe)))) \\
D_2 &= (L1 + (C12 + C2p) \cdot R1 \cdot R2p) \cdot Rfe + Lm \cdot (R1 + Rfe) \\
E_2 &= R1 \cdot Rfe \\
F_2 &= (C12 \cdot C2p + C1 \cdot (C12 + C2p)) \cdot L1 \cdot L2p \cdot Lm \\
G_2 &= (C12 \cdot C2p + C1 \cdot (C12 + C2p)) \cdot (L1 \cdot Lm \cdot (R2p + Rfe) + L2p \cdot (L1 \cdot Rfe + Lm \cdot (R1 + Rfe))) \\
H_2 &= C1 \cdot L1 \cdot Lm + C12 \cdot L2p \cdot Lm + C12 \cdot (L1 + L2p) \cdot Lm + C12 \cdot C2p \cdot Lm \cdot R1 \cdot R2p + (C12 \cdot C2p + C1 \cdot (C12 + C2p)) \cdot ((L2p + Lm) \cdot R1 + (L1 + Lm) \cdot R2p) \cdot Rfe \\
I_2 &= C1 \cdot Lm \cdot R1 + C12 \cdot Lm \cdot R1 + C12 \cdot Lm + C2p \cdot Lm \cdot R2p + C2p \cdot (L2p + Lm) + C12 \cdot (L1 + L2p + C2p) \cdot R1 \cdot R2p + C1 \cdot (L1 + Lm + (C12 + C2p) \cdot R1 \cdot R2p) \cdot Rfe \\
L_2 &= Lm + ((C1 + C12) \cdot R1 + (C12 + C2p) \cdot R2p) \cdot Rfe \\
M_2 &= Rfe.
\end{align*}
\]
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