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ABSTRACT

The theory of singular Lagrangians is developed by using the second Noether theorem. The Noether identities are also obtained in presence of second-class constraints and compared with the Dirac-Bergmann algorithm in phase space \((T^*Q)\). The true gauge transformations are those Noether transformations which satisfy the Jacobi equation and an open gauge algebra every time they are velocity dependent. The velocity-space \((TQ)\) description is done: the extra gauge symmetries in \(TQ\) are connected with local dynamical symmetries of the Euler-Lagrange equations. Then the \(T^*(TQ)\) description is developed and the associated path integral defined: it allows the measure for the \(TQ\) path integral to be found and is locally connected with the standard \(T^*Q\) one. The canonical quantization of first-class constraints is done without introducing gauge fixings by means of the ‘multitemporal approach’, which was developed for relativistic particle mechanics.
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1. INTRODUCTION

Constrained systems play a dominant role in theoretical physics owing to the relevance of the development of gauge theories. The study of singular Lagrangians, having a degenerate Hessian matrix not allowing all the velocities to be expressed in terms of the coordinates and the momenta, and of the associated phase-space description, based on the theory of constraints, was initiated by Dirac [1a] and Bergmann [1b] in the fifties. It was widely used in general relativity and gauge theories, as is shown in Refs. [3-6]. A revival of interest in this theory arose with the dual-string model, which introduced a new starting point for the study of relativistic particle mechanics [7-9].

The development of the geometrical aspects started in the seventies [10-13] and interest is now concentrated on the problem of quantization with the geometrical quantization [14-18] and the group theoretical quantization [19] approaches. The issue of quantization of gauge theories was initiated by Faddeev and Popov [20] and Slavnov [21], and led to the BRS approach [22-23]. Its phase-space formulation led to the BFV approach [24] for arbitrary first-class constraints, with a related Lagrangian formulation [25], and to further insights into the theory of constraints [26] and its cohomological aspects [27]. Also, in this formulation, there is an extension to second-class constraints [28]. Since the Hamiltonian approach to field theory has still many unsolved problems in connection with locality and geometry [29], and moreover, since there is no proof of renormalizability of the Schrödinger representation of gauge theories, their canonical quantization has still to be developed. Further problems are connected with the anomalies and their topological aspects [30-32].

Notwithstanding all these results, there are still aspects of the classical theory which have not been sufficiently developed. The case of singular Lagrangians, whose Hessian matrix has varying rank due either to the Euler-Lagrange equations or to the existence of various states of motion of the system with different dynamics, have not yet been fully understood and have generated the so-called ‘pathological examples’ [33] in which the Dirac-Bergmann method does not seem to work. As a consequence, it is not completely clear when the ‘Dirac conjecture’ [1a] is valid [34-36], that is when all the secondary first-class constraints are generators of gauge transformations, and to which class the secondary constraints deriving from a primary first- (or second-) class constraint may belong [37]. In some of these papers [35, 36] a comparison was made between velocity space and phase space for singular systems, and then a unification of the two descriptions was attempted in other papers [38, 39]. Also the presymplectic approach [13] was reformulated in the velocity space [40] and the problem was raised of when a singular system has a second-order evolution vector field, i.e. when its dynamics may be described by second-order differential equations (see also Ref. [41]). This is a non-trivial problem because, in the generic case, the Euler-Lagrange equations of motion, deriving from the variational principle associated with the singular Lagrangian, are a mixed system of second-, first-, and zeroth- (when holonomic constraints are present) order differential equations. Particularly intriguing is the connection [4, 42-44] of the first-order Euler-Lagrange equations with the secondary constraints of the Dirac-Bergmann theory in phase space, and no convincing answer seems to exist. However, in the meantime, the study of the symmetries of constrained systems in phase space had been initiated [45] and extended also to velocity space [46], and some clarification was made of the connection between the canonical transformations generated by the first-class constraints and the Lagrangian gauge transformations [4, 34]. However, the role of the primary second-class constraints remained unclear until it was realized that they too are associated with null eigenvalues of the Hessian matrix and associated with generalized local invariance of the action at the Lagrangian level [47].

It becomes clear that there is a lack of a reformulation of the theory of singular Lagrangians by means of a generalization of the second Noether theorem [48-51] which could treat on the same level
all the null eigenvalues of the Hessian matrix, independently of their being associated with either first- or second-class primary constraints in the Dirac-Bergmann theory. The resulting Noether identities, which for Yang-Mills theory are the classical background of the Slavnov identities, should provide a Lagrangian formulation of the phase-space Dirac-Bergmann algorithm [1-4]. Partial results in this direction, in the absence of second-class constraints, are quoted in Ref. [52].

In this paper we shall try to answer some of these problems, restricting ourselves to singular systems with a finite number of degrees of freedom, so that we can use the full theory of symplectic geometry [13, 53, 54] without further complications. Many of our results can be directly transferred to field theory. We shall treat only the case of constant rank, assuming that all the secondary first-class constraints are generators of gauge transformations, postponing the case of variable rank to a future paper. We shall also treat explicitly only a restricted class of singular systems, having neither tertiary constraints nor bifurcations of the chains of secondary constraints, to simplify the exposition of the main points. However, this class of systems is sufficiently general to include many of the physically interesting cases. The general case will be treated elsewhere. Moreover, the constraints will be assumed to be irreducible, i.e. functionally independent, to avoid the complications of the reducible case [55, 26].

Given one singular system, let Q be its configuration space with coordinates q^i, and let q^i(t) be one of its trajectories and L(q(t), q'(t)) its singular Lagrangian. The phase-space description will be based on the cotangent bundle T*Q, while that of the velocity space (first-order formalism) will be based on the tangent bundle TQ. The other result of this paper, besides the Noether identities and their connection with the Dirac-Bergmann algorithm in T*Q, is the proposal of a new kind of unification of the Lagrangian, TQ, and T*Q, descriptions by means of the phase space over the velocity space, i.e. T*(TQ). This unification will allow the incorporation of a feature of the Euler-Lagrange equations in the singular case, which is usually neglected, that is their being invariant under local transformations of the accelerations as a consequence of the degeneracy of the Hessian matrix.

The unification via T*(TQ) is firstly defined in the regular case starting from its TQ description, and it is found that in T*(TQ) there are second-class constraints, some of which will become first-class for singular systems. For these latter systems, a subset of the first-class constraints is connected with the local dynamical symmetries of the Euler-Lagrange equations. This information, which is already present in the TQ description, is completely lost in phase space owing to the degeneracy of the Legendre transformation. Therefore, the T*(TQ) approach is more general than the T*Q one.

Another aspect investigated in this paper is the characterization of the gauge transformations, i.e. of those local Noether transformations leaving the action quasi-invariant, which are generated by first-class constraints, as Jacobi fields. This is a consequence of the fact that the variation [56] of the Euler-Lagrange equations under the local Noether transformations gives the Jacobi equations [57] and that the true gauge transformations are deviations between neighbouring extremals of the action, so that they must satisfy such equations. By using the Noether identities inside the Jacobi equations, some properties of the Noether transformations associated with second-class constraints are displayed. Also sketched is how to study the multiple commutators of gauge transformations, assumed to form a gauge algebra [58] to ensure the global integrability of the extremals, notwithstanding the existence of the gauge transformations, owing to the Frobenius theorem [53]. It is shown that the gauge transformations satisfy an open algebra [59] when they are velocity dependent.

Turning to the quantization problem, we show how to define a path integral on T*(TQ) for regular systems so that, on the one hand, we can recover the standard T*Q path integral and, on the
other hand, we can find the measure for the TQ path integral. Moreover, how to do the Gupta-Bleuler quantization of the second-class constraints in $T^r(TQ)$ is shown. In the singular case, we first describe the canonical quantization, in the absence of anomalies due to ordering problems, of the first-class constraints, either in $T^rQ$ or $T^r(TQ)$, with the so-called multitemporal method [60], which does not require the introduction of gauge-fixing constraints, and we show how the physical scalar product should be worked out. Then, we define the path integral on $T^r(TQ)$, we find the measure for the TQ path integral, and we show that the $T^r(TQ)$ path integral is globally more general than the $T^rQ$ one, which can be recovered only with local methods in general.

The plan of the paper is the following. In Section 2, the TQ, $T^rQ$, and $T^r(TQ)$ descriptions of regular systems are given, while in Section 3 the associated canonical and path-integral quantizations are treated. In Section 4, a brief review of the $T^rQ$ approach to singular systems is given, with some emphasis on presymplectic geometry, which is relevant also to TQ. In Section 5, we give a $T^rQ$ characterization of the special class of singular systems we are going to describe, and their Lagrangian description is developed together with a study of the Euler-Lagrange equations, the statement of the generalized second Noether theorem, and the evaluation of the Noether identities. Then, the Noether theorem and identities are reformulated in $T^rQ$ and a comparison with the Dirac-Bergmann algorithm is made. The section ends with the characterization of the gauge transformations as Jacobi fields. Section 6 treats the properties of the gauge transformations and their commutators. In Section 7, the TQ description of singular systems is given and Section 8 is devoted to their treatment in $T^r(TQ)$. In Section 9, the canonical quantization of first-class constraints with the multitemporal approach is explained, and finally in Section 10 the path-integral quantization in $T^r(TQ)$ is defined and its implication for TQ and $T^rQ$ explored. In the Appendix, the $T^rQ$ formulation of the first Noether theorem is reported.
2. REGULAR SYSTEMS

Let us consider a system with an n-dimensional configuration space $Q$ with local coordinates $q^i$, $i = 1, \ldots, n$. Let it be described by a regular Lagrangian $L(q, \dot{q})$ [the time-dependent case $L(t, q, \dot{q})$ may be treated in the same way]. Its Hessian matrix

$$A_{ij} = \frac{\partial^2 L}{\partial q^i \partial q^j} = A_{ji} \quad (2.1)$$

is non-singular, i.e. it has rank $n$. The Euler–Lagrange equations are

$$L_i = \frac{\partial L}{\partial q^i} - \frac{d}{dt} \frac{\partial L}{\partial \dot{q}^i} = -(A_{ij} \ddot{q}^j - \alpha^i) = 0 \quad (2.2)$$

$$\alpha^i = \frac{\partial L}{\partial q^i} - \frac{\partial^2 L}{\partial q^i \partial \dot{q}^j} \dot{q}^j \quad (2.3)$$

Here $0^\circ$ means 'evaluated on the extremals' of the variational principle $\delta S = 0$, where $S = \int_{t_0}^{t_f} dt \ L$, for variations $\delta q^i$ vanishing at $t = t_0, t_f$. Since det $A \neq 0$, Eqs. (2.2) can be put in normal form:

$$\ddot{q}^i - \Lambda^i = 0 \quad (2.4)$$

$$\Lambda^i = B^{ij} \alpha_j \quad (2.5)$$

where $\Lambda^i$ are the accelerations and $B = A^{-1}$.

The phase-space ($T^*Q$) approach is obtained by means of the Legendre transformation and employs the natural symplectic structure (closed non-degenerate 2-form [53]), $\tilde{\omega} = dp_i \wedge dq^i = d\tilde{\theta}$, where $\tilde{\theta} = p_i dq^i$ is the Cartan–Liouville 1-form and $p_i = \partial L/\partial \dot{q}^i$, of $T^*Q$, allowing the introduction of Poisson brackets $\{q^i, p_j\} = \delta^i_j$ independent of the system under consideration. After having introduced the Hamiltonian $\bar{H} = \dot{q}^i p_i - L$, Hamilton's equations

$$\left\{ \begin{array}{l}
\dot{q}^i \equiv \{q^i, \bar{H}\} = \frac{\partial \bar{H}}{\partial p_i} \\
\dot{p}_i \equiv \{p_i, \bar{H}\} = -\frac{\partial \bar{H}}{\partial q^i}
\end{array} \right. \quad (2.6)$$

where $\partial \bar{H}/\partial q^i = -\partial L/\partial \dot{q}^i$ from Eqs. (2.2), are obtained from the variational principle associated with the action

$$\left\{ \begin{array}{l}
S = \int_{t_0}^{t_f} dt \ \bar{L} \\
\bar{L} = \dot{q}^i p_i - \bar{H}
\end{array} \right. \quad (2.7)$$
with $\delta q(t) = 0$ at $t = t_0$, $t_1$, $\delta \rho'(t)$ arbitrary. We will use a bar to denote the functions on $T^*Q$: $\bar{f} = \bar{f}(q,p)$. If we introduce the Hamiltonian vector fields on $T^*Q$

$$\bar{X}_{\bar{f}} = \frac{\partial \bar{f}}{\partial q} \frac{\partial}{\partial q} - \frac{\partial \bar{f}}{\partial p} \frac{\partial}{\partial p}$$

we get

$$\{ \bar{f}, \bar{g} \} = \bar{X}_{\bar{g}} \bar{f} = i_{\bar{X}_{\bar{g}}} \bar{f} = \bar{\omega}(\bar{X}_{\bar{g}}, \bar{f})$$

(2.8)

where $i_X$ denotes the inner contraction. Thus $\bar{X}_{\bar{f}} = \{ :, \bar{f} \}$. The Poincaré-Cartan 1-form and the contact 2-form on the extended phase space $R \times T^*Q$, $R$ being the time axis, are

$$\begin{cases}
\tilde{\theta} = \bar{\omega} dt = \bar{\theta} - \bar{H} dt \\
\tilde{\omega} = d\tilde{\theta} = \bar{\omega} - d\bar{H} dt
\end{cases}$$

(2.9)

and with this formalism the role of Hamilton's equations is taken by the equations

$$i_{\tilde{\theta}} \tilde{\omega} = 0 \quad \quad i_{\tilde{\theta}} dt = 1$$

(2.10)

which determine the evolution vector field on $R \times T^*Q$

$$\tilde{\Gamma} = \frac{\partial}{\partial t} + \bar{X}_{\bar{H}}$$

(2.11)

The equations (2.6), $\bar{q}^i \equiv \bar{F}^i_q$, $\bar{p}_i \equiv \bar{F}^i_p$, are those for the integral curves of $\bar{\Gamma}$, so that they turn out to be the extremals of the variational principle $\delta \bar{S} = 0$. Equations (2.10), (2.11) imply that on $T^*Q$ Eqs. (2.10) are replaced by $i_{\bar{\Gamma}_0} \tilde{\omega} = -dH$, $\bar{\Gamma}_0 = \bar{X}_{\bar{H}}$.

The velocity-space, i.e. tangent space $TQ$, description is based on the replacement of the second-order Euler-Lagrange differential equations (2.2) by pairs of first-order differential equations, as occurs in the phase-space description, by introducing independent coordinates $v^i$. These will be related to $\bar{q}'(t)$ by half of the new equations of motion, similarly to the way in which the first half of Hamilton's equations (2.6) determine $\bar{q}'$ as a function of $\bar{q}^i, \bar{p}_i$ by realizing the inversion of the relations $p_i = \partial L/\partial \dot{q}^i$.

Let us denote by $\tilde{f}(q,v)$ a function on $TQ$ which has been obtained from $f(q,\dot{q})$ with the replacement $\dot{q}^i \rightarrow v^i$. Then $L(q,\dot{q}) \rightarrow L(q,v)$. Instead of the Hamiltonian $H(q,p)$, let us introduce the energy function

$$\tilde{E}(q,v) = v^i \frac{\partial \tilde{L}}{\partial v^i} - \tilde{\omega}$$

(2.12)

and the following action
\[
\begin{align*}
\tilde{S} &= \int_{t_0}^{t_1} dt \tilde{L}_v \\
\tilde{L}_v &= \dot{q}^i \left( \frac{\partial \tilde{L}}{\partial \dot{q}^i} \right) - \tilde{E}
\end{align*}
\]

(2.13)

If we introduce the following antisymmetric matrix:

\[
R_{ij} = \frac{\partial^2 \tilde{L}}{\partial \dot{q}^i \partial \dot{q}^j} - \frac{\partial^2 \tilde{L}}{\partial \dot{q}^j \partial \dot{q}^i}
\]

\[
R_{ij}(q, \dot{q}) \rightarrow \tilde{R}_{ij}(q, \dot{q})
\]

(2.14)

the variation of \(\tilde{S}\) is

\[
\delta \tilde{S} = \int_{t_0}^{t_1} dt \left\{ \frac{d}{dz} \left( \frac{\partial \tilde{L}}{\partial \dot{q}^i} \right) + \dot{q}^i \left( \frac{\partial^2 \tilde{L}}{\partial \dot{q}^j \partial \dot{q}^i} \delta q^j + \frac{\partial^2 \tilde{L}}{\partial \dot{q}^j \partial \dot{q}^i} \delta \dot{q}^j - \frac{\partial \tilde{E}}{\partial \dot{q}^i} \delta \dot{q}^j - \frac{\partial \tilde{E}}{\partial q^i} \delta q^j \right) \right\} =
\]

\[
= \int_{t_0}^{t_1} dt \left\{ \frac{d}{dz} \left( \frac{\partial \tilde{L}}{\partial \dot{q}^i} \right) - \dot{q}^i \left( \tilde{R}_{ij} \delta q^j + \tilde{R}_{ij} \delta \dot{q}^j + \frac{\partial \tilde{E}}{\partial q^j} \right) +
\]

\[
+ \dot{q}^i \left( \tilde{\tilde{A}}_{ij} \delta q^j - \frac{\partial \tilde{E}}{\partial q^j} \right) \right\}
\]

(2.15)

Here \(\tilde{A}\) corresponds to the Hessian matrix \(A\) and \(\tilde{B}\) will denote \(A^{-1}\). As we have

\[
\frac{\partial \tilde{E}}{\partial q^i} = \dot{q}^j \frac{\partial^2 \tilde{L}}{\partial \dot{q}^j \partial q^i} - \frac{\partial L}{\partial \dot{q}^i}, \quad \frac{\partial \tilde{E}}{\partial \dot{q}^i} = \tilde{A}_{ij} \dot{q}^j
\]

we can rewrite \(\delta \tilde{S}\) in the following form:

\[
\delta \tilde{S} = \int_{t_0}^{t_1} dt \left\{ \frac{d}{dz} \left( \frac{\partial \tilde{L}}{\partial \dot{q}^i} \right) - \dot{q}^i \tilde{A}_{ij} \left[ \dot{q}^j + \tilde{B}^{jk} \frac{\partial \tilde{E}}{\partial q^k} +
\right.
\]

\[
+ \tilde{R}_{kh} \left[ \frac{\partial \tilde{E}}{\partial q^k} \right] + (\delta q^i \tilde{\tilde{A}}_{ij} - \dot{q}^i \tilde{R}_{ij}) (\delta q^j - \tilde{B}^{jk} \frac{\partial \tilde{E}}{\partial q^k}) \right\} =
\]

\[
= \int_{t_0}^{t_1} dt \left\{ \frac{d}{dz} \left( \frac{\partial \tilde{L}}{\partial \dot{q}^i} \right) - \dot{q}^i \tilde{A}_{ij} \left[ \dot{q}^j + \tilde{B}^{jk} (\tilde{R}_{kh} v^k - \frac{\partial \tilde{E}}{\partial q^k}) +
\right.
\]

\[
+ \frac{\partial^2 \tilde{L}}{\partial q^k \partial \dot{q}^j} \delta q^k \right\} + (\delta q^i \tilde{A}_{ij} - \dot{q}^i \tilde{R}_{ij}) (\delta q^j - \dot{q}^j) \right\}
\]

(2.16)

When \(\delta q^i(t) = 0\) at \(t = t_0, t_1\), \(\delta \dot{q}^i(t)\) arbitrary, \(\delta \tilde{S} = 0\) implies the first-order Euler-Lagrange differential equations
\[
\begin{align*}
\left\{ \begin{array}{l}
\tilde{L}_{qi} = -\tilde{A}_{ij} [\nabla_i + \tilde{b}^j \nabla_i (\frac{\partial L}{\partial q^j} + \tilde{R}_{kh} \tilde{b}^k \frac{\partial \tilde{L}}{\partial v^k})] - \tilde{R}_{ij} (q_i - q^j) = 0 \\
\tilde{L}_{vi} = \tilde{A}_{ij} (q^j - q^i) = 0 \\
\end{array} \right.
\end{align*}
\] (2.17)

whose normal form is

\[
\begin{align*}
\left\{ \begin{array}{l}
\dot{q}^i = v^i \\
\dot{v}^i = -\tilde{b}^j \left( \frac{\partial \tilde{L}}{\partial q^j} + \tilde{R}_{jk} \tilde{b}^k \frac{\partial \tilde{L}}{\partial \dot{v}^k} \right) = \tilde{g}^{ij} \dot{q}_j = \tilde{\Lambda}^i \\
\end{array} \right.
\end{align*}
\] (2.18)

where \(\tilde{\Lambda}^i\) is obtained from the \(\Lambda^i\) of Eqs. (2.5).

The normal form (2.18) can be rewritten in the form of Hamilton’s equations by using suitably-defined Poisson brackets. In TQ, there is neither a natural Cartan-Liouville 1-form nor a symplectic 2-form independent of the system under consideration. Instead, TQ admits [61] only an intrinsic so-called ‘vertical endomorphism’ [a \((1,1)\) tensor field \(S\) on \(TQ\)], which allows the definition of the vertical derivative \(d_v\) [an antiderivation of degree one on \(\Lambda(TQ)\), the Grassmann algebra of the differential forms on \(TQ\)] with the following properties:

\[
\begin{align*}
\left\{ \begin{array}{l}
d_v^2 = 0 \\
d_v d_v + d_v d_v = 0 \\
d_v \tilde{g} = \frac{\partial \tilde{g}}{\partial v^i} d_v q^i \\
d_v d_v q^i = 0 \\
d_v d_v v^i = d_v q^i \\
\end{array} \right.
\end{align*}
\] (2.19)

where \(d\) is the exterior derivation. \(d_v^2 = 0\) is connected with the vanishing of the \((1,2)\) Nijenhuis tensor field (the analogue of torsion in Riemannian geometry) associated with the vertical endomorphism. \(d_v\) allows the following definition of the Cartan-Liouville and symplectic forms on \(TQ\) for a system with the Lagrangian \(L\):

\[
\begin{align*}
\left\{ \begin{array}{l}
\mathcal{G}_L = d_v \tilde{L} = \frac{\partial \tilde{L}}{\partial v^i} d_v q^i \\
\omega_L = d \mathcal{G}_L = -\frac{1}{2} \tilde{R}_{ij} \lambda \dot{q}_i \lambda \dot{q}_j + \tilde{A}_{ij} \lambda \dot{q}_i \lambda \dot{q}_j \\
\end{array} \right.
\end{align*}
\] (2.20)

Equations (2.20) are also the pullback of the \(\tilde{\theta}, \tilde{\omega}\) on \(T'Q\) through the Legendre transformation \(FL: TQ \to T'Q\). Analogously, the Poincaré-Cartan and contact forms on the extended velocity space \(R \times TQ\) [isomorphic to the first-jet bundle \(J^1 (R, Q)\)] are

\[
\begin{align*}
\left\{ \begin{array}{l}
\tilde{\theta}_L = \mathcal{G}_L - \tilde{E} \dot{t} \\
\tilde{\omega}_L = d \tilde{\theta}_L = \omega_L + (\dot{\alpha}_i + \tilde{R}_{ij} \dot{v}^j) d_v \lambda \dot{q}_i \lambda \dot{q}_j - \tilde{A}_{ij} \lambda \dot{q}_i \lambda \dot{q}_j \\
\end{array} \right.
\end{align*}
\] (2.21)
\( \omega_L \) induces the following Poisson brackets \([3]\) on \( TQ \):

\[
\{ \hat{q}^i, \hat{q}^j_L \} = B^{ij} \left( \frac{\partial^2}{\partial q^i \partial q^j} - \frac{\partial^2}{\partial q^j \partial q^i} \right) + \frac{\partial^2}{\partial q^i \partial \hat{v}} B^{ik} \hat{R}^{kj} \hat{B}^{kj} \frac{\partial \hat{q}^j}{\partial v^k}
\]

which imply

\[
\begin{align*}
\{ q^i, q^j_L \} & = 0 \\
\{ q^i, v^j_L \} & = B^{ij} \\
\{ v^i, v^j_L \} & = \hat{B}^{ik} \hat{R}^{kj} \hat{B}^{kj} \\
\{ \hat{q}^i, \frac{\partial \hat{q}^j}{\partial \hat{v}} \} & = \delta^i_j \\
\{ \frac{\partial \hat{q}^i}{\partial \hat{v}}, \frac{\partial \hat{q}^j}{\partial \hat{v}} \} & = 0
\end{align*}
\]

(2.23)

Therefore, a symplectic basis is not \( (q^i, v^i) \) but \( (q^i, \hat{p}_i = \partial \hat{L} / \partial \hat{v}^i) \), as in phase space. Equations (2.18) become Hamilton’s equations with the energy \( \hat{E} \) as the Hamiltonian:

\[
\begin{align*}
\dot{q}^i & = \{ q^i, \hat{E}_L \} = v^i = \hat{p}(q^i) \\
\dot{v}^i & = \{ v^i, \hat{E}_L \} = \hat{\lambda}^i = \hat{p}(v^i)
\end{align*}
\]

(2.24)

where the evolution vector field \( \hat{T} \) on \( R \times TQ \), satisfying \( i_{\hat{T}} \omega_L = 0 \), \( i_{\hat{T}} \text{d}t = 1 \) is

\[
\hat{T} = \frac{\partial}{\partial \hat{t}} + \hat{\lambda} \hat{E}_L \quad \quad \quad \hat{\lambda} = \{ \cdot, \hat{E}_L \}
\]

(2.25)

It is a second-order vector field \([40, 41, 61]\), i.e., its integral curves, solutions of Eqs. (2.24) and extremals of \( \hat{S} \) are the lift to \( TQ \) of the curves in \( Q \) solutions of the second-order equations (2.2). The content of this statement is that the first half of Eqs. (2.24) must be \( \dot{q}^i = \frac{\partial}{\partial \hat{t}} q^i \). For completeness, let us quote [61] that with the vertical endomorphism \( \hat{S} \) and the second-order vector field \( \hat{T} \), \( TQ \) may be endowed with an ‘almost tangent structure’, i.e., a \((1,1)\) tensor field \( J \) on \( TQ \) with \( J^2 = -1 \). It turns out that the symplectic form \( \omega_L \) is invariant under \( J \), \( \omega_L(\hat{X}, \hat{Y}) + \omega_L(\hat{Y}, \hat{X}) = 0 \) for every vector field \( \hat{X}, \hat{Y} \) on \( TQ \), allowing the introduction of a Hermitian Riemannian metric on \( TQ \), \( g_L(\hat{X}, \hat{Y}) = -\omega_L(\hat{X}, \hat{Y}) \). This makes \( TQ \) an almost Kähler manifold with \( \omega_L \) as a fundamental \( 2 \)-form. \( TQ \) becomes a Kähler manifold when the \((1,2)\) Nijenhuis tensor field associated with \( J \) vanishes, i.e., if \( J \) is a ‘complex structure’, which means that the vector fields \( \hat{X}_\pm \) satisfying \( J \hat{X}_+ = \pm i \hat{X}_- \) are closed under commutation. For instance, in \( TQ \) with

\[
\hat{\omega} = d\hat{p}_i \wedge d\hat{q}^i = i d\hat{a}_i \wedge d\hat{a}^i, \quad \hat{a}_i = \frac{1}{\sqrt{2}} (\hat{p}_i + i \hat{q}^i),
\]

we get the Kähler potential \( K = \Sigma_i \bar{a}_i a_i \) so that \( \hat{\omega} = -i \partial \bar{\partial} K \), since \( d = \partial + \bar{\partial} \).
Let us now look at the phase space over the velocity space, i.e. $T^*(TQ)$, with the functions over $T^*(TQ)$ denoted by $\tilde{f}$ (q, $\tilde{p}$, v, $\dot{z}$). The momenta are

$$\begin{align*}
\tilde{p}_c &= \frac{\partial \tilde{L}}{\partial q^i} = \frac{\partial \tilde{L}}{\partial v^i} (q, v) \\
\tilde{p}_v &= \frac{\partial \tilde{L}}{\partial v^i} = 0
\end{align*}$$

$$\Rightarrow \quad \tilde{x}_c = \tilde{p}_c - \frac{\partial \tilde{L}}{\partial v^i} \approx 0 \quad \Rightarrow \quad \tilde{p}_v \approx 0$$

(2.26)

and the Hamiltonian is

$$\tilde{H} = q^i \tilde{p}_c + v^i \tilde{p}_v - \tilde{L}_v = \tilde{E}$$

(2.27)

The new Poisson brackets are

$$\{q^i, \tilde{p}_j\} = \{v^i, \tilde{p}_j\} = \delta^i_j$$

(2.28)

In $T^*(TQ)$ all the equations (2.26) are second-class constraints, because

$$\begin{align*}
\{\tilde{x}_c, \tilde{x}_j\} &= -\tilde{R}_{ij} \\
\{\tilde{x}_c, \tilde{p}_j\} &= \delta^i_j \\
\{\tilde{x}_c, \tilde{p}_j\} &= -\tilde{A}_{ij}
\end{align*}$$

$$\text{det } \tilde{C} = \text{det } \begin{pmatrix} -\tilde{R}_{ij} & -\tilde{A}_{ik} \\ \tilde{A}_{kj} & 0 \end{pmatrix} = (\text{det } \tilde{A}) \neq 0$$

(2.29)

This is due to the fact that the Hessian matrix associated with $\tilde{L}_v$ vanishes identically. If we introduce the Dirac Hamiltonian

$$\tilde{H}_D = \tilde{E} + \lambda^i (\tilde{L}_c + \tilde{L}_v \tilde{p}_v)$$

(2.30)

the preservation of these constraints gives the following conditions

$$\begin{align*}
\{\tilde{x}_c, \tilde{H}_D\} &= -\frac{\partial \tilde{E}}{\partial q^i} - \tilde{R}_{ij} \lambda^j + \tilde{A}_{ij} \lambda^i \\
\{\tilde{p}_v, \tilde{H}_D\} &= \tilde{A}_{ij} (\lambda^i - v^i) = 0
\end{align*}$$

(2.31)

Their solution is $\lambda^1 = v^i$, $\lambda^2 = -\tilde{B}^{ij} [(\partial \tilde{E}/\partial q^j) + \tilde{R}_{jk} v^k] = \tilde{B}^{ij} \tilde{z}_j = \tilde{\lambda}^i$, so that $\tilde{H}_D$ becomes

$$\tilde{H}_D^F = \tilde{E} + v^i (\tilde{p}_c - \frac{\partial \tilde{L}}{\partial v^i}) + \tilde{\lambda}^i \tilde{p}_v = v^i \tilde{p}_c - \tilde{L} + \tilde{\lambda}^i \tilde{p}_v$$

(2.32)

These second-class constraints are due to the fact that $\tilde{L}_v$ describes a first-order dynamics. As a consequence, $\tilde{L}_v$ is weakly quasi-invariant under the following local variations (see Section 5 for the definition of weak quasi-invariance):
\[
\begin{align*}
\{S q^i = \eta^i(t) \Rightarrow & \quad d \hat{L}_V^\ast = 4 \frac{d}{dt} (2 \hat{L}_V) + \eta^i (\hat{L}_q^i + 2 \hat{L}_m \overline{B}^{kj} \hat{L}_{\nu^i}) \equiv \frac{d}{dt} (2 \hat{L}_V) \eta^i) \\
\{S \nu^i = \varepsilon^i(t) \Rightarrow & \quad d \hat{L}_V^\ast = \varepsilon^i \hat{L}_{\nu^i} = 0 \end{align*}
\] (2.33)

That is, we get quasi-invariance by using the first-order differential equations of motion which, as shown in Ref. [47], is the property distinguishing these local variations from the ones associated with first-class constraints, i.e., with the gauge transformations.

In \( T^\ast (TQ) \) the action is

\[
\hat{S} = \int_{t_0}^{t_f} dt \left( q^i \dot{\hat{p}}_l^i + \dot{\nu}^i \hat{p}_l^i - \hat{H}_D \right)
\] (2.34)

and the symplectic and contact forms are

\[
\begin{align*}
\hat{\omega}^l &= d \hat{p}_l^i \wedge dq^i + d \hat{\nu}^i \wedge d \nu^i \\
\hat{\omega}' &= \hat{\omega}' - d \hat{H}_D \wedge dt
\end{align*}
\] (2.35)

Hamilton's equations are

\[
\begin{align*}
\dot{q}^i &= \{ q^i, \hat{H}_D \} = v^i \\
\dot{\nu}^i &= \{ \nu^i, \hat{H}_D \} = \tilde{\nu}^i \\
\dot{\hat{p}}_l^i &= \{ \hat{p}_l^i, \hat{H}_D \} \approx \frac{\partial \hat{L}}{\partial q^i} \\
\dot{\hat{\nu}}^i &= \{ \hat{\nu}^i, \hat{H}_D \} = -\tilde{\hat{\nu}}^i \approx 0
\end{align*}
\] (2.36)

As the inverse of the matrix \( \tilde{C} \) of Eqs. (2.29) is

\[
\tilde{C}^{-1} = \begin{pmatrix}
0 & \tilde{B} \\
-\tilde{B} & -\tilde{B} \tilde{B} \tilde{B}
\end{pmatrix}
\] (2.37)

the Dirac brackets associated with the second-class constraints are

\[
\begin{align*}
\{ \hat{\nu}^i, \hat{q}^{j^\prime} \} &= \{ \hat{q}^i, \hat{q}^{j^\prime} \} - \tilde{B} \hat{q}^{j^\prime} \left[ \{ \hat{q}^i, \hat{\nu}^{j^\prime} \} \hat{\nu}^{j^\prime} - \{ \hat{q}^i, \hat{\nu}^{j^\prime} \} \hat{\nu}^{j^\prime} \right] +
\hat{q}^i \hat{\nu}^{j^\prime} \hat{B}^{kij} \hat{B}^{klm} \hat{\nu}^{l^\prime} \hat{\nu}^{m^\prime} \\
&+ \hat{q}^i \hat{\nu}^{j^\prime} \hat{B}^{kij} \hat{B}^{klm} \hat{\nu}^{l^\prime} \hat{\nu}^{m^\prime}
\end{align*}
\] (2.38)
As the second-class constraints (2.26) eliminate the variables \( \dot{v}^i, \ddot{x}_i \), we get

\[
\begin{align*}
\{ q^i, q^j \} &= \{ \tilde{p}_i, \tilde{p}_j \} = 0 \\
\{ q^i, \tilde{p}_j \} &= \delta^i_j \\
\tilde{H}_0 &= \tilde{E} \equiv \nu \tilde{p}_i - \tilde{p}_i = \tilde{H}(q, \tilde{p})
\end{align*}
\]

(2.39)

where \( \tilde{H} \) is the same function as \( H \) in \( T^*Q \). Therefore, we get the same description as in the ordinary phase space with Hamilton's equations (2.6). On the other hand, if we consider the Lagrangian subspace \([55]\) \( T^*Q = (q^i, v^i) \) of \( T^*(TQ) \), i.e. a subspace such that the restriction of \( \omega' \) to it vanishes, then the Dirac brackets (2.38) coincide with the Poisson brackets (2.22) for the functions \( \tilde{f}(q, v) \). Finally, let us remark that Eqs. (2.36) and (2.6) imply \( \dot{v}^i = \frac{\partial L}{\partial \dot{q}^i} \) \( \tilde{p}_i = \partial H(q, \dot{p})/\partial \dot{p}_i \): this is the resolution in the \( v^i \) of the constraints \( \ddot{x}_i = \dot{p}_i - (\partial L/\partial v^i) = 0 \).
3. QUANTUM MECHANICS IN THE REGULAR CASE

The canonical quantization of the ordinary phase space $T^*Q$ is realized by considering Hermitian operators $\hat{q}_i, \hat{p}_j$, acting on a Hilbert space and satisfying the commutation relations

$$[\hat{q}_i, \hat{p}_j] = i\hbar \delta_{ij}$$

(3.1)

Modulo ordering problems one defines the Hermitian operator $\hat{H}$ and writes the Schrödinger equation

$$i \frac{\partial}{\partial t} \Psi(q,t) = \hat{H} \Psi(q,t)$$

(3.2)

The scalar product is $\langle \psi_1 | \psi_2 \rangle = \int d^n q \psi_1^* \psi_2$.

To the evolution operator $\exp \left[-i/\hbar \hat{H}(t-t_0)\right]$ can be given the usual representation [62] by means of a path integral in $T^*Q$ with the Liouville measure

$$K(q,q_0,t-t_0) = \int_{q_0,t_0}^{q,t} d\omega q d\omega p \quad e^{-i \frac{\hbar}{\hbar} \int_{t_0}^{t} dt \left( \hat{q}_i \hat{p}_j - \hat{H} \right)}$$

(3.3)

always modulo ordering problems and canonical transformations [63]. When $L = \Sigma_i (m_i/2)(\dot{q}_i)^2 - V(q_i)$, by making the integration over the momenta, one also gets the following representation with a trivial measure:

$$K(q,q_0,t-t_0) = \int_{q_0,t_0}^{q,t} d\omega q \quad e^{-i \frac{\hbar}{\hbar} \int_{t_0}^{t} dt \quad L}$$

(3.4)

For more complicated $L$ the measure in Eq. (3.4) becomes non-trivial. The solution of Eq. (3.2) with initial data at $t = t_0$ has then the form

$$\Psi(q,t) = \int d^n q_0 \quad K(q,q_0,t-t_0) \Psi(q_0,t_0)$$

(3.5)

Let us now make the canonical quantization of $T^*(TQ)$. If we quantize the reduced phase space defined by the Dirac brackets (2.39), we get the same results as Eqs. (3.1) to (3.5). Let us instead quantize the full $T^*(TQ)$ by imposing the commutation relations

$$[\hat{q}_i, \hat{p}_j] = [\hat{q}_i, \hat{p}_j] = i\hbar \delta_{ij}$$

(3.6)

The Schrödinger equation will be

$$i \frac{\partial}{\partial t} \phi(q_1,q_2,t) = \hat{H}_0 \phi(q_1,q_2,t)$$

(3.7)

and the scalar product is now

$$\langle \phi_1 | \phi_2 \rangle = \int d^n q d^n v \quad \phi_1^* \phi_2$$

(3.8)
The second-class constraints are usually imposed by requiring that the physical states $|\phi_p\rangle$ satisfy

$$\langle \phi_p | \hat{\pi}_c | \phi_p \rangle = 0$$

(3.9)

Another possibility is to rewrite the classical constraints $\bar{x}_i = 0$ as $\bar{q}^i = q^i - (\partial H / \partial \bar{p}_i) \approx 0$ (see the end of the previous section). Then one performs the following canonical transformation [42]:

$$q^i, \bar{p}_i \quad \rightarrow \quad \tilde{q}^i(q, \tilde{p}, \pi) \quad \tilde{p}_i(q, \tilde{p}, \pi)$$

(3.10)

For instance, if $L = (\frac{m_i}{2}) (q^i)^2 - V(q^i)$, we get $\tilde{q}^i = q^i - \delta^i_j \bar{p}_j / m_i$, $\tilde{Q}^i = q^i - \delta^i_j \bar{\pi}_j / m_i$, $\tilde{P}_i = p_i$.

If this canonical transformation is unitarily implementable with respect to the scalar product (3.8), we can do a Gupta-Bleuler quantization of the constraints $\tilde{q}^i \approx 0$, $\tilde{\pi}_i = 0$. By introducing the operators $\hat{a}_i^+ = (1/\sqrt{2}) (\tilde{q}^i + i \tilde{\pi}_i)$, $\hat{a}_i = (1/\sqrt{2}) (\tilde{q}^i - i \tilde{\pi}_i)$, we impose the conditions

$$\hat{a}_i^+ | \phi_p \rangle = 0 \quad \langle \phi_p | \hat{a}_i = 0$$

(3.11)

which are a solution of Eqs. (3.9).

The solutions of Eqs. (3.11) are non normalizable with respect to the scalar product (3.8), except for the trivial solutions $|\psi(q)\rangle \propto |0\rangle$ corresponding to the origin of the vector subspace $\mathcal{H}_{\psi}^i$ of the Hilbert space $\mathcal{H}_{\psi}^i$. The vector $|0\rangle$ has zero norm and the physical Hilbert space can be defined by going to the quotient with respect to this state, recovering thus the Hilbert space associated with $T^*Q$. This is a limiting case of the Gupta-Bleuler method used in QED and string theory.

Let us now consider the following path integral with a Liouville measure over $T^*(T^*Q)$ modified to a Faddeev-Popov measure due to the second-class constraints [64]

$$K(q, q_0, t-t_0) = \int_{q_{t_0}}^{q_t} dq \frac{\det \tilde{C}}{\det C} \prod_i \prod_j \mathcal{S}(\tilde{x}_i) \mathcal{S}(\tilde{\pi}_i) \sqrt{\text{det} \tilde{C}}$$

$$e^{-\frac{i}{\hbar} \int_{t_0}^{t} dt \left[ q^i \tilde{p}_i + \bar{q}^i \bar{\pi}_i - \tilde{H}_0 \right]}$$

(3.12)

where $\tilde{C}$ is defined in Eqs. (2.29). As $\sqrt{\text{det} \tilde{C}} = |\text{det} \tilde{A}| = |\text{det} ([\tilde{x}_i, \tilde{\pi}_j])| = |\text{det} (\partial \tilde{x}_i / \partial \bar{q}^j)|$, we get

$$\prod_i \mathcal{S}(\tilde{x}_i) \sqrt{\text{det} \tilde{C}} = \prod_i \mathcal{S}(\tilde{p}_i - \frac{\partial \tilde{L}_i}{\partial \bar{q}^j}) |\text{det} (\frac{\partial \tilde{x}_i}{\partial \bar{q}^j})| = \prod_i \mathcal{S}(\bar{q}^i - \frac{\partial \tilde{L}_i}{\partial \bar{q}^j})$$

(3.13)

Therefore, by doing the integrations over $\bar{q}^i$, $\tilde{\pi}_i$ and by noting that this implies $\tilde{E}(q, \bar{q}) \rightarrow \tilde{H}(q, \bar{p})$, we recover Eq. (3.3).
On the other hand, the constraints $\hat{\chi}_i$ are resolved in the momenta $\hat{p}_i$. Therefore, when one is allowed to interchange the order of the integrations over $\hat{p}_i$ and $\nu^i$ (this has to be checked for each system [62, 63]), we get the following measure for the path integral over $TQ$

$$K(q, q_0, t-t_0) = \int_{q_0 = q_0}^{q t} \int_{q_0}^{q t} \frac{d\nu^i}{2\pi} \frac{d\nu^i}{2\pi} \left( \frac{\hat{q} \hat{p}_i}{\nu^i} - \hat{E} \right)$$

(3.14)

with $\tilde{S}$ of Eqs. (2.13) as the effective action. The non-trivial measure is the remnant of the second-class constraints and has the remarkable property that the square root of Eqs. (3.12) has naturally disappeared owing to Eqs. (2.29). When Eq. (3.4) holds, it can be reached from Eq. (3.12) either via $T^*Q$ [Eq. (3.3)] or via $TQ$ [Eq. (3.14)]. The price to pay for the velocity-space description is the presence of second-class constraints, so that to define a BRS prescription for $\tilde{L}$, and/or $\hat{q} \hat{p}_i + \nu^i \hat{\chi}_i - \hat{E}$ requires finding an embedding of our system in a larger system $(q', \nu') \rightarrow (q', \nu', \xi')$, in which all the constraints become first class owing to the presence of the extra auxiliary variables $\xi'$ and of their momenta $\chi_i$, along the lines of Ref. [28].
4. SINGULAR SYSTEMS: THE T^Q APPROACH

Let us now consider a system described by a singular Lagrangian \( L(q, \dot{q}) \), i.e. such that \( \text{det} \ A = 0 \). In this case [1–4, 42] the relation \( p_i = \frac{\partial L}{\partial \dot{q}^i} \) cannot be inverted to get all the velocities in terms of \( q, p \). A certain number of functions \( g(q, \dot{q}) \), depending in an essential way on the velocities, will not be projectable to \( T^*Q \), that is cannot be expressed as \( \tilde{g}(q, p) \) via the Legendre transformation, and an equal number of primary constraints \( \Phi_a(q, p) = 0 \) will appear in \( T^*Q \). Therefore, only the closed submanifold \([13, 15, 46] \tilde{\gamma}_1 \subset T^*Q \) defined by these constraints is relevant for the system under consideration. However, \( \tilde{\gamma}_1 \) is not a symplectic manifold, but only a presymplectic one [13]: that is the restriction \( \tilde{\omega}_1 \) of the symplectic 2-form \( \omega \) of \( T^*Q \) to \( \tilde{\gamma}_1 \) is closed but degenerate. This means that a set of vector fields \( \chi \) on \( \tilde{\gamma}_1 \) exists, said to be the kernel of \( \tilde{\omega}_1 \), ker \( \tilde{\omega}_1 \), such that \( i_\chi \tilde{\omega}_1 = 0 \), \( \chi \in \text{ker} \tilde{\omega}_1 \). It turns out [13, 46] that ker \( \tilde{\omega}_1 \) is spanned by the vector fields \( \chi_a = \{\cdot, \Phi_a \} \) on \( T^*Q \) which are tangent to \( \tilde{\gamma}_1 \) and such that \( \{\Phi_{a'}^\prime, \Phi_a\}|_{\tilde{\gamma}_1} = 0 \) for all \( a, a' \), i.e. the \( \Phi_a \) are first class with respect to all the primary constraints. The canonical Hamiltonian \( \tilde{H}_c = \dot{q}^i p_i - L = \tilde{H}_c(q, p) \) on \( T^*Q \) has to be generalized to the Dirac Hamiltonian

\[
\tilde{H}_D = \tilde{H}_c + \Sigma_a \lambda^a(t) \Phi_a
\]

and we get the Hamilton equations (2.6) on \( T^*Q \) with \( \tilde{H} \) replaced by \( \tilde{H}_D \).

The arbitrary Dirac multipliers \( \lambda^a(t) \), enforcing the restriction from \( T^*Q \) to \( \tilde{\gamma}_1 \), are the phase-space analogue of the non-projectable velocity functions \( g^a(q, \dot{q}) \). This can be checked a posteriori by means of the first half of the final Hamilton equations: from them can be extracted the natural \( T^*Q \)-oriented functional form of the \( g^a \) such that \( g^a(c, \dot{q}) = \lambda^a \). At the Lagrangian level, any other functional form of the \( g^a \) would be allowed, reflecting itself in a redefinition of the functional form of the primary constraints \( \Phi_a \). The only restriction, apart from covariance requirements, is that the new \( \Phi_a \) be functionally independent, similarly to the \( \Phi_a \), and should determine the same submanifold \( \tilde{\gamma}_1 \).

With the Dirac Hamiltonian \( \tilde{H}_D \) we can get the Dirac evolution vector field on \( R \times T^*Q \), see Eqs. (2.11), \( \tilde{\Gamma}_D = \frac{\partial}{\partial t} + \tilde{X}_{\tilde{H}_D} = \frac{\partial}{\partial t} + \tilde{X}_{\tilde{H}_C} + \Sigma_a \lambda^a(t) \tilde{\chi}_a \) and verify that it satisfies Eq. (2.10) if we define the following contact 2-form

\[
\tilde{\omega}_D = \omega - d \tilde{H}_D \wedge dt
\]

One has

\[
\begin{cases}
\iota_{\tilde{\chi}_a} \tilde{\omega}_D = -d\Phi_a \\
\iota_{\tilde{\chi}_a} \tilde{\omega}_D = -d\Phi_a + \tilde{\Gamma}_D(\Phi_a) dt
\end{cases}
\]

(4.2)

(4.3)

We have the following situation: the vector fields \( \tilde{X}_a \) are tangent to \( \tilde{\gamma}_1 \) while the remaining \( \tilde{X}_a \) are not. Therefore, the vector field \( \tilde{\Gamma}_D \) is not in general tangent to \( R \times \tilde{\gamma}_1 \) and cannot generate a consistent set of first-order Hamilton equations on \( R \times \tilde{\gamma}_1 \). We must add the requirement that \( \tilde{\Gamma}_D - \frac{\partial}{\partial t} \in \text{ker} \tilde{\omega}_1 \), i.e. that \( \tilde{X}_{\tilde{H}_C} + \Sigma_a \lambda^a \tilde{\chi}_a \) be tangent to \( \tilde{\gamma}_1 \). From Eqs. (4.3) this implies

\[
\dot{\Phi}_a = \tilde{\Gamma}_D(\Phi_a) = \{\Phi_a, \tilde{H}_C\} + \Sigma_b \lambda^b \{\Phi_a, \Phi_b\} = 0
\]

(4.4)
where $\gamma_1$ means restricted to $\gamma_1$. This is the starting point for the Dirac-Bergmann algorithm [1-4, 13, 46]. The solution of Eqs. (4.4) may either determine some of the Dirac multipliers $\lambda^4$ or introduce secondary constraints $\Phi_{2}^{(2)} \approx 0$ (with the obvious notation $\Phi_{a} = \Phi_{a}^{(1)}$) determining a restriction of $\gamma_1$ to a closed submanifold $\gamma_2$. Then all the analysis has to be repeated, until a final closed submanifold $\gamma_F$ is determined. $\gamma_F$ is determined by a sequence $\Phi_{2}^{(1)} = \Phi_{a}^{(2)}, \Phi_{2}^{(2)}, \ldots$ of constraints such that their associated vector fields $X_{a}^{(n)} = [., \Phi_{a}^{(n)}]$ on $T^*Q$ can be divided into two classes [10, 13]: those tangent to $\gamma_F$ and those not tangent. In the Dirac terminology, to the former correspond first-class constraints, while to the latter correspond the second-class ones (which are an even number when all the variables are bosonic). The final Dirac Hamiltonian

$$\bar{H}_F = \bar{H}_E + \sum_{a} \lambda^a(t) \bar{\Phi}_a$$

will contain a final canonical Hamiltonian $\bar{H}_E$, whose associated vector field $\bar{X}_{\bar{H}_E}$ is tangent to $\gamma_F$ (so that $\bar{H}_E$ has a vanishing Poisson bracket with all the constraints), and all the primary first-class constraints $\Phi_{a}$ have arbitrary multipliers $\lambda^a(t)$. Therefore, $\bar{F}_D = (\partial/\partial t) + \bar{X}_{\bar{H}_E}$ will be tangent to $R \times \gamma_F$ and will determine a consistent set of first-order Hamilton equations when restricted to $\gamma_F$ [13, 46]. $\bar{\omega}_F$, the restriction of $\bar{\omega}$ to $\gamma_F$, will have a kernel spanned by the vector fields $\bar{X}_{\bar{a}}$ and $\bar{X}_{\bar{a}}$, where the $\bar{X}_{\bar{a}}$ are the vector fields associated with all the secondary, tertiary, etc., constraints which are first class (we assumed that all of them are generators of gauge transformations for our system). The final degenerate contact form $\bar{\omega}_F = \bar{\omega}_F - d\bar{H}_E, dt$ will have a kernel composed of $\ker \bar{\omega}_F$ plus the vector field $\bar{F}_E = (\partial/\partial t) + \bar{X}_{\bar{H}_E}$. Therefore, $\bar{F}_E = \bar{F}_E + \lambda^a(t) \bar{X}_{\bar{a}}$ will describe an evolution which is a mixture of a deterministic part and of gauge transformations. As all the vector fields $\bar{X}_{\bar{a}}$ are assumed to generate gauge transformations, they must be contained in $\bar{X}_{\bar{H}_E}$:

$$\bar{X}_{\bar{H}_E} = \bar{X}_{\bar{a}} + \sum_{\bar{a}} \bar{c}^{\bar{a}}(q, p) \bar{X}_{\bar{a}}$$

where $\bar{X}_{\bar{a}}$ describes the deterministic part of the evolution, i.e. $\bar{F}_a = (\partial/\partial t) + \bar{X}_{\bar{a}}$ is a second-order vector field [40, 41, 61]. In the general case [34] there may exist higher-order first-class constraints not generating gauge transformations, so that they are not contained in $\bar{X}_{\bar{H}_E}$. Dirac proposed to generalize $\bar{F}_E$ to $\bar{F}_E = \bar{F}_D + \sum_{\bar{a}} \mu^\bar{a}(t) \bar{X}_{\bar{a}} + \sum_{\bar{a}} \lambda^a(t) \bar{X}_{\bar{a}}$. In so doing, we are extending the genuine gauge transformations of our system to generalized gauge transformations.

The observables of our system, i.e. the gauge-invariant quantities, are those functions on $\gamma_F$ which satisfy $\bar{X}_{\bar{a}} \bar{F}_0 = \bar{X}_{\bar{a}} \bar{F}_0 = 0$. They are equivalence classes of functions on $T^*Q$ which have weakly vanishing Poisson brackets with all the first- and second-class constraints [65].

It can be shown [46, 53, 66] that the presymplectic manifold $\gamma_F$ is foliated by the action of the vector fields $\bar{X}_{\bar{a}}, \bar{X}_{\bar{a}}$ and the leaves of this foliation are the so-called gauge orbits. By definition all the points in a gauge orbit are connected by gauge transformations. The reduced phase-space $\gamma_R$ is the quotient of $\gamma_F$ with respect to this foliation. A copy of it can be obtained from $T^*Q$ by defining first the Dirac brackets with respect to all the second-class constraints, by introducing global gauge-fixing constraints for all the first-class constraints, and then by defining the final Dirac brackets.

When $\gamma_R$ exists as a manifold, when the $\bar{X}_{\bar{a}}, \bar{X}_{\bar{a}}$ define a Lie algebra $g$ and when many mathematical hypotheses are satisfied [46, 53, 54, 66] $\gamma_F$ is a bundle associated to a principal fibre bundle with basis $\gamma_R$ and with a structural group $G$ whose Lie algebra is $g$. The fibres are the gauge orbits and the infinite-dimensional group of the gauge transformations realizes the changes of the local sections. If, moreover, $\gamma_R = T^*\delta$, $\delta$ is the reduced configuration space of the original configuration space $Q$.  
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This description of the T'Q formulation of singular systems is only qualitative and is oversimplified. At each stage of the analysis, many mathematical requirements have to be introduced, which will be reflected in restrictions on the original Lagrangian L(q,\dot{q}). Moreover, in the generic case Eqs. (4,4) will not have a unique solution, and each solution will require a separate discussion leading to a set of disjoint final closed submanifolds \bar{\gamma}_F. This means that the analysis of the original Euler–Lagrange equations associated with L(q,\dot{q}) must imply the existence of an equal number of disjoint classes of solutions.

While all the pieces of the previous discussion are spread in the physical and mathematical literature (including many topological aspects ignored here), their Lagrangian and TQ counterparts have been much less investigated. The starting points should be: to find the Lagrangian analogues of the Dirac–Bergmann algorithm and to understand TQ. Actually, TQ is carrying more information than T'Q because, owing to the degenerate nature of the Legendre transformation in the singular case, all TQ is mapped only in \gamma_1, the primary constraint submanifold of T'Q. This means that TQ is intrinsically a presymplectic manifold which is not isotropically embedded [15] in a larger unphysical symplectic manifold, such as \gamma_1 in T'Q. Moreover, its presymplectic 2-form \omega_L has a much larger kernel [46] than \bar{\omega}_1, whose extra vector fields are connected with local dynamical invariances of the original Euler–Lagrange equations, which are independent of the local invariances of L(q,\dot{q}), as will be shown in the next section.

Let us end this section by noting that in the favourable case in which \gamma_R = T'\delta one would expect that a final submanifold \gamma_F of TQ can be reduced to T\delta and that, also considering T'(TQ) as in the regular case, the situation in Fig. 1 should be realized with all the arrows being well-defined projections [\bar{\omega}_1 and \bar{\gamma}_F are the primary and final constraint submanifolds in T'(TQ)].

When \delta exists, it is possible to define a projection from Q: to \delta, the configuration space of gauge orbits [81]. Even when \delta does not exist globally, the connection between \gamma_R and \gamma_R is given by a mapping \tau such that \tau_0 \pi = \bar{\pi}_0 FL. We are not aware of any detailed study of these problems.
5. SINGULAR LAGRANGIANS

Let us define a class of singular systems which is simple enough to be analysed without superfluous complications, but which contains as many interesting cases as possible. Let $L(q,\dot{q})$ be such that in the phase space we get the following situation. There are i) $k_1$ primary constraints $\Phi_\alpha$, $\alpha = 1, \ldots, k_1$, which do not generate secondary constraints and which at the end will be first class; ii) $k_2$ primary constraints $\Phi_\beta^j$, $\beta = k_1 + 1, \ldots, k_1 + k_2$, each one of which will generate a secondary constraint $\Phi_\beta^j$, and at the end both $\Phi_\beta$ and $\Phi_\beta^j$ will be first class; iii) $2k_3$ primary constraints $\Phi_r$, $r = k_1 + k_2 + 1, \ldots, k_1 + k_2 + 2k_3$, which do not generate secondary constraints and which at the end will constitute pairs of second-class constraints; iv) $k_4$ primary constraints $\Phi_s$, $s = k_1 + k_2 + 2k_3 + 1, \ldots, k_1 + k_2 + 2k_3 + k_4$, each one of which will generate a secondary constraint $\Phi_s^s$, so that at the end each pair $\Phi_s$, $\Phi_s^s$ is second class. No tertiary constraints are generated, so that the total number of constraints is $k_1 + 2k_2 + 2k_3 + 2k_4$ and $k_1 + 2k_2$ are first class: the dimension of the reduced phase space will be $2[n - (k_1 + 2k_2) - k_3 - k_4]$. The Dirac Hamiltonian is

$$\bar{H}_D = \bar{H}_c + \sum_\alpha \lambda^\alpha \dot{\Phi}_\alpha + \sum_\beta \lambda^\beta \dot{\Phi}_\beta + \sum_\gamma \lambda^\gamma \dot{\Phi}_\gamma + \sum_\delta \lambda^\delta \dot{\Phi}_\delta$$

(5.1)

and $\bar{\gamma}_1$ is determined by $\bar{\Phi}_\alpha = 0$, $\bar{\Phi}_\beta = 0$, $\bar{\Phi}_r = 0$, $\bar{\Phi}_s = 0$.

Equations (4.4) have the following form

$$\begin{cases}
\dot{\Phi}_\alpha = \{\bar{\Phi}_\alpha, \bar{H}_D\} \approx 0 \\
\dot{\Phi}_\beta = \{\bar{\Phi}_\beta, \bar{H}_D\} \approx 0 \\
\dot{\Phi}_r = \{\bar{\Phi}_r, \bar{H}_D\} \approx 0 \\
\dot{\Phi}_s = \{\bar{\Phi}_s, \bar{H}_D\} \approx 0
\end{cases}$$

(5.2)

The $\alpha$ equations are void, the $\beta$ ones have the solutions $\bar{\Phi}_\beta = 0$, the $r$ ones determine the $\lambda^\gamma$, the $s$ ones have the solutions $\bar{\Phi}_s^s = 0$. For the sake of simplicity we shall assume the following conditions to be satisfied (in the generic case $\lambda^\gamma \neq 0$ and $= 0$ has to be replaced by $\bar{\gamma}_1$):

$$\begin{cases}
\lambda^\gamma = 0 \\
\{\bar{\Phi}_{\alpha_1}, \bar{H}_c\} = \{\bar{\Phi}_{\alpha_1}, \bar{\Phi}_{\alpha_2}\} = 0 \quad A = \alpha_1 \beta_1 \gamma_5 \\
\{\bar{\Phi}_{\beta_1}, \bar{H}_c\} = \{\bar{\Phi}_{\beta_1}, \bar{\Phi}_{\beta_2}\} = 0 \quad A = \alpha_1 \beta_1 \gamma_5 \\
\{\bar{\Phi}_{\gamma_1}, \bar{H}_c\} = \{\bar{\Phi}_{\gamma_1}, \bar{\Phi}_{\gamma_2}\} = 0 \quad A = \alpha_1 \beta_1 \gamma_5
\end{cases}$$

(5.3)

$\bar{\gamma}_1$ is restricted to $\bar{\gamma}_2$ by $\bar{\Phi}_\beta = 0$, $\bar{\Phi}_s^s = 0$ and $\bar{H}_D$ becomes

$$\bar{H}'_D = \bar{H}_c + \sum_\alpha \lambda^\alpha \dot{\Phi}_\alpha + \sum_\beta \lambda^\beta \dot{\Phi}_\beta + \sum_\delta \lambda^\delta \dot{\Phi}_\delta$$

(5.4)
The new equations (4.4) are
\[
\begin{align*}
\dot{\Phi}_B' &= \{ \Phi_B', \Phi_B' \} \approx 0 \\
\dot{\Phi}_s' &= \{ \Phi_s', \Phi_B' \} \approx 0
\end{align*}
\]  
(5.5)

The \(\beta\) equations are void, while the \(s\) equations determine \(\lambda^s\). Again let us assume
\[
\begin{align*}
\lambda^s &= 0 \\
\{ \Phi_B', \Phi_B' \} &= \{ \Phi_B', \Phi_B' \} = 0 \\
\{ \Phi_s', \Phi_B' \} &= \{ \Phi_s', \Phi_B' \} = 0
\end{align*}
\]  
(5.6)

The hypothesis that \(\Phi_j'\) is first class implies also that \(\Phi_j', \Phi_j' = 0\), but again we assume
\[
\{ \Phi_B', \Phi_B' \} = 0
\]  
(5.7)

As the \(\Phi_j'\) are assumed to be generators of gauge transformations, the equations \(\{ \Phi_j', \Phi_j' \} = \Phi_j', \Phi_j' = 0\) must imply [see also Eqs. (4.6)]:
\[
\begin{align*}
\Phi_B' &= \Phi_B' + \sum_{\beta} \bar{c}^\beta (q, p) \Phi^j_{\bar{\beta}} \\
\{ \Phi_B', \Phi_B' \} &= \{ \Phi_B', \Phi_B' \} = \{ \Phi_B', \Phi_B' \} = 0 \\
\{ \Phi_B', \Phi_B' \} &= \{ \Phi_B', \Phi_B' \} = \{ \Phi_B', \Phi_B' \} = 0
\end{align*}
\]  
(5.8)

Therefore, \(\tilde{\gamma}_F = \tilde{\gamma}_2\) and the final Dirac Hamiltonian is
\[
\begin{align*}
\bar{H}_B' &= \bar{H}_d + \sum_{\beta} \bar{c}^\beta \bar{c}^{\beta j} + \sum_{\alpha} \lambda^\alpha \bar{c}^{\alpha k} + \sum_{\beta} \lambda^\beta \bar{c}^{\beta j}
\end{align*}
\]  
(5.9)

Its associated Hamilton equations imply: i) \(g^\alpha(q, \dot{q}) = 0\), \(A = \alpha, \beta\); ii) \(g^\alpha(q, \dot{q}) = 0\), \(A = r, s\); iii) \(\bar{c}^\beta \in \{ \bar{c}^\beta, \bar{H}_B' \} = \lambda^\beta\) so that the functions \(\bar{c}^\alpha\) in Eqs. (5.8) are arbitrary. Their arbitrariness is induced by the velocity functions \(g^\alpha\).

Let us remark that the primary constraints \(\Phi_A^\alpha(q, p) = 0, A = \alpha, \beta, r, s\), are a consequence of the non-invertibility of \(k_1 + k_2 + 2k_3 + k_4\) of the equations \(p_i(q, \dot{q}) = \partial L/\partial \dot{q}^i\) in \(\dot{q}^i\). Therefore we have
\[
\Phi_A^\alpha(q, p) \big|_p = \partial L/\partial \dot{q}^i = \Phi_A^\alpha(q, p(q, \dot{q})) \equiv 0
\]  
(5.10)
That is, the primary constraints vanish identically at the Lagrangian level. Two consequences of Eqs. (5.10) are

\[
\begin{align*}
0 & \equiv \frac{\partial}{\partial p_i} \phi_R(q_i, p(q_i)) = A_{ij} \frac{\partial \phi_A}{\partial p_j} \\
0 & \equiv \frac{\partial}{\partial q_i} \phi_R(q_i, p(q_i)) = \frac{\partial}{\partial q_i} \phi_A + \frac{\partial}{\partial q_i} \phi_B \frac{\partial \phi_A}{\partial p_i} \\
\end{align*}
\]  
(5.11)

The first one tells us that $\partial \phi_A/\partial p_j$ are the null eigenvector (assumed linearly independent) of the Hessian matrix $A$. The second one gives the following result $(A, B = \alpha, \beta, r, s)$:

\[
\begin{align*}
\frac{\partial \phi_A}{\partial q_i} \frac{\partial \phi_B}{\partial p_j} & = \frac{\partial \phi_A}{\partial p_i} \frac{\partial \phi_B}{\partial p_j} - \frac{\partial \phi_A}{\partial p_i} \frac{\partial \phi_B}{\partial q_i} \\
& = -\frac{\partial \phi_A}{\partial p_i} R_{ij} \frac{\partial \phi_B}{\partial p_j} - \phi_B(q_i) \\
\end{align*}
\]  
(5.12)

That is, the antisymmetric matrix $R$ of Eqs. (2.14) becomes a function projectable to $T^*Q$ when it is saturated with the null eigenvalues of $A$. The antisymmetric matrix $\bar{R}$ has rank $2k_1$ and the simplifying ansatz (5.3) leaves only the minor $(\bar{R} r r)$ non-vanishing.

Let us now revert to the Lagrangian $L(q, \dot{q})$, whose Euler–Lagrange equations are given by Eqs. (2.2). For the class of systems previously defined, the Hessian matrix $A$ will have $k_1 + k_2 + 2k_3 + k_4$ null eigenvalues with associated null eigenvectors $\alpha_0 (q, \dot{q}), \beta_0 (q, \dot{q}), \gamma_0(q, \dot{q}), \delta_0(q, \dot{q})$ and $n - (k_1 + k_2 + 2k_3 + k_4)$ non-null eigenvalues $\mu_i(q, \dot{q})$ with eigenvectors $\xi^i(q, \dot{q})$. We shall assume that all the eigenvectors are orthonormal and that the functional form of the primary constraints $\phi_A$ has been chosen in such a form to have

\[
\frac{\partial \phi_A}{\partial q_i}(q, \dot{q}) = \frac{\partial \phi_A(q, \dot{q})}{\partial p_i} \bigg|_{P = \partial L/\partial \dot{q}} A = \alpha \beta \gamma \delta \\
\]  
(5.13)

In general this orthonormalization is only possible locally and amounts to an abelianization of the original $1$st-class constraints. Therefore the following discussion is essentially local, but it avoids complications in the presentation of the results. The matrix $A$ has the form $A_{ij} = \Sigma_{\mu} \mu e \delta_{ei} \delta_{ej}$ and we can define a quasi-inverse [67] $B^{ij} = \Sigma_{\mu} \mu^{-1} \xi^i \xi^j$ (the nearest analogue to $B = A^{-1}$ of Section 2) such that

\[
\begin{align*}
B^{ik} A_{kj} & = A_{jk} B_{ki} = \delta_k^j - \Sigma_A \xi^i \xi^k \delta_{k_i} \\
\end{align*}
\]  
(5.14)

$B$ is simultaneously a left and a right inverse of $A$ in the terminology of Ref. [67]. $\det A = 0$ implies that the Euler–Lagrange equations (2.2) are a system of differential equations with different orders 2, 1, 0 in the generic case. They are invariant under the transformations $\dot{q}_i \rightarrow q_i + \sum A_a(t) \xi^{(a)}_i$, $\dot{q}_i$ and $\dot{q}_i$ fixed, with $a(t)$ arbitrary function. These local dynamical symmetries of the Euler–Lagrange equations are independent of the local Noether invariances of the action which we are going to study. By using the matrix $B$ we can rewrite Eqs. (2.2) in the following form:
\begin{align}
-\mathbf{B}^{ij} L_j &= \dot{q}^i - \lambda^i - \sum_a a^a(t) \dot{\phi}^a_i = 0 \quad j = B^{ij} \lambda^j \\
\alpha^i_0 L_i &= \alpha^i_0 \dot{x}_i \overset{\text{df}}{=} \chi_\alpha = 0 \\
\dot{\phi}^i_{\beta_0} L_i &= \dot{\phi}^i_{\beta_0} \alpha_i \overset{\text{df}}{=} \chi_\beta = 0 \\
\phi^i_{\beta_0} L_i &= \phi^i_{\beta_0} \dot{x}_i \overset{\text{df}}{=} \chi_\beta = 0 \\
\phi^i_{s_0} L_i &= \phi^i_{s_0} \dot{x}_i \overset{\text{df}}{=} \chi_s = 0
\end{align}

\tag{5.15}

\chi_{\alpha}(\dot{q}^i - \lambda^i) = 0 are the only genuine second-order differential equations. Those \chi_A which do not vanish identically are either first-order differential equations, when \chi_A = \chi_A(q, \dot{q}), or holonomic constraints \chi_A(q). However, from the point of view of T^*Q the \chi_A fall into two inequivalent classes according to whether they are projectable on T^*Q or not. On this point there is a lot of confusion in the literature and no clear resolution of this problem, as has been said in the Introduction. In what follows we shall show that one has: i) \chi_\alpha \equiv 0; ii) \chi_{\beta}(q, \dot{q}) = \Phi^\beta(q, p); iii) \chi_A(q, \dot{q}) = \Phi^A(q, p); iv) the \chi_i are not projectable on T^*Q. All the holonomic constraints are of the type \chi_{\alpha}; in L(q, \dot{q}) there is some variable which is a linear or non-linear Lagrange multiplier not determined by Eqs. (2.2), whose variation gives \chi_{\alpha}(q) = 0 and whose associated momentum vanishes (so that it is one of the primary constraints \Phi_{\alpha}). The case of a holonomic constraint whose Lagrange multiplier is determined by Eqs. (2.2) requires in T^*Q a tertiary and a quaternary constraint (and is not contained in our class of systems) so that, at the end, there are two pairs of second-class constraints: one pair is the holonomic constraint and its conjugated variable, the other is made of the Lagrange multiplier and its momentum (as an example consider L = \frac{1}{2} q^2 + xy).

The content of the equations \chi_i \equiv 0 is recovered in T^*Q from the first half of the final Hamilton equations on \gamma, \dot{q} \overset{\text{df}}{=} [q, \Phi^\beta(q)] as a consequence of \lambda_i = 0, see Eq. (5.3).

This state of affairs induces the introduction of the following terminology: the non-identically vanishing \chi's, which are projectable on T^*Q, are secondary Lagrangian constraints, because they will become the secondary Hamiltonian constraints; the non-projectable \chi's (the \chi_i) are genuine first-order differential equations of motion. The primary Lagrangian constraints would be the \Phi_A(q, p(q, \dot{q})), but they vanish identically, see Eq. (5.10). Let us remark that further genuine first-order equations and/or higher-order Lagrangian constraints may be generated by suitable combinations of the L_i and their time derivatives.

When the system admits only first-class constraints, it is known that the Lagrangian is (quasi-) invariant under the gauge transformations generated by them. This is the content of the second Noether theorem [48-51] according to which, with each null eigenvalue \eta_A = 0 of the Hessian matrix, is associated a set of local variations \delta q^A_i, depending upon an arbitrary function \epsilon^A(t) and its derivatives up to a certain maximum order J_A, such that the Lagrangian is (quasi-) invariant under them and this invariance produces J_A + 1 identities involving L and its derivatives. Instead, in the first Noether theorem we have (quasi-) invariance of L under a set of global transformations \delta q^A_i and only one identity is produced, implying the existence of a constant of the motion.
However, for a generic singular Lagrangian there will also be null eigenvalues of the Hessian matrix associated with primary second-class constraints. It turns out [47] that the second Noether theorem can be generalized to include this case in the following way. With each null eigenvalue \( \mu_\alpha = 0 \) of the Hessian matrix is associated a set of local variations \( \delta_\alpha q^i \), depending upon an arbitrary function \( \epsilon^\alpha(t) \) and its derivatives up to a certain maximum order \( J_\alpha \), such that the Lagrangian is, in general, only weakly quasi-invariant under them and this invariance produces \( J_\alpha + 1 \) identities. Weak quasi-invariance means that the variation \( \delta \mathcal{L} \) of \( \mathcal{L} \) is a total time derivative (or zero) plus a term linear in \( \epsilon^\alpha(t) \) and whose coefficient vanishes by using all the genuine first-order equations of motion which can be extracted from the Euler–Lagrange equations and their time derivatives.

The concept of weak quasi-invariance is an adaptation to the second Noether theorem of one of the extensions of the first Noether theorem [68]. Let us illustrate the theorem for the class of singular Lagrangians under consideration. The following local variations:

\[
\begin{align*}
\delta_\alpha q^i & = \epsilon^\alpha(t) \delta_\alpha \xi^i \\
\delta_\beta q^i & = \epsilon^\beta(t) \delta_\beta \xi^i + \epsilon^\beta(t) \delta_\beta \xi^i \\
\delta_\gamma q^i & = \epsilon^\gamma(t) \delta_\gamma \xi^i \\
\delta_\delta q^i & = \epsilon^\delta(t) \delta_\delta \xi^i + \epsilon^\delta(t) \delta_\delta \xi^i
\end{align*}
\]  

are associated with the null eigenvalues \( \mu_\alpha = \mu_\beta = \mu_\gamma = 0 \) of the Hessian matrix. We have anticipated with the notation the fact that the coefficient of the highest derivative of \( \epsilon^\alpha(t) \) is the null eigenvector \( \lambda \xi^i \). Let us remark that, in general, the value of \( J_\alpha \) has to be determined case by case or, with an a posteriori method, by using the Dirac–Bergmann algorithm in \( T^*Q \) to see how many secondary constraints are implied by a primary constraint and by checking how many of them are effective in generating the \( \delta_\alpha q^i \).

Given a variation \( \delta q^i \), we get the following formal expression for the variation \( \delta \mathcal{L} \):

\[
\delta \mathcal{L} = \frac{\partial \mathcal{L}}{\partial q^i} \delta q^i + \frac{\partial \mathcal{L}}{\partial \dot{q}^i} \delta \dot{q}^i = \mathcal{L} q^i \dot{L} + \frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{q}^i} \delta \dot{q}^i \right)
\]  

Therefore the (weak quasi-) invariance associated with the variations (5.16) implies

\[
\begin{align*}
\delta_\alpha \mathcal{L} & = \frac{d}{dt} \left( \epsilon^\alpha(t) \delta q^i \dot{L} \right) = \delta_\alpha q^i \dot{L} + \frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial q^i} \delta q^i \right) \\
\delta_\beta \mathcal{L} & = \frac{d}{dt} \left( \epsilon^\beta(t) \delta q^i \dot{L} \right) + \frac{d}{dt} \left( \epsilon^\beta(t) \delta q^i \dot{L} \right) = \delta_\beta q^i \dot{L} + \frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial q^i} \delta q^i \right) \\
\delta_\gamma \mathcal{L} & = \frac{d}{dt} \left( \epsilon^\gamma(t) \delta q^i \dot{L} \right) + \epsilon^\gamma \delta \dot{L} = \delta_\gamma q^i \dot{L} + \frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial q^i} \delta q^i \right) \\
\delta_\delta \mathcal{L} & = \frac{d}{dt} \left( \epsilon^\delta(t) \delta q^i \dot{L} \right) + \epsilon^\delta \delta \dot{L} = \delta_\delta q^i \dot{L} + \frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial q^i} \delta q^i \right)
\end{align*}
\]  

(5.18)
with \( D_t(q, \dot{q}) \equiv 0 \), \( D_t(q, \ddot{q}) \equiv 0 \). Some or all of the \( \lambda F(q, \dot{q}) \) may vanish. By introducing the quantities

\[
\begin{align*}
\hat{G}_\alpha &= \frac{\partial L}{\partial q^i} \delta_{\alpha} q^i - \varepsilon^\alpha_{\beta} \dot{F}^\beta_0 = \varepsilon^\alpha_{\beta} \dot{G}_0 \\
\hat{G}_\beta &= \frac{\partial L}{\partial \dot{q}^i} \delta_{\beta} q^i - \varepsilon^\beta_{\beta} \dot{F}^\beta_1 - \varepsilon^\beta_{\beta} \dot{F}^3_0 = \varepsilon^\beta_{\beta} \dot{G}_1 + \varepsilon^\beta_{\beta} \dot{G}_0 \\
\hat{G}_r &= \frac{\partial L}{\partial q^i} \delta_{r} q^i - \varepsilon^r_{\beta} \dot{F}^r_0 = \varepsilon^r_{\beta} \dot{G}_0 \\
\hat{G}_s &= \frac{\partial L}{\partial q^i} \delta_{s} q^i - \varepsilon^s_{\beta} \dot{F}^s_1 - \varepsilon^s_{\beta} \dot{F}^3_0 = \varepsilon^s_{\beta} \dot{G}_1 + \varepsilon^s_{\beta} \dot{G}_0
\end{align*}
\]

we obtain the following Noether identities:

\[
\begin{align*}
\dot{\hat{G}}_\alpha &\equiv - \delta_{\alpha} q^i \dot{L}_i = - \varepsilon^\alpha_{\beta} \dot{G}_1 \dot{L}_i \equiv 0 \\
\dot{\hat{G}}_\beta &\equiv - \delta_{\beta} q^i \dot{L}_i = - \varepsilon^\beta_{\beta} \dot{G}_2 \dot{L}_i + \varepsilon^\beta_{\beta} \dot{G}_1 \dot{L}_i \equiv 0 \\
\dot{\hat{G}}_r &\equiv - \varepsilon^r_{\beta} \dot{D}_r \dot{G}_1 = - \varepsilon^r_{\beta} \dot{G}_1 \dot{L}_i \equiv 0 \\
\dot{\hat{G}}_s &\equiv - \varepsilon^s_{\beta} \dot{D}_s \dot{G}_1 = - \varepsilon^s_{\beta} \dot{G}_1 \dot{L}_i \equiv 0 \quad (5.20)
\end{align*}
\]

As \( \varepsilon^\alpha \), \( \varepsilon^\beta \) are independent arbitrary functions, the identities (5.20) may be rewritten in the following form

\[
\begin{align*}
\hat{G}_\alpha &\equiv 0 \\
0 &\equiv \dot{\hat{G}}_\alpha \equiv - \varepsilon^\alpha_{\beta} \dot{G}_1 \dot{L}_i = - \chi_\alpha \equiv 0 \quad (5.21a)
\end{align*}
\]

\[
\begin{align*}
\hat{G}_\beta &\equiv 0 \\
0 &\equiv \dot{\hat{G}}_\beta \equiv - \varepsilon^\beta_{\beta} \dot{G}_1 \dot{L}_i = \varepsilon^\beta_{\beta} \dot{G}_1 \equiv - \chi_\beta \equiv 0 \\
\dot{\hat{G}}_r &\equiv - \varepsilon^r_{\beta} \dot{L}_i \equiv 0 \\
\dot{\hat{G}}_s &\equiv - \varepsilon^s_{\beta} \dot{L}_i \equiv 0 \quad (5.21b)
\end{align*}
\]
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\[
\begin{align*}
\left\{ \begin{array}{l}
\Gamma_0 \equiv 0 \\
0 \equiv \Gamma_0 \equiv D_r - \xi_i^j L_i \equiv D_r \Rightarrow D_r \equiv \xi_i^j L_i \equiv \chi_i \equiv 0
\end{array} \right.
\tag{5.21c}
\end{align*}
\]
\[
\left\{ \begin{array}{l}
\Gamma \equiv \Gamma_0 \equiv -\xi_i^j L_i \equiv \xi_i^j \\
0 \equiv \xi_i^j L_i \equiv -\xi_i^j \Rightarrow \xi_i^j \equiv \xi_i^j L_i \equiv -\chi_i \equiv 0
\end{array} \right.
\tag{5.21d}
\]

From Eqs. (5.10) we see that we can identify $\lambda G_0(q, \dot{q})$ with $\tilde{F}_A(q, p(q, \dot{q}))$, thus fixing the functional forms of the primary constraints associated with the chosen orthonormal eigenvectors $\xi^j_0$. As Eqs. (5.21) are identities involving functions of $q^1$, $\dot{q}^1$, $\ddot{q}^1$, the coefficients of the $\dddot{q}^1$s have to vanish identically. Then from Eqs. (2.2) and $\lambda \tilde{G}_0 = 0$ we get
\[
\left\{ \begin{array}{l}
A_{ij} \equiv \xi_i^j \equiv 0 \\
\chi_i \equiv 0 \\
\rho G_1 \equiv -\chi_i \equiv 0 \\
D_r \equiv \xi_i \equiv 0 \\
\xi_i \equiv \chi_i \equiv 0
\end{array} \right.
\tag{5.22}
\]

Therefore the $\xi^j_0$ are the null eigenvectors of A; $\chi_i$ vanishes identically; $D_r \equiv 0$ by using the genuine first-order equations of motion $\chi_i \equiv 0$; $\rho G_1$ and $\chi_i$ are equal but opposite in sign to the Lagrangian constraints $\chi_i \equiv 0$, $\chi_i \equiv 0$.

Analogously, from $\xi G_1 = -\beta^j_i L_i$, $\xi G_1 = D_1 = -\xi^j_i L_i$, we get
\[
\left\{ \begin{array}{l}
A_{ij} \equiv \xi_i^j \equiv -\frac{\partial F_1}{\partial q^i} \equiv -\frac{\partial F_1}{\partial q^i} \\
\chi_i \equiv -\frac{\partial F_1}{\partial \dot{q}^i} \equiv -\frac{\partial F_1}{\partial \dot{q}^i} \\
D_r \equiv \frac{\partial F_1}{\partial \ddot{q}^i} + \xi_i^j L_i \equiv -\frac{\partial F_1}{\partial \ddot{q}^i} + \xi_i^j L_i \equiv 0
\end{array} \right.
\tag{5.23}
\]

By comparing (5.21d) and (5.23) we see that $D_r \equiv 0$ owing to a combination of the Euler-Lagrange equations and their first time derivative, which is independent of $\dddot{q}^1$: this is a non-projectable higher-order genuine first-order equation of motion independent of Eqs. (5.15). For this class of systems there are no tertiary Lagrangian constraints. Equations (5.16), (5.19), and (5.23) imply
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\[
A_{ij} \delta_a q^i \equiv \frac{\partial G_a}{\partial q^i}
\]  
(5.24)

From Eqs. (5.21a,b) we also have

\[
\begin{align*}
\alpha \xi^i_0 L_i + \beta \xi^i_1 L_i - \frac{d}{dt}(\rho \xi^i_0 L_i) & \equiv 0 \\
\end{align*}
\]  
(5.25)

These equations state that the null eigenvalues \( \mu_\alpha = \mu_\beta = 0 \) imply that the Euler-Lagrange equations and their time derivatives are not independent. The relations (5.25) are called contracted Bianchi identities.

Let us remark that the simplicity of these results relies on the choice of the most relevant orthonormal basis for the null eigenvectors in the vector space associated with the null eigenvalues \( \mu_\lambda = 0 \) of the Hessian matrix. For every other choice the statement of the second Noether theorem has to be further generalized but the content of the Noether identities remains unchanged. Moreover, if in Eqs. (5.16) the \( \hat{\varepsilon}^i, \hat{\xi}^i \) are replaced by arbitrary functions \( \eta^i, \eta^i \), then the concept of weak quasi-invariance has to be generalized in the sense that besides the \( D_t, D_L, \) terms, also \( \rho G_1, \rho G_1, \) terms will appear in \( \delta L \). As \( \rho G_1 \neq 0, G_1 \neq 0 \), owing to \( q^i \)-independent consequences of the Euler-Lagrange equations, nothing changes except that the discussion becomes more involved. As a consequence of the decoupling of the Noether transformations, when an orthonormal basis is used, Eqs. (5.23) imply: \( \chi^i_0 = \beta^0(\partial_a G_1/\partial q^i) \).

The replacement of \( \varepsilon^\lambda \) by \( \eta^\lambda \) is equivalent to the Dirac extended Hamiltonian, with generalized gauge transformations for those values of \( \Lambda \) which are associated with first-class constraints.

It is now evident that the form (5.21) of the Noether identities reproduces at the Lagrangian level the Dirac-Bergmann algorithm in \( T^*Q \). \( \lambda G_0 \) are the primary constraints \( \Phi_0 \); the secondary Lagrangian constraints \( \rho G_1 \equiv -\chi_\lambda, \rho G_1 \equiv -\lambda_\lambda \) are the secondary constraints \( \Phi_0, \Phi_1, D_t = \chi_\lambda \equiv 0 \) and \( D_L \equiv 0 \) determine the otherwise arbitrary velocity functions \( g^i(q,\dot{q}), g^i(q,\dot{q}) \) associated with \( \mu_\alpha = \mu_\beta = 0 \) and replace the determination of \( \lambda^\lambda \) and \( \lambda^\lambda \) in \( T^*Q \). As Eqs. (5.1), (5.13) imply \( g^\lambda_0 \equiv \lambda^\lambda_0 \equiv \chi_\lambda_0(q,\dot{q}, \bar{H}) = \lambda_\lambda(q, (\partial \bar{H}/\partial \dot{q}), \) the content of the genuine (non-projectable) first-order equations of motion \( D_t = \chi_\lambda \equiv 0, D_L = \lambda^\lambda_1 L_i - (d/dt)(\xi_0 L_i) = - (\partial \chi_\lambda / \partial q^i) - \xi_0^i \lambda_\lambda = 0 \) is recovered by means of the equations \( \varepsilon^i_0 \equiv [q^i, \bar{H}^0] \). Let us remark that the arbitrary functions \( \varepsilon^\lambda(t) \), implying undetermined velocities, are completely unrelated to the arbitrary functions \( a^\lambda(t) \) of Eqs. (5.15), implying arbitrary accelerations.

\( D_t \) and \( D_L \) are those functional forms of the velocity functions \( g^i, g^i \) such that the rectangular matrix \( (\xi_0^i \partial D_a / \partial \dot{q}^i) \), \( A = \alpha, \beta, \tau, s, a = \tau, s, \) has the minor \( (s \xi_0^i \partial D_a / \partial \dot{q}^i) \), \( a, b = \tau, s, \) non-singular, and carry the same information of the choice \( g^i = \lambda^\lambda_0 \equiv 0, g^i = \lambda^\lambda_0 \equiv 0 \), being functions of them. Since \( D_t, D_L \) are linear combinations of the Euler-Lagrange equations \( L_i \) and of their first-time derivative, we have also \( D_t \equiv 0, D_L \equiv 0 \). These equations determine \( a^\lambda(t), a^\lambda(t) \) as functions of \( q^i, \dot{q}^i, a^i, \dot{a}^i, \) due to the non-singular nature of the previously defined minor and by using Eqs. (5.15). This allows to find the final form of the genuine second-order Euler-Lagrange equations contained in Eqs. (5.15).

To understand better the connection between the Noether identities (5.18) or (5.20) and the Dirac-Bergmann algorithm we must consider the Legendre transformation. As the Lagrangian is
singular, this transformation also becomes singular. For instance, the following vector fields are projected onto the null vector field on $T^*Q$:

$$Z_A = \delta^{i}_A(q,i) \frac{\partial}{\partial q^i} \rightarrow \delta^{i}_A(q,i) i_A (\lambda(t)) \frac{\partial}{\partial p_i} = 0$$  \hspace{1cm} (5.26)

because the $\delta^{i}_A$ are the null eigenvectors of the Hessian matrix. The meaning of Eqs. (5.26) will be elucidated in the next section.

The velocity functions $g^\lambda(q,q)$ are the intrinsically non-projectable functions, which arise because the equations $p_i = \partial L / \partial q^i$ cannot be inverted to get all the velocities in terms of $q$ and $p$. This explains why only the primary constraints submanifold $\tilde{\gamma}_i$ of $T^*Q$ is relevant for the phase-space description of the singular systems. As in the Dirac-Bergmann approach one starts by considering $\tilde{\gamma}_i$ embedded in $T^*Q$, to be able to use its symplectic structure, one can introduce a generalized Legendre transformation in the following sense. Given a function $f(q,q)$, let us rewrite it as $\tilde{f}_{1}(q,p,q)$, $g^\lambda(q,q)$). Then its projection to a function over $R \times T^*Q$ (the extended phase space) will be $\tilde{f}_{1}(q,p,\lambda^\lambda(t))$. This prescription, which coincides with the usual one for projectable functions, is well defined owing to our convention about the functional form of $g^\lambda(q,q)$.

By using the Hamilton equations $\dot{p}_i - \{p_i, \bar{H}_D\} = -L_i \equiv 0$ when $\dot{q}^i - \{q^i, \bar{H}_D\} \equiv 0$, Eqs. (5.20) could be rewritten in the following form:

$$\frac{d \bar{G}_A}{dt} = \epsilon^\lambda(t) \bar{D}_A + \delta_A q^i (\dot{p}_i - \{p_i, \bar{H}_D\})$$  \hspace{1cm} (5.27)

with $\bar{G}_A, \delta_A q^i$ functions of $q, p, \lambda^\lambda(t), \epsilon^\lambda(t)$ and $\bar{D}_A$ functions of $q, p, \lambda^\lambda(t)$. Here `$\equiv$` means modulo $\Phi_A = 0$ and $\dot{q}^i - \{q^i, \bar{H}_D\} \equiv 0$. As we have

$$\frac{d \bar{G}_A}{dt} = \frac{\partial \bar{G}_A}{\partial \lambda^\lambda} \dot{\lambda} + \sum_B \delta_B(q,i) \frac{\partial \bar{G}_A}{\partial \lambda^B} + \dot{q}^i \frac{\partial \bar{G}_A}{\partial q^i} + \dot{p}_i \frac{\partial \bar{G}_A}{\partial p_i}$$  \hspace{1cm} (5.28)

where in the first term of the right-hand side of the equation $\partial / \partial t$ acts on $\epsilon^\lambda(t)$, the identities (5.27) imply

$$\begin{align*}
\frac{\partial \bar{G}_A}{\partial \lambda^\lambda} \equiv & \quad \Rightarrow \quad \bar{G}_A \equiv \bar{G}_A(q,p,\epsilon^\lambda(t)) \\
\delta_A q^i \equiv & \quad \frac{\partial \bar{G}_A}{\partial p_i} \equiv \{q^i, \bar{G}_A\}
\end{align*}$$  \hspace{1cm} (5.29)

In Eqs. (5.29) we have used `$\equiv$' and not `$\equiv$' because the lacking terms in $\Phi_A$ and $\dot{q}^i - \{q^i, \bar{H}_D\}$ cannot introduce dependences upon $\dot{\lambda}^\lambda(t)$ and $\dot{p}_i$. By remembering Eqs. (5.16), (5.19) we can rewrite Eqs. (5.29) in the following form:
\[\begin{align*}
\mathcal{G}_\lambda &= \sum_j \frac{dJ^j_\lambda}{\partial J^j_\lambda} \mathcal{E}^\lambda_j(t) \mathcal{G}_\lambda^j (q,p) \\
\delta_\lambda q^i &= \sum_j \frac{dJ^j_\lambda}{\partial J^j_\lambda} \mathcal{E}^\lambda_j(t) \mathcal{G}^i_j (q,p) = \sum_j \frac{dJ^j_\lambda}{\partial J^j_\lambda} \mathcal{E}^\lambda_j(t) \{ q^i_j \} \mathcal{G}^j_\lambda (q,p) \\
\delta_\lambda p_i &= \sum_j \frac{dJ^j_\lambda}{\partial J^j_\lambda} \mathcal{E}^\lambda_j(t) \mathcal{G}^i_j (q,p) = \sum_j \frac{dJ^j_\lambda}{\partial J^j_\lambda} \mathcal{E}^\lambda_j(t) \{ p^i_j \} \mathcal{G}^j_\lambda (q,p)
\end{align*}\]

Equations (5.30) show that the phase-space generators of the local Noether transformations \(\delta_\lambda q^i\) of Eqs. (5.16) and that Eqs. (5.13) hold. Moreover, by writing \(\mathcal{F}_\lambda = \sum_{j=0}^j \epsilon^\lambda_j(t) \mathcal{F}_j\) and by using Eqs. (5.19), (5.30), we see that the functions \(\lambda\mathcal{F}_j\) are projectable to the \(T_q^*\) functions \(\lambda \mathcal{F}_j\).

By using the results of the Appendix about the phase-space formulation of the first Noether theorem, we can now formulate the phase-space version of the second Noether theorem. With each null eigenvalue of the Hessian matrix is associated a set of local transformations

\[\begin{align*}
\delta_\lambda \bar{q}^i(q,p,\epsilon^\lambda) &= \sum_j \frac{dJ^j_\lambda}{\partial J^j_\lambda} \mathcal{E}^\lambda_j(t) \mathcal{G}^i_j (q,p) = \delta_\lambda q^i(q,p,\epsilon^\lambda) \\
\delta_\lambda \bar{p}_i(q,p,\epsilon^\lambda) &= \sum_j \frac{dJ^j_\lambda}{\partial J^j_\lambda} \mathcal{E}^\lambda_j(t) \mathcal{G}^i_j (q,p)
\end{align*}\]  

(5.31)

under which the phase-space Lagrangian \(\bar{L}_D = p_i \dot{q}^i - \bar{H}_D\) is weakly quasi-invariant:

\[\begin{align*}
\delta_\lambda \bar{L}_D &= \delta_\lambda \bar{p}_i \dot{q}^i + p_i \frac{d}{dt} \delta_\lambda \bar{q}^i - \frac{\partial \bar{H}_D}{\partial q^i} \delta_\lambda \bar{q}^i - \frac{\partial \bar{H}_D}{\partial p_i} \delta_\lambda \bar{p}_i = \\
&= \delta_\lambda \bar{p}_i \bar{L}_q - \delta_\lambda \bar{q}^i \bar{L}_{p_i} + \frac{d}{dt} (\bar{p}_i \delta_\lambda \bar{q}^i) \\
&\equiv \frac{d}{dt} \bar{F}_\lambda + \epsilon^\lambda(t) \bar{D}_\lambda + \epsilon^\lambda (\dot{\lambda} + 1) (t) \bar{D}_\lambda \\
\end{align*}\]

(5.32)

Here \(\bar{F}_\lambda(q,p,\epsilon^\lambda) = F_\lambda(q,\dot{q},\epsilon^\lambda), \bar{D}_\lambda(q,p,\lambda^\theta) = D_\lambda[q,p(q,\dot{q}), g^\theta(q,\dot{q})]\) and

\[\begin{align*}
\bar{L}_q &= \dot{q}^i - \{ q^i, \bar{H}_0 \} \equiv 0 \\
\bar{L}_{p_i} &= \dot{p}_i - \{ p_i, \bar{H}_0 \} \equiv 0
\end{align*}\]

(5.33)

are the Hamilton equations with respect to \(\bar{H}_D\). The presence of the term in \(\bar{D}_\lambda\) is induced by the term \(p_i \frac{d}{dt} \delta_\lambda q^i\), which contains
\[ \varepsilon^A(J^{(a+1)}(t)) p_e^a \mathring{E}_D^{a} = \varepsilon^A(J^{m_a}(t)) (\mathring{\Phi}_A + \mathring{\Phi}_B) \]  

(5.34)

From Eqs. (5.32) we get the following exact form of Eqs. (5.27):

\[ \frac{d \mathring{E}_D^{a}}{dt} = \varepsilon^A(t) \mathring{D}_A + \varepsilon^A(J^{(a+1)}(t)) \mathring{\Phi}_A + \delta_A q_i \mathring{L}_p^i - \mathring{D}_A \mathring{P}_c^{a} \mathring{L}_q^i \]  

(5.35)

implying again Eqs. (5.29), (5.30), and moreover

\[ \begin{cases} 
\mathring{D}_A \mathring{P}_c^{a} \equiv \{ \mathring{P}_c^{a}, \mathring{E}_D^{a} \} \\
\frac{d \mathring{E}_D^{a}}{dt} + \frac{\partial \mathring{E}_D^{a}}{\partial q_i} q_i + \frac{\partial \mathring{E}_D^{a}}{\partial \mathring{P}_c^{a}} \mathring{P}_c^{a} = \frac{\partial \mathring{E}_D^{a}}{\partial t} + \{ \mathring{E}_D^{a}, \mathring{H}_D \} + \delta_A q_i \mathring{L}_p^i - \mathring{D}_A \mathring{P}_c^{a} \mathring{L}_q^i 
\end{cases} \]  

(5.36)

where we used \( \{ \mathring{f}, \mathring{g} \} = \{ \mathring{f}, p_k \} \{ q^k, \mathring{g} \} = \{ \mathring{f}, q^k \} \{ p_k, \mathring{g} \} \). The last line of Eqs. (5.36) may be written in the following form:

\[ \mathring{P}_D^{a} (\mathring{E}_D^{a}) = \frac{\partial \mathring{E}_D^{a}}{\partial t} + \{ \mathring{E}_D^{a}, \mathring{H}_D \} \equiv \varepsilon^A(t) \mathring{D}_A + \varepsilon^A(J^{m_a}(t)) \mathring{\Phi}_A \]  

(5.37)

These are the Noether identities in \( T^*Q \), whose explicit form is

\[ \begin{cases} 
\mathring{E}_D^{a} \equiv \mathring{\Phi}_A \equiv 0 \\
\frac{d \mathring{E}_D^{a}}{dt} = -\mathring{G}_1 + \{ q_1^{(a)}, \mathring{E}_D^{a} \} \mathring{L}_p^i - \{ \mathring{P}_c^{a}, \mathring{E}_D^{a} \} \mathring{L}_q^i \equiv -\mathring{G}_1 \\
\vdots \\
\frac{d \mathring{E}_D^{a}}{dt} = \mathring{D}_A + \{ q_1^{(a)}, \mathring{E}_D^{a} \} \mathring{L}_p^i - \{ \mathring{P}_c^{a}, \mathring{E}_D^{a} \} \mathring{L}_q^i \equiv \mathring{D}_A 
\end{cases} \]  

(5.38)

The Dirac-Bergmann algorithm becomes evident when we rewrite Eqs. (5.38) in the form

\[ \begin{cases} 
\mathring{E}_D^{0} \equiv \mathring{\Phi}_A \equiv 0 \\
\mathring{P}_D^{0} (\mathring{E}_D^{0}) = \{ \mathring{E}_D^{0}, \mathring{H}_D \} + \sum_{B} \lambda^B(t) \{ \mathring{E}_D^{0}, \mathring{\Phi}_B \} \equiv -\mathring{G}_1 \equiv 0 \\
\vdots \\
\mathring{P}_D (\mathring{E}_D^{a}) = \{ \mathring{E}_D^{a}, \mathring{H}_D \} + \sum_{B} \lambda^B(t) \{ \mathring{E}_D^{a}, \mathring{\Phi}_B \} \mathring{\Phi}_B \equiv \mathring{D}_A \equiv 0 
\end{cases} \]  

(5.39)
by using Eqs. (5.33).

As \( J_\alpha = J_\gamma = 0, J_\delta = J_\gamma = 1 \), Eqs. (5.39) have the same content as Eqs. (5.2) to (5.9), since \( \bar{D}_\alpha = \bar{D}_\delta = 0; \bar{D}_\gamma = 0, \bar{D}_\gamma = 0 \) amount to the determination of \( \lambda^\alpha, \lambda^\gamma, \lambda^\delta, \lambda^\gamma \).

We shall finish this section with a characterization of the local Noether transformations, which are gauge transformations, i.e. are generated by first-class constraints, such as \( \delta \alpha q^i, \delta \xi q^i \). If we evaluate the variation of the Euler–Lagrange equations (2.2), under the transformations \( \delta \alpha q^i \), \( \alpha = \alpha, \beta, \gamma, \delta \), we get [56]

\[
\delta \alpha L_i = L_i |_{\delta \alpha q^i} = \left( \frac{\partial^2 L_i}{\partial q^i \partial q^j} \frac{d}{dt} - \frac{\partial^2 L_i}{\partial q^j \partial q^j} \frac{d}{dt} \right) \delta \alpha q^j - R_{ij} \delta \alpha q^j \frac{d}{dt} (\delta \alpha q^i) = J_i (\delta \alpha q^i)
\]

(5.40)

Here \( J_i (\delta q) \) are the Jacobi equations [57], which can be obtained from the second variation of the action \( S = \int dt L \) and which vanish, when restricted to the extremals, solutions of \( L_i = 0 \), if \( \delta q_i \big|_{L_i = 0} \) are deviations between two neighbouring extremals. After some manipulations Eqs. (5.40) become

\[
\delta \alpha L_i = J_i (\delta \alpha q^i) = \left( \frac{\partial L_i}{\partial q^i} + R_{ij} \right) \delta \alpha q^j - \frac{d}{dt} \left( R_{ij} \delta \alpha q^j + A_{ij} \delta \alpha q^i \right) = \frac{\partial L_i}{\partial q^i} \delta \alpha q^j - \frac{d}{dt} \left( R_{ij} \delta \alpha q^j + A_{ij} \delta \alpha q^i \right)
\]

(5.41)

where in the last line we have added and subtracted \( \partial G / \partial q^i \) and used \( [(\partial / \partial q^i), (d/dt)] = 0 \).

By using the Noether identities (5.20) we get

\[
\delta \alpha L_i = J_i (\delta \alpha q^i) = \Gamma (q^i) \frac{\partial \delta q^i}{\partial q^i} - \frac{\partial \delta q^i}{\partial q^i} L_i - \frac{d}{dt} \left( \frac{\partial \delta q^i}{\partial q^i} + R_{ij} \delta \alpha q^j + A_{ij} \delta \alpha q^i \right)
\]

(5.42)

When \( A_{ij} \neq 0 \), by using Eqs. (5.15) \( \delta \alpha q^i \) may be written as

\[
\delta \alpha q^i = \left( \frac{\partial}{\partial t} + \frac{\partial}{\partial q^k} + \frac{\partial}{\partial q^i} \frac{\partial}{\partial q^k} \right) \delta \alpha q^i = \Gamma (\delta \alpha q^i) - \frac{\partial \delta q^i}{\partial q^i} B^{kh} L_h
\]

(5.43)

where \( \Gamma \) is the evolution vector field associated with the second-order Euler–Lagrange equations (5.15)

\[
\Gamma = \frac{\partial}{\partial t} + \frac{\partial}{\partial q^k} + \frac{\partial}{\partial q^i} \frac{\partial}{\partial q^k} + \Sigma A^A (q) Z_A
\]

(5.44)

with \( Z_A \) given by Eqs. (5.26). Equations (5.42) become
\[ \delta_{L} L = J_{i} (\delta_{\lambda} q^{i}) = \varepsilon^{A}(t) \frac{\partial A}{\partial q^{i}} - \frac{\partial q^{i}}{\partial q^{j}} L_{j} - \frac{d}{dt} \left( \frac{\partial \delta_{\lambda} q^{j}}{\partial q^{i}} + R_{ij} S_{k} q^{j} + A_{ij} p(\delta_{\lambda} q^{j}) - A_{ij} \frac{\partial q^{j}}{\partial q^{k}} \delta \delta_{\lambda} q^{k} \right) L_{h} = \varepsilon^{A}(t) \frac{\partial A}{\partial q^{i}} - \frac{d}{dt} \left( \frac{\partial \delta_{\lambda} q^{j}}{\partial q^{i}} + R_{ij} S_{k} q^{j} + A_{ij} p(\delta_{\lambda} q^{j}) \right) \]

(5.45)

Since a gauge transformation, restricted by \( L_{i} \equiv 0 \), is a mapping between neighbouring extremals, it must satisfy \( J_{i} (\delta_{\lambda} q^{i}) \equiv 0 \). This implies that for a gauge transformation \( \delta_{q^{i}}, \delta_{\eta} q^{i} \) the following equations must be satisfied (remember that \( D_{\gamma} = D_{\gamma} = 0 \)):

\[
\begin{align*}
\frac{\partial A}{\partial q^{i}} &= 0 \\
\frac{\partial \delta_{\lambda} q^{j}}{\partial q^{i}} + R_{ij} S_{k} q^{j} + A_{ij} p(\delta_{\lambda} q^{j}) &= 0
\end{align*}
\]

(5.46)

Either both or only one of them are not satisfied by \( \delta_{\lambda} q^{i}, \delta_{\eta} q^{i}, D_{i}, D_{\gamma} \).

Finally, let us notice that

\[
\begin{align*}
\delta_{\lambda} \frac{\partial L}{\partial q^{i}} &= \frac{\partial L}{\partial \delta q^{i}} + \frac{\partial \delta L}{\partial q^{i}} \delta_{\lambda} q^{j} = \frac{\partial L}{\partial \delta q^{i}} + \frac{\partial \delta L}{\partial q^{i}} \delta_{\lambda} q^{j} + A_{ij} p(\delta_{\lambda} q^{j}) = \\
&= \frac{\partial \delta_{\lambda} q^{j}}{\partial q^{i}} + R_{ij} S_{k} q^{j} + A_{ij} p(\delta_{\lambda} q^{j}) - \frac{\partial \delta_{\lambda} q^{j}}{\partial q^{i}} + \frac{\partial L}{\partial q^{i}} = \\
&= - \frac{\partial \delta_{\lambda} q^{j}}{\partial q^{i}} + R_{ij} S_{k} q^{j} + A_{ij} p(\delta_{\lambda} q^{j}) = \\
&= \{ p_{i}, \delta_{\lambda} q^{j} \}_{p = \partial L/\partial q^{i}} + \frac{\partial \delta_{\lambda} q^{j}}{\partial q^{i}} + R_{ij} S_{k} q^{j} + A_{ij} p(\delta_{\lambda} q^{j}) = \\
&= \frac{\delta_{\lambda} q^{j}}{p_{i} = \partial L/\partial q^{i}} + \frac{\partial \delta_{\lambda} q^{j}}{\partial q^{i}} + R_{ij} S_{k} q^{j} + A_{ij} p(\delta_{\lambda} q^{j})
\end{align*}
\]

(5.47)

where we have used Eqs. (5.36). Therefore, \( \delta_{\lambda} \partial L/\partial q^{i} = \delta_{\lambda} p_{i} |_{p = \partial L/\partial q^{i}} \) for the gauge transformations and also for those transformations \( \delta_{\lambda} q^{i}, \delta_{\eta} q^{i} \) for which the second set of Eqs. (5.46) are satisfied, but not the first set. In both these cases for a projectable function \( f(q, \dot{q}) = f(q, p) \) we get \( \delta_{\lambda} f = 0 \equiv \{ f, \delta_{\lambda} q^{i} \} \).
and, when $L_i = 0$, the vector field $Y_A = \delta_A q^i \partial / \partial q^i + \delta_A \dot{q}^i (\partial / \partial \dot{q}^i)$ is sent by the Legendre transformation into the vector field $\bar{X}_A = \{ \cdot, \bar{G}_A \}$ on $T^*Q$:

$$Y_A \rightarrow \frac{\partial \bar{G}_A}{\partial p_i} \frac{\partial }{\partial q^i} |_p + \left( \frac{\partial R}{\partial q^i} \frac{\partial \bar{G}_A}{\partial p_i} + A_{ji} \delta_A q^i \right) \frac{\partial }{\partial p_j} \equiv \{ \cdot, \bar{G}_A \} + \left( \frac{\partial \bar{G}_A}{\partial q^i} + R_{ji} \delta_A q^i + A_{ji} \delta A q^i \right) \frac{\partial }{\partial p_j}$$

(5.48)

When the second set of Eqs. (5.46) does not hold (as may happen for $Y_1, Y_2$), the corresponding vector fields are not projectable [see also Eq. (5.47)], but $\delta_A q^i = \bar{\delta}_A q^i = \{ q^i, \bar{G}_A \}$. 

6. MORE ON THE GAUGE TRANSFORMATIONS

In the Lagrangian approach we have seen that $L$ is weakly quasi-invariant under the local Noether transformations (5.16):

$$
J^a_\alpha \delta q^i = \sum_J J^a_\alpha \delta q^i = \sum_J J^a_\alpha \delta q^i (t, \dot{q}, \ddot{q}, \cdots, \alpha) = 0, \quad J^a_\alpha = 0, \quad J^a_B = J^a_\delta = 1
$$

(6.1)

When some of the $\delta q^i_{\alpha - j}$ depend on the $\dot{q}^i$, as in the models with reparametrization and/or supersymmetry invariance, $\delta q^i = (d/dt)\delta y^i$ depend on $\dot{q}$ and so on. When $\delta q^i$ is velocity-dependent, so that it is not a transformation of the configuration space $Q$, the theory should be defined in the infinite jet bundle [69] over the extended configuration space $R \times Q$. This space has local coordinates $[t, q, q^i, q^{(1)}_i, q^{(2)}_i, \cdots]$ and each of its points can be identified with the equivalence class of all the curves $(t, c(t))$ in $R \times Q$, which at the time $t$ pass through the point $\{q\}$ of $Q$ and have there a point of tangency of infinite order: $d^k c^i(t)/dt^k = d^k c^i_0(t)/dt^k$ for every $k$ at the given $t$. This implies $(d^k q^i - q^{(k + 1)}_i dt)_c = 0$, where the suffix $c$ means restriction to the equivalence class $[t, c(t)]$ for every $t \in R$, i.e. to the infinite jet $j^\infty(c)$ associated with the curve $c$. Velocity-dependent transformations appear also in the study of the first Noether theorem [70], see for instance the Runge-Lenz vectorial constant of the motion in the Kepler problem, and in the study of the invariance transformations (dynamical symmetries) of differential equations such as the Euler–Lagrange equations. In this last case, as shown in Ref. [71], there are only two kinds of invariance transformations when the number of degrees of freedom is higher than one: i) the point transformations of $R \times Q [\delta t = \delta t(t, q), \delta q^i = \delta q^i(t, q), \delta \dot{q}^i = \delta \dot{q}^i(t, \dot{q})]$ extended to the higher derivatives; ii) the Lie–Bäcklund transformations (or tangent transformations of infinite order preserving the tangency of infinite order of two curves). These latter have $\delta t$ and/or $\delta \dot{q}^i$ depending upon $\{q\}$ and possibly upon $\{q\}$, $k > 1$. For instance, the non-point canonical transformations of $T^*Q$ become Lie–Bäcklund transformations with $\delta t = 0$, when rephrased in the second-order formalism of the Euler–Lagrange equations. Also the local dynamical symmetries of these equations in the singular case, described before Eqs. (5.15), are Lie–Bäcklund transformations.

In the second-order Lagrangian formalism, with the Noether transformations (6.1) one associates the following vector fields:

$$
Y^A = \delta \dot{q}^i \frac{\partial}{\partial q^i} + \delta \dot{q}^i \frac{\partial}{\partial \dot{q}^i} = \delta \dot{q}^i \frac{\partial}{\partial q^i} + \left[ \Gamma[\dot{q}] - \frac{\partial \delta \dot{q}^i}{\partial \dot{q}^i} B^k L_h \right] \frac{\partial}{\partial \dot{q}^i}
$$

(6.2)

where Eqs. (5.43) and (5.44) have been used. $Y^A$ should be thought of as a restriction of a vector field over the infinite jet bundle, when acting on functions only of $q^i, \dot{q}^i$ as the Lagrangian. Only when the genuine second-order Euler–Lagrange equations are satisfied does $Y^A$ not depend upon the accelerations. However, as shown by Eqs. (5.44), $Y^A$ carries the information of the local dynamical symmetries of the Euler–Lagrange equations, because it depends upon the arbitrary functions $a(t)$, describing the undetermined accelerations connected with those Euler–Lagrange equations which are only first or zeroth order. Equations (5.44) also show that the existence of the local dynamical symmetries is associated with the vector fields $Z^A$ of Eqs. (5.26), which belong to the kernel of the Legendre transformation to $T^*Q$.

To avoid the use of the infinite jet bundle it is convenient to pass to the first-order formalism of $TQ$ [or $R \times TQ = J^1(R, Q)$, the first jet bundle]. Here the genuine second-order Euler–Lagrange equations are replaced by pairs of first-order differential equations, as shown in Section 2 for the regular case. But with an Euler–Lagrange equation which is already of first-order (or of
zeroth-order), we cannot associate such a pair. In this case both the first and the second half
of Eqs. (2.18) will contain arbitrary functions: the first half will contain the analogue of the arbitrary
velocity functions \( g^i(q, \dot{q}) \) [or of the Dirac multipliers \( \lambda^i(t) \) cf. T'Q]; the second half will contain the
arbitrary functions \( a^i(t) \) and the vector fields \( \mathcal{Z}_A \) will play the role of generators of extra local
invariances [the remnant in TQ of the local dynamical symmetries of the original Euler–Lagrange
equations], whose effect will be fully displayed in \( T'(TQ) \).

Before describing the TQ approach, a final point has to be stressed about the second-order
Lagrangian description in the singular case. As we have seen, the local Noether transformations (6.1)
fall into two classes: the gauge transformations associated with first-class constraints and the others
associated with second-class ones. While the former, when restricted to the extremals, become Jacobi
fields satisfying Eqs. (5.45) and describe the arbitrariness of the solutions of the Euler–Lagrange
equations, the latter have the associated arbitrariness removed at that stage, when their velocity
functions \( g(q, \dot{q}) \) (or their Dirac multipliers) are determined, so that the corresponding degrees of
freedom are uniquely determined by first- and/or zeroth-order equations of motion. The final state
of affairs is that, given a set of Cauchy data compatible with the first- and zeroth-order equations,
the genuine second-order Euler–Lagrange equations will determine their evolution modulo the
arbitrary functions associated with the gauge transformations. To get well-defined extremals we have
to fix ad hoc the arbitrary functions in such a way that given two neighbouring trajectories stemming
from the same Cauchy data there must exist an infinitesimal gauge transformation connecting them.
This means that the vector fields (6.2) associated with gauge transformations must form an involutive
distribution, so that the Frobenius theorem [53] will ensure its local integrability. The local existence
of the extremals will be assured if, furthermore, the commutators of such vector fields with the
second-order vector field, describing the deterministic part of the evolution, close on the vector fields
of the gauge transformations [1a]. Finally, to assure perturbative global integrability every multiple
commutator of gauge transformations must give gauge transformations. Therefore, we must assume
that our singular Lagrangian is such that all these conditions are satisfied, i.e. that it allows the
existence of the so-called gauge algebra [58].

To make these statements more precise let us introduce the vector fields associated with the
commutator of two Noether transformations (6.1)

\[
\begin{align*}
\left\{ \begin{array}{l}
Y_{[A,B]} = \delta_{[A,B]} q^i \frac{\partial}{\partial q^i} + \frac{d}{dt} \delta_{[A,B]} q^i \frac{\partial}{\partial q^i} \\
\delta_{[A,B]} q^i = Y_A (\delta_B q^i) - Y_B (\delta_A q^i) =
\end{array} \right.
\end{align*}
\]

(6.3)

Equations (5.17) and (5.18) stating the weak quasi-invariance of \( L \) under \( \delta_{AQ} \) become

\[
\delta_{A} L = Y_{A} L = \mathcal{L}_{Y_{A}} L \equiv \frac{d}{dt} F_{A} + \mathcal{E}^{A} D_{A}
\]

(6.4)

where \( \mathcal{L}_Y \) is the Lie derivative with respect to the vector field \( Y \). As the second member of Eqs. (6.4)
may depend on \( \dot{q} \), to evaluate the action of \( Y_{[A,B]} \) on \( L \) we must, for consistency, consider \( Y_A \) and
\( Y_{[A,B]} \) as Lie–Bäcklund vector fields, i.e.
\[
Y_A = \frac{\partial}{\partial q^i} \frac{d}{dt} \delta_A q^i \Rightarrow \left[ Y_A, \frac{d}{dt} \right] = 0
\]  
(6.5)

and analogously for \(Y_{\{A,B\}}\). Then we get

\[
\delta_{\{A,B\}} L = L'_{\{A,B\}} = \delta_A q^i \xi^i + \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}^i} \delta_A q^i \right) =
\]

\[
= \frac{\partial L}{\partial q^i} \left[ Y_A (\delta_A q^i) - Y_B (\delta_B q^i) \right] + \frac{\partial L}{\partial \dot{q}^i} \frac{d}{dt} \left[ Y_A (\delta_B q^i) - Y_B (\delta_A q^i) \right] =
\]

\[
= Y_A \left( \frac{\partial L}{\partial q^i} \right) - Y_B \left( \frac{\partial L}{\partial q^i} \right) - \left[ Y_A \left( \frac{\partial L}{\partial q^i} \right) - Y_B \left( \frac{\partial L}{\partial q^i} \right) + Y_A \left( \frac{\partial L}{\partial q^i} \right) - Y_B \left( \frac{\partial L}{\partial q^i} \right) \right] =
\]

\[
\equiv \left[ Y_A \left( \frac{\partial E}{\partial q^i} + \alpha^b D_B \right) - Y_B \left( \frac{\partial E}{\partial q^i} + \alpha^a D_A \right) \right] + \frac{d}{dt} \left[ Y_A \left( \frac{\partial E}{\partial q^i} \right) - Y_B \left( \frac{\partial E}{\partial q^i} \right) \right] +
\]

\[
+ \left[ Y_B \left( \frac{\partial L}{\partial q^i} \right) - Y_A \left( \frac{\partial L}{\partial q^i} \right) \right] = \frac{d}{dt} \left[ Y_A \left( E_B \right) - Y_B \left( E_A \right) \right] + \delta_{\{A,B\}} q^i
\]  
(6.6)

where we have used Eqs. (6.4), (6.5), (5.40), and we have defined

\[
F_{\{A,B\}} = Y_A \left( E_B \right) - Y_B \left( E_A \right) + \delta_{\{A,B\}} q^i \frac{\partial L}{\partial q^i}
\]  
(6.7)

Equations (6.6) show that \(Y_{\{A,B\}}\) generates a generalized weak quasi-invariance only if \(\delta_A q^i, \delta_B q^i\) are gauge transformations: \(D_A = D_B = 0, J_i(\delta_A q^i) \overset{0}{\circ} J_i(\delta_B q^i) \overset{0}{\circ} 0\). Then by defining \(\Gamma_{\{A,B\}} = Y_B(G_A) - Y_A(G_B)\), the Noether identities implied by Eqs. (6.6) are
\begin{equation}
\frac{d}{dt} G_{[CA,1]}^i = \mathcal{C}_{[C,1]} q^i L^i + \mathcal{D}_{[CA,1]}^i \left( \mathcal{E}_{\mathcal{B}} q^i - \mathcal{D}_{\mathcal{B}} q^i \mathcal{J}_{L} (\mathcal{E}_{\mathcal{A}} q^i) \right) = 0
\end{equation}

As noted at the end of the previous section, the vector fields of the gauge transformations are projectable to $T' \mathcal{Q}$ when $L^i \mathcal{J} = 0$ and this allows one to check that the phase-space generator of $\mathcal{F}_{\mathcal{A},\mathcal{B}} q^i$ is $\mathcal{G}_{\mathcal{A}}$, $\mathcal{G}_{\mathcal{B}}$.

To check definitely that $\delta_{[\mathcal{A},\mathcal{B}]} q^i$ is a gauge transformation, let us study the variation of $L$ under $\delta_{[D,\mathcal{A},\mathcal{B}]}^i q^i$ with $\delta_{\mathcal{D}} q^i$ being a gauge transformation:

\begin{align}
\delta_{[D,\mathcal{A},\mathcal{B}]} [L & = \delta_{[C,1]} q^i L^i + \frac{d}{dt} \left( \frac{d}{d x^i} \delta_{[D,\mathcal{A},\mathcal{B}]} q^i \right) \right] = \\
= & \mathcal{D} \left( \frac{d}{d x^i} \mathcal{F}_{\mathcal{A},\mathcal{B}} \mathcal{E}_{\mathcal{B}} q^i - \mathcal{D}_{\mathcal{B}} q^i \mathcal{J}_{L} (\mathcal{E}_{\mathcal{A}} q^i) \right) + \mathcal{D} \left( \frac{d}{d x^i} \mathcal{G}_{\mathcal{A}} \right) + \\
+ & \mathcal{J}_{L} (\mathcal{E}_{\mathcal{A},\mathcal{B}} q^i) \mathcal{D}_{\mathcal{B}} q^i - \mathcal{D}_{\mathcal{B}} q^i \mathcal{J}_{L} (\mathcal{E}_{\mathcal{A}} q^i) = \\
= & \mathcal{D} \left[ \mathcal{G}_{\mathcal{A},\mathcal{B}} \mathcal{E}_{\mathcal{B}} q^i - \mathcal{D}_{\mathcal{B}} q^i - \mathcal{J}_{L} (\mathcal{E}_{\mathcal{A}} q^i) \right] + \\
+ & \mathcal{J}_{L} (\mathcal{E}_{\mathcal{A},\mathcal{B}} q^i) \mathcal{D}_{\mathcal{B}} q^i - \mathcal{D}_{\mathcal{B}} q^i \mathcal{J}_{L} (\mathcal{E}_{\mathcal{A}} q^i)
\end{align}

As $\delta_{\mathcal{A}} q^i$, $\delta_{\mathcal{B}} q^i$, $\delta_{\mathcal{D}} q^i$ are gauge transformations, for which Eqs. (5.46) hold, Eqs. (5.45) imply

\begin{align}
\mathcal{D} \left[ \mathcal{J}_{L} (\mathcal{E}_{\mathcal{A}} q^i) \right] = & \mathcal{D} \left[ - \frac{\partial \mathcal{E}_{\mathcal{A}} q^i}{\partial q^j} L^i + \frac{d}{dt} \left( A_{ij} \frac{\partial \mathcal{E}_{\mathcal{A}} q^j}{\partial q^k} B^{kh} L^h \right) \right] = \\
= & \mathcal{D} \left( \frac{\partial \mathcal{E}_{\mathcal{A}} q^i}{\partial q^j} L^i - \frac{\partial \mathcal{E}_{\mathcal{A}} q^j}{\partial q^i} L^j \right) + \\
+ & \frac{d}{dt} \left[ \mathcal{D} \left( \mathcal{F}_{\mathcal{A},\mathcal{B}} \mathcal{E}_{\mathcal{B}} q^i - \mathcal{D}_{\mathcal{B}} q^i \mathcal{J}_{L} (\mathcal{E}_{\mathcal{A}} q^i) \right) \right] = 0
\end{align}

Therefore $\delta_{[D,\mathcal{A},\mathcal{B}]}^i q^i$ will generate a generalized weak quasi-invariance only if

\begin{equation}
\mathcal{J}_{L} (\mathcal{E}_{\mathcal{A},\mathcal{B}} q^i) = 0
\end{equation}

that is if $\delta_{[\mathcal{A},\mathcal{B}]}^i q^i$ is a Jacobi field. From Eqs. (6.3) the gauge transformation $\delta_{[\mathcal{A},\mathcal{B}]}^i q^i$ will have the following expression (see also Ref. [25]):
\[ S_{[A_1B]} \partial q^i = \left[ \gamma_{[1}, \gamma_{\alpha]} \right] q^i = \]
\[ = \sum_j \sum_h \varepsilon^{(ij)} \varepsilon^{(hk)} \left[ A^h_{j-A} \frac{\partial A^i_{j-A}}{\partial q^h} - A^h_{j-A} \frac{\partial A^i_{j-A}}{\partial q^h} + \left( A^h_{j-A-j+k1} + A^h_{j-A-j+1} \right) \frac{\partial A^i_{j-A-j}}{\partial q^h} - \left( A^h_{j-A-j+k1} + A^h_{j-A-j+1} \right) \frac{\partial A^i_{j-A-j}}{\partial q^h} \right] \]
\[ = \sum_j \frac{\partial}{\partial \tilde{q}^j} \varepsilon^{(ij)} \varepsilon^{(tk)} \left[ \sum_c \frac{\partial}{\partial c} \left( c^{(1j-k)} \varepsilon_{(A_1j-k)(B_1j-k)} \partial \varepsilon_{(1j-k)} \right) c^{(1j-k)} + \sum_c \frac{\partial}{\partial \tilde{c}^j} \left( c^{(1j-k)} \varepsilon_{(1j-k)} \right) \partial \varepsilon_{(1j-k)} \right] \]
\[ = \sum_c \frac{\partial}{\partial \tilde{c}^j} \varepsilon_{(1j-k)} \left( \partial \varepsilon_{(1j-k)} \right) c^{(1j-k)} + \sum_c \frac{\partial}{\partial \tilde{c}^j} \left( c^{(1j-k)} \varepsilon_{(1j-k)} \right) \partial \varepsilon_{(1j-k)} \]

where \( c \) spans all the gauge transformations, \( \tilde{c}^{(1j-k)} = B \tilde{c}^{(1j-k)} = 0 \), \( C \) and \( D \) vanish if one of their lower indices is equal to \(-1\), and with the \( q \)'s defined as follows:

\[ \begin{align*}
S_{(1)}_{(1j-k)} & = \sum_j \frac{\partial}{\partial \tilde{q}^j} \varepsilon^{(ij)} \varepsilon^{(tk)} \left( c^{(1j-k)} \varepsilon_{(A_1j-k)(B_1j-k)} \right) \partial \varepsilon_{(1j-k)} \\
S_{(1j-k)} & = \sum_c \frac{\partial}{\partial \tilde{c}^j} \left( c^{(1j-k)} \varepsilon_{(1j-k)} \right) \partial \varepsilon_{(1j-k)}
\end{align*} \]

(6.13)

By using Eqs. (5.43), (5.44), the functions \( C \) and \( D \) are defined by the following equations:

\[ \begin{align*}
\sum_c \frac{\partial}{\partial \tilde{c}^j} \varepsilon^{(ij)} \varepsilon^{(tk)} \left( c^{(1j-k)} \varepsilon_{(A_1j-k)(B_1j-k)} \right) c^{(1j-k)} & = \partial \varepsilon^{(ij)} \varepsilon^{(tk)} \left( c^{(1j-k)} \varepsilon_{(A_1j-k)(B_1j-k)} \right) \partial \varepsilon_{(1j-k)} + \\
& \left( \partial \varepsilon^{(ij)} \varepsilon^{(tk)} \left( c^{(1j-k)} \varepsilon_{(A_1j-k)(B_1j-k)} \right) \right) \partial \varepsilon_{(1j-k)} - \left( \partial \varepsilon^{(ij)} \varepsilon^{(tk)} \left( c^{(1j-k)} \varepsilon_{(A_1j-k)(B_1j-k)} \right) \right) \partial \varepsilon_{(1j-k)} + \\
& \left( \partial \varepsilon^{(ij)} \varepsilon^{(tk)} \left( c^{(1j-k)} \varepsilon_{(A_1j-k)(B_1j-k)} \right) \right) \partial \varepsilon_{(1j-k)} - \left( \partial \varepsilon^{(ij)} \varepsilon^{(tk)} \left( c^{(1j-k)} \varepsilon_{(A_1j-k)(B_1j-k)} \right) \right) \partial \varepsilon_{(1j-k)} + \\
& \left( \partial \varepsilon^{(ij)} \varepsilon^{(tk)} \left( c^{(1j-k)} \varepsilon_{(A_1j-k)(B_1j-k)} \right) \right) \partial \varepsilon_{(1j-k)} - \left( \partial \varepsilon^{(ij)} \varepsilon^{(tk)} \left( c^{(1j-k)} \varepsilon_{(A_1j-k)(B_1j-k)} \right) \right) \partial \varepsilon_{(1j-k)}
\end{align*} \]

(6.14)
Therefore the gauge transformations satisfy what is called an open algebra [59], which closes only by using the genuine second-order Euler–Lagrange equations. This algebra is not open only when the gauge transformations are velocity-independent; the functions \( \mathcal{C} \) depend upon the arbitrary functions \( a^3(t) \) owing to the presence of the vector fields \( Z_\alpha \) in \( \Gamma \). However, this dependence disappears when we project to \( T^*Q \). If \( \overline{\mathcal{C}} \) is the part of \( \mathcal{C} \) independent of the \( a^3(t) \)'s, then \( \overline{\mathcal{C}} \) is projectable to \( T^*Q \), \( \overline{\mathcal{C}}(q, \dot{q}) = \overline{\mathcal{C}}(q, p) \), and the phase-space counterpart of the first set of Eqs. (6.14) is

\[
\{ \overline{G}_{S^{-j}}^{j}, \overline{G}_{J_{b-k}} \} = \sum_{j} \frac{J_{j}^{2}}{e} \overline{\mathcal{C}}(c^{1}J_{j-k}) \overline{G}_{J_{j-k}}^{j-k}
\]

(6.15)

where the \( \overline{\mathcal{C}} \)'s are all the first-class constraints of the model. When the \( \overline{\mathcal{C}} \) are constants we can speak of a Lie algebra of the gauge transformations. By studying the higher commutators of the gauge transformations one would find the Lagrangian analogue of the higher structure functions introduced in Refs. [24, 26] as a preliminary to the phase-space BRS approach.

The check that the commutator of the gauge transformations with the deterministic part of the evolution operator [the \( \overline{H}_d \) of Eqs. (5.8) in \( T^*Q \)] is again a gauge transformation, is implicitly contained in the Noether identities (5.21a) (5.21b) [or (5.39) in \( T^*Q \)].

Therefore, if \( L \) is such that Eqs. (6.14) hold, the integrability conditions for the local existence of the extremals implied by the Frobenius theorem are satisfied. In \( T^*Q \) all the previous conditions are called the Dirac test, whose non-triviality is connected with the assumption that all the secondary, tertiary, etc., first-class constraints are generators of gauge transformations. This hypothesis may be rephrased by saying that \( L \) must be such that the \( \overline{H}_c \) of Eq. (5.8) contains all such constraints.
7. SINGULAR SYSTEMS: THE TQ APPROACH

As we said in the previous section, the TQ approach allows the avoidance of the infinite jet bundle retaining all the information of the Lagrangian approach, as well as the local dynamical symmetries of the Euler-Lagrange equation, which are lost in T^*Q owing to Eq. (5.26). We shall follow the scheme of Section 2. See also Refs. [35,40,43].

Let us go back to \( \widetilde{L} \), of Eqs. (2.13) and to the variational principle of Eqs. (2.15). Since the inverse of the Hessian matrix \( \tilde{A} \) does not exist, the first-order differential equations (2.17) implied by the variational principle:

\[
\begin{align*}
\widetilde{L}_{qi} &= - \left( \tilde{R}_{ij} \tilde{\nu}^j + \tilde{R}_{ij} (\tilde{q}^j - \tilde{v}^j) - \tilde{\chi}_c \right) = 0 \\
\widetilde{L}_{vi} &= \tilde{R}_{ij} (\tilde{q}^j - \tilde{v}^j) = 0
\end{align*}
\]

(7.1)

cannot be put in the normal form of Eqs. (2.18).

For the sake of simplicity we shall restrict the analysis to the class of models defined in Section 5. By using the null eigenvectors \( \tilde{r}_i^v, \chi_A = \alpha, \beta, r, s \), of \( \tilde{A} \) we get from Eqs. (7.1):

\[
\begin{align*}
\tilde{r}_i^v & \quad \tilde{L}_{vi} = 0 \\
\tilde{r}_i^v & \quad \tilde{L}_{qi} = - \left[ \tilde{\chi}_A \tilde{R}_{ij} (\tilde{q}^j - \tilde{v}^j) - \tilde{\chi}_A \right] = 0
\end{align*}
\]

(7.2)

where \( \tilde{\chi}_A \) was defined in Eqs. (5.15).

The solution of the second set of Eqs. (7.1) is

\[
\begin{align*}
\dot{q}^i &= v^i + \sum \tilde{R}^a (t, q^i, v^i) \tilde{r}_i^v = \sum \tilde{R}^a (t, \tilde{v}^{ik} \tilde{v}^k) \tilde{r}_i^v + \sum \tilde{\chi}^a (t) \tilde{r}_i^v \\
\tilde{R}^a (t, q^i, v^i) &= \tilde{\chi}^a (t) - \tilde{r}_i^v \tilde{v}^{ik} \tilde{v}^k
\end{align*}
\]

(7.3)

where \( \tilde{\chi}^a (t) \) are the analogues of the Dirac multipliers of T^*Q, as \( \lambda^B (q, v) = \lambda^B (q, p) = \langle q^i, \tilde{r}_i^v \rangle \) and as \( L_m \) is the TQ analogue of the Hamilton equations \( q^i \overset{0}{=} \langle q^i, \tilde{H}_0 \rangle = \langle q^i, \tilde{H}_c \rangle + \sum \lambda^a (t) q^i, \tilde{r}_i^v \). By remembering the definition of the matrix \( \tilde{R}_{AB} \) in Eq. (5.12), the second set of Eqs. (7.2) may be rewritten as

\[
\sum_B \tilde{R}_{AB} (\tilde{\chi}^B - \tilde{v}^{ik} \tilde{v}^k) = \tilde{\chi}_A - \tilde{r}_i^v \tilde{L}_{qi} = \tilde{\chi}_A
\]

(7.4)

For the class of models of Section 5 the 2k-rank matrix \( \tilde{A} \) has only the minor \( (\tilde{A}_{rr} \ldots) \) non-vanishing. Therefore, Eqs. (7.4) become
\[
\begin{align*}
\hat{\chi}_\alpha &= \hat{\epsilon}_{\alpha} = 0 \\
\hat{\chi}_\beta &= \hat{\epsilon}_{\beta} (q, v) = \hat{\epsilon}_{\beta} \equiv 0 \\
\hat{\chi}_s &= \hat{\epsilon}_{s} (q, v) = \hat{\epsilon}_{s} \equiv 0 \\
\hat{\chi}_r &= \hat{\epsilon}_{r} (q, v) + \hat{\epsilon}_{r} \equiv 0 \\
&= \sum_{r} \hat{\delta}_{r} \hat{\epsilon}_{r} (q, v) + \sum_{r} \hat{\delta}_{r} \hat{\epsilon}_{r} (q, v) \\
&= \sum_{r} \hat{\delta}_{r} \hat{\epsilon}_{r} (q, v) + \sum_{r} \hat{\delta}_{r} \hat{\epsilon}_{r} (q, v)
\end{align*}
\]

(7.5)

where we used the fact that $\chi_\alpha = 0$, see Eqs. (5.22). We see that $\hat{\chi}_\alpha \equiv 0, \hat{\chi}_s \equiv 0$ are the TQ expression of the secondary Lagrangian constraints $\chi_\alpha, \chi_s$, and that there are no TQ primary constraints since $\Phi_A(q, v) = \Phi_A(q, p(q, v)) = 0$. The last line in Eqs. (7.5) determines the Dirac multipliers $\hat{\lambda}$

\[
\hat{\lambda}^r = \hat{\epsilon}_{r} \hat{\epsilon}_{r} + \sum_{r} (\hat{\delta}_{r})^r \hat{\epsilon}_{r}
\]

(7.6)

so that Eqs. (7.3) become

\[
\begin{align*}
\hat{q}^i &= v^i + \sum_{r} (\hat{\delta}_{r})^i \hat{\epsilon}_{r} \hat{\epsilon}_{r} + \sum_{A} \hat{\lambda}_A \hat{\epsilon}_{A} = \\
&= \sum_{r} \hat{\delta}_{r} \hat{\epsilon}_{r} \hat{\epsilon}_{r} + \sum_{A} \hat{\lambda}_A \hat{\epsilon}_{A} + \sum_{r} (\hat{\delta}_{r})^i \hat{\epsilon}_{r} \hat{\epsilon}_{r} \\
&= \sum_{r} \hat{\delta}_{r} \hat{\epsilon}_{r} \hat{\epsilon}_{r} + \sum_{A} \hat{\lambda}_A \hat{\epsilon}_{A} + \sum_{r} (\hat{\delta}_{r})^i \hat{\epsilon}_{r} \hat{\epsilon}_{r}
\end{align*}
\]

(7.7)

Before going on with the discussion, let us remark that Eqs. (7.3) do not imply $\hat{q}^i \equiv v^i$ even if some $\hat{\lambda}$'s are determined like in Eqs. (7.6). At the end of the discussion this will imply that the evolution vector field $\hat{\Gamma}_r$, analogue to the $\Gamma_r$ of Section 4, on the final submanifold $\tilde{\gamma}_F \subset \tilde{\gamma}_T$ defined by the Lagrangian constraints like $\tilde{\gamma}_d, \tilde{\gamma}_s$, is not a second-order vector field unless the arbitrary functions $\tilde{\lambda}^A(t)$ are not chosen such that $\tilde{\kappa}^A = \tilde{\lambda}^A - \tilde{\lambda}^0 = 0$. This restriction will be necessary to recover the Euler-Lagrange equations $\hat{q}^i \equiv \Lambda^i(q, \dot{q}) + \sum_{A} \dot{\lambda}_A(t) \tilde{\lambda}_A(q, \dot{q})$ of Eqs. (5.15) from the TQ approach. As Eqs. (7.1) will leave $\lambda^\alpha, \tilde{\lambda}^0$ arbitrary, the restriction $\tilde{\kappa}^A = \tilde{\kappa}^B = 0$ will become a restriction on the gauge-fixing constraints for the first-class constraints of $\tilde{\gamma}_T(\tilde{\gamma}_T)$ (see next Section). Instead $\tilde{\lambda}$ is determined by Eqs. (6.7), in analogy with $\lambda^r = 0$ in $\tilde{\gamma}_T$, and the condition $\tilde{\kappa}^r = 0$ implies $\tilde{\lambda}_r(q, v) = \tilde{\delta}_r(q, v) = 0$ as $\tilde{\delta}_r \neq 0$. It turns out that: the Lagrangian $\tilde{\Gamma}_r$ on $\tilde{\gamma}_T$ does not describe the genuine first-order equations of motion $\tilde{D}_A(q, \dot{q}) = 0$, $A = r, s$ associated to the various families of second class constraints. One has to add $\tilde{\Gamma}_r$, the holonomic (in TQ) constraints $\tilde{D}_A(q, v) = 0, A = r, s$, to recover the original Euler-Lagrange [Eqs. (5.15)] from the TQ approach, when $\tilde{\kappa}^A = \tilde{\kappa}^B = 0$. Therefore, for singular systems with genuine first-order equations of motion, i.e. with second-class constraints, the right Lagrangian on $\tilde{\gamma}_T$ is $\tilde{\Gamma}_r = \tilde{\Gamma}_r + \dot{q}^i \tilde{B}_i + q^i \tilde{B}_s$, where $\dot{q}^i(t), q^i(t)$ are Lagrange multipliers. This is consistent, because $\tilde{D}_A(q, \dot{q}) = 0, A = r, s$, are already first-order
equations, while the transition from the Lagrangian to the TQ formalism amounts to replace every second-order equation with a pair of first-order equations. While in \( T^Q D_A(q, \dot{q}) \equiv 0 \), \( A = r, s \), is a consequence of the Hamilton equations \( \dot{q}^i \equiv [q^j, H_B] \), in TQ only equations like (7.6) are obtained in the singular case, and the evolution vector field \( \tilde{T}_F \) is of second-order only with the restrictions \( \tilde{K}^A = 0, \tilde{D}_r = \tilde{D}_s = 0 \). While for first-class constraints (\( D = 0 \)) \( \tilde{K}^a = \tilde{K}^a = 0 \) is only a restriction on the arbitrary functions \( \hat{\lambda}^a, \hat{\lambda}^a \), for second-class constraints we must restrict \( \tilde{T}_F \) to a submanifold \( \tilde{\gamma}_F \subset \tilde{\gamma}_F \), defined by \( \tilde{D}_r = \tilde{D}_s = 0 \). While a theorem of the second paper in Ref. [40] assured the existence of a second-order vector field on some submanifold of TQ, we have now obtained a precise specification of this submanifold, but we have also shown that the extra conditions \( \tilde{K}^A = 0 \) are needed to reproduce Eqs. (5.15).

Coming back to our discussion, we get from Eq. (7.7)

\[
\tilde{T}^{li}_{r(0)}(\dot{q}^i - \nu^i) \equiv \sum_{r(1)} b^{-1}_{r(1)} \tilde{D}_{r(1)} = 0 \quad \text{when} \quad \tilde{D} = 0
\] (7.8)

By using the quasi-inverse \( \tilde{B} \) of \( \tilde{A} \), see Eqs. (5.14) and (7.7), the solution of the first set of Eqs. (7.1) may be written in the following form

\[
\dot{\nu}^i = \tilde{B}^{ii} \left[ \tilde{\alpha}_i - \tilde{K}_{ik}(\dot{q}^k - \nu^k) \right] + \Sigma_{0} a^U(t) \tilde{B}^{ii}_{A(0)} \tilde{\nu}^i = \sum_{r(1)} b^{-1}_{r(1)} \tilde{D}_{r(1)} \left[ \tilde{\alpha}_i - \tilde{K}_{ik}(\dot{q}^k - \nu^k) \right] + \Sigma_{0} a^U(t) \tilde{B}^{ii}_{A(0)} \tilde{\nu}^i
\] (7.9)

where \( \tilde{\alpha}_i = b^{-1}_{ii} \tilde{\alpha}_i \). The arbitrary functions \( a^U(t) \), see Eqs. (5.15), are the TQ version of the local dynamical symmetries of the Euler-Lagrange equations.

To have a consistent evolution, the Lagrangian constraints \( \hat{\chi}_d, \hat{\chi}_s \) must be preserved in time:

\[
\frac{d}{dt} \hat{\chi}_d = 0, \quad \frac{d}{dt} \hat{\chi}_s = 0
\] (7.10)

These equations will determine tertiary Lagrangian constraints and/or \( \hat{\lambda}^i \)'s. For the class of models of Section 5 \( \hat{\chi}_d \equiv 0 \) is void, while \( \hat{\chi}_s \equiv 0 \) will determine \( \hat{\lambda}^i \) (in analogy with \( \lambda^i = 0 \)). According to the previous discussion \( \hat{\lambda}^i \) will have the following form

\[
\hat{\lambda}^i = \tilde{\lambda}^i_{0(0)} \tilde{\nu}^k + \sum_{s} \tilde{T}^{ss'}_{si} \tilde{D}_{s'}
\] (7.11)

so that \( \tilde{K}^i = 0 \), and \( \xi^i_{0(0)} (q^i - \nu^i) \equiv 0 \) will be obtained by imposing \( \tilde{D}_r = 0 \), i.e. the TQ version of the first-order genuine equations of motion \( D_t(q, \dot{q}) = -\partial_{\chi} / \partial q^i - \xi^i_{0(0)} \equiv 0 \) of Eqs. (5.23).

For this class of models, the TQ algorithm ends at this point: we have consistent evolution only on the submanifold \( \tilde{\gamma}_F \subset \tilde{T}^Q \) determined by the Lagrangian constraints \( \hat{\chi}_d = \hat{\chi}_s = 0 \). If we consider
the contact form \( \tilde{\omega}_L \) on \( R \times TQ \) of Eq. (2.21), the solution of the equations \( i_{\tilde{\omega}_L} = 0 \), \( i_{\omega_L} = 1 \) is no more Eq. (2.25). Instead, we get the following \( \tilde{\Gamma}_F \) on \( R \times \gamma_F \):

\[
\tilde{\Gamma}_F = \tilde{\Gamma}_c + \sum_{A=\alpha \beta} \tilde{\lambda}^A(t) \tilde{X}_A + \sum_{A=\alpha \beta} a^A(t) \tilde{Z}_A
\]

(7.12)

where

\[
\begin{aligned}
\dot{\tilde{\Gamma}}_c &= \frac{\partial}{\partial E} + \left[ \dot{\tilde{\lambda}}^i - \sum_{A=\alpha \beta} \left( \tilde{\lambda}_k^{A \mu} v^\mu \right) \tilde{\lambda}_k^{A \nu} \right] \frac{\partial}{\partial q^i} + \\
&+ \left\{ \dot{\tilde{X}}^j - \tilde{\alpha}^j_i \tilde{R}_{j k} \left[ \tilde{\lambda}_k^{A \nu} \tilde{\lambda}_i^{A \mu} \tilde{\lambda}_k^{A \nu} \tilde{\lambda}_i^{A \mu} \tilde{\lambda}_k^{A \nu} \tilde{\lambda}_i^{A \mu} \right] \right\} \frac{\partial}{\partial v^i} \\
\dot{\tilde{X}}_A &= \tilde{\lambda}_k^{A \nu} \frac{\partial}{\partial q^i} - \tilde{\alpha}^j_i \tilde{R}_{j k} \tilde{\lambda}_k^{A \nu} \frac{\partial}{\partial v^i} \quad \alpha = \alpha \beta \\
\dot{\tilde{Z}}_A &= \tilde{\lambda}_k^{A \nu} \frac{\partial}{\partial v^i}
\end{aligned}
\]

(7.13)

Since \( \tilde{\lambda}^{\alpha \beta} \) and \( a^A \) are arbitrary functions, we have on \( R \times \gamma_F \): \( i_{\tilde{\omega}_L} = i_{\tilde{\omega}_L} = 0 \), i.e. all the vector fields (7.13) lie in \( \ker \omega_L \), with the \( \tilde{Z}_A \) describing its vertical part [46] (along the fibres of TQ). Owing to the assumption that all the first-class constraints are generators of gauge transformations, see Eqs. (4.6) and (5.8), it is possible to split \( \tilde{\Gamma}_c \) in the following way:

\[
\tilde{\Gamma}_c = \tilde{\Gamma}_d + \sum_{A=\alpha \beta} \tilde{\zeta}^A(t,v) \tilde{X}_A
\]

(7.14)

with \( i_{\tilde{\omega}_L} = 0 \). Therefore on \( R \times \gamma_F \), \( \tilde{\omega}_L \) is a degenerate contact form, that is the \( \omega_L \) of Eqs. (2.20) defines on \( \gamma_F \) only a presymplectic structure, as \( \ker \omega_L = \{ \tilde{X}_\alpha, \tilde{X}_\beta, \tilde{Z}_A \} \). The foliation with gauge orbits of \( \gamma_F \) contains more information on the analogous case of \( \gamma \subset TQ \), owing to the presence of the extra gauge vector fields \( \tilde{Z}_A \), which belong to the kernel of the Legendre transformation, Eqs. (5.26). Instead we have \( \tilde{X}_\alpha \rightarrow \tilde{X}_\alpha = \tilde{\zeta}_i, \tilde{\Phi}_i, \tilde{X}_\beta \rightarrow \tilde{X}_\beta = \tilde{\zeta}_i, \tilde{\Phi}_i, \tilde{X}_\beta \rightarrow \tilde{X}_\beta = \tilde{\zeta}_i, \tilde{\Phi}_i \).

As already said, a second-order vector field \( \tilde{\Gamma}_F \) exists if we restrict \( \gamma_F \) to the submanifold \( \gamma_F \subset \gamma_F \) defined by the equations \( \tilde{D}_f = \tilde{D}_s = 0 \) and the arbitrary functions \( \tilde{\lambda}^\alpha, \tilde{X}^\alpha \) to \( \tilde{\zeta}_i, \tilde{\zeta}_i \) respectively. Then Eq. (7.12) becomes
\[ \dot{\Gamma}_F = \frac{\partial}{\partial t} + \dot{q}^i \frac{\partial}{\partial q^i} + \dot{\lambda}^i(q, \nu) \frac{\partial}{\partial \nu^i} + \sum_A \dot{a}^A(t) \frac{\partial}{\partial \dot{z}_A} \] (7.15)

But \( \dot{\Gamma}_F \) will be tangent to \( R \times \dot{\gamma}_F \) only if \( \dot{D}_r = \dot{\Gamma}_F(\dot{D}_r) \equiv 0 \), \( \dot{D}_a = \dot{\Gamma}_F(\dot{D}_a) \equiv 0 \). These equations determine \( a'(t), a'(t) \) in the same way as \( \dot{D}_r \equiv 0, \dot{D}_a \equiv 0 \) determine them at the Lagrangian level. Now, \( \dot{\Gamma}_F \) reproduce the genuine second-order Euler–Lagrange equations contained in Eqs. (5.15).
8. SINGULAR SYSTEMS: THE T* (TQ) APPROACH

Let us now consider the $T^*$ (TQ) description of the class of singular systems defined in Section 5. Already for regular systems this description implied second-class constraints and Eqs. (2.33), showing the weak quasi-invariance of $\hat{L}$, under the Noether transformations generated by them, give the associated Noether identities following the scheme of Section 5. For our class of singular systems the new feature of $T^*$ (TQ) is that some of the constraints (2.26) become first class. Indeed Eqs. (2.29) give now the result $\text{det } \bar{C} = (\text{det } \bar{A})^2 = 0$.

As said in the previous section, we must use the modified Lagrangian $\bar{L}' = \bar{L} + q' \dot{q} \bar{D} \dot{(q,v)} + q'' \ddot{q} \bar{D} \dddot{(q,v)}$ with the Lagrange multipliers $q' \dot{q}, q'' \ddot{q}$ to implement the Lagrangian genuine first-order equations of motion in TQ as holonomic constraints. In $T^* (TQ \oplus R^{2k_3 + k_4})$, besides the constraints (2.26) there are also the constraints $\pi_{1r} = \partial \bar{L}' / \partial \dot{q}' = 0, \pi_{2s} = \partial \bar{L}' / \partial \dot{q}'' = 0$. The Hamiltonian (2.30) is replaced by $\bar{H}_D = \bar{H}_D - q' \dot{q} \bar{D} - q'' \ddot{q} \bar{D} + \mu_1 \pi_{1r} + \mu_2 \pi_{2s}$, where $\mu_1, \mu_2$ are new Dirac multipliers. Instead of Eqs. (2.31) we get

\begin{align*}
\dot{\bar{x}}_L &= \bar{\pi}_L, \quad \dot{\bar{H}_D} \bar{t}' = - (\bar{A}_{ij} \bar{x}_i + \bar{B}_{ij} \bar{x}_j + \bar{Q}_{ij} \bar{x}_i \bar{x}_j + \bar{S}_r \partial_{\dot{q}'} \bar{x}_i - \bar{S}_s \partial_{\dot{q}''} \bar{x}_i) = 0 \\
\dot{\bar{\pi}}_L &= \{ \bar{\pi}_L, \bar{H}_D \} = \bar{A}_{ij} (\bar{\lambda}_i - \bar{\nu}_i) - \bar{S}_r \partial_{\dot{q}'} \bar{\nu}_i - \bar{S}_s \partial_{\dot{q}''} \bar{\nu}_i = 0 \\
\dot{\pi}_{1r} &= \{ \pi_{1r}, \bar{H}_D \} = \bar{D}_r \approx 0 \\
\dot{\pi}_{2s} &= \{ \pi_{2s}, \bar{H}_D \} = \bar{D}_s \approx 0
\end{align*}

(8.1)

From $\dot{\bar{Z}} \bar{Z}_t = - (q' \dot{q} \bar{Z}_r \bar{D}_r + q'' \ddot{q} \bar{Z}_s \bar{D}_s) = 0$, remembering that the matrix $(\bar{Z}_r \bar{D}_s)$, $a, b = r, s$, is non-singular (see Section 5), we get the secondary constraints $\bar{\dot{\tilde{g}}}_1 = 0, \bar{\dot{\tilde{g}}}_2 = 0$. As $\tilde{g}_1 = \tilde{g}_2 = 0$ imply $\mu_1 = \mu_2 = 0$, we can forget from now on the pairs of second-class constraints $\tilde{g}_1, \pi_{1r}, \tilde{g}_2, \pi_{2s}$ and $\bar{H}_D = \bar{H}_D$ of Eq. (2.30). Then, as in Eqs. (7.3) the solutions of the equations $\dot{\bar{x}}_L = 0$ are

\begin{align*}
\lambda_j = \nu_j + \sum \bar{R}_{ij}(t, q, v) \bar{\lambda}_i \\
\bar{R}_{ij}(t, q, v) = \bar{\lambda}_j - \bar{\nu}_j \

(8.2)
\end{align*}

The $\bar{\lambda}_i$'s are restricted by the equations

\begin{align*}
\bar{\lambda}_i - \bar{\nu}_j \langle \bar{R}_{ij} \bar{\lambda}_j + \bar{S}_{ij} \rangle = \bar{R}_{ij} (\nu_j + \sum \bar{R}_{ik} \bar{\lambda}_k) + \bar{Q}_{ij} \bar{\lambda}_j + \bar{S}_{ij} \approx 0 \\

(8.3)
\end{align*}

where we have used Eqs. (2.12), (2.14), (2.3) and (5.15). But these are Eqs. (7.4), whose solutions for our class of models are
\[
\begin{aligned}
\Delta^\xi = \rho_0 e^k v^k + \sum_{\xi} (\Delta^\xi)^\xi \cdot (\Delta^\xi)^\xi \cdot \Delta^\xi \\
\hat{\chi}^\xi = 0 \\
\hat{\chi}_s = 0 \\
\lambda^\xi = \sum_{\xi} (\hat{\lambda}^\xi e^k v^k) e^\xi + \sum_{\xi} (\hat{\rho}_0 e^k v^k) e^\xi + \sum_{\xi} \lambda^\xi e^\xi \\
\sum_{\xi} \lambda^\xi e^\xi = v^\xi + \sum_{\xi} \lambda^\xi e^\xi
\end{aligned}
\]

Therefore we recover the secondary constraints \(\hat{\chi}_d, \hat{\chi}_s\). The other equations to be solved are

\[
\hat{\chi}_d \approx - (\hat{\lambda}_d \lambda_2 + \hat{\rho}_d \sum_{\xi} \lambda^\xi e^\xi - \hat{\alpha}_d) \approx 0
\]

In analogy with Eqs. (7.9), their solution is

\[
\lambda_2 \approx \hat{\lambda}_2 - \hat{\alpha}_d \sum_{\xi} \lambda^\xi e^\xi + \sum_{\xi} \lambda^\xi e^\xi
\]

After having substituted \(\lambda_1, \lambda_2\) given by Eqs. (8.4), (8.6) in \(\tilde{H}_D\) of Eqs. (2.30), we must evaluate \(\hat{\chi}_d = 0, \hat{\chi}_s = 0\). For our class of singular models \(\hat{\chi}_d = 0\) are void, while \(\hat{\chi}_s = 0\) have the solution \(\lambda_1 = 0\). Therefore, the final Dirac Hamiltonian in \(T^*(TQ)\) is

\[
\tilde{H}_D^F = E + \left[ v^\xi - \sum_{\xi} (\hat{\lambda}^\xi e^k v^k) \hat{\xi}^\xi \right] \hat{\chi}_d + \\
+ \left[ \hat{\lambda}_2 - \hat{\alpha}_d \sum_{\xi} \lambda^\xi e^\xi + \sum_{\xi} \lambda^\xi e^\xi \right] \hat{\chi}_s + \\
+ \sum_{\xi} \lambda^\xi e^\xi \left( \hat{\xi}^\xi \hat{\chi}_d - \hat{\xi}^\xi \hat{\chi}_s \right) + \\
+ \sum_{\xi} \alpha^\xi e^\xi \hat{\chi}_d
\]

in agreement with Eqs. (7.12), (7.13) if we redefine \(\lambda_1 = \hat{\lambda}_1, \lambda_2 = \hat{\alpha}_d\). The assumption (4.6), (5.8) means here that \(E\) must contain the \(\hat{\chi}_d\)'s linearly.

Finally, we have to impose \(\tilde{D}_t = \left| \tilde{D}_t, \tilde{H}_D \right| = 0, \tilde{D}_s = \left| \tilde{D}_s, \tilde{H}_D \right| = 0\) to get the determination of \(a'(t), a'(t)\) as in Sections 5 and 7.
The primary and secondary constraints $\tilde{\chi}_i$, $\tilde{\pi}_i$, $\tilde{\chi}_c$, $\tilde{\chi}_e$ can therefore be decomposed into the following two groups (if for the sake of simplicity $\tilde{\alpha}_{e_0} = \tilde{\alpha}_{e_1} = 0$):

\begin{align}
\text{1st-class} & \quad \text{2nd-class} \\
\left\{ \begin{array}{l}
\tilde{\chi}_i \tilde{\pi}_i \approx 0 \\
\tilde{\chi}_i \tilde{\chi}_c \approx 0 \\
\hat{A} \tilde{\pi}_i \tilde{\chi}_e \equiv \lambda_1 \\
\hat{A} \tilde{\chi}_i \tilde{\pi}_c 
\end{array} \right. & \quad \left\{ \begin{array}{l}
\tilde{\chi}_e \tilde{\chi}_c \approx 0 \\
\tilde{\chi}_i \tilde{\pi}_c \approx 0 \\
\hat{A} \tilde{\chi}_i \tilde{\pi}_c \approx 0 \\
\hat{A} \tilde{\pi}_c \tilde{\pi}_c \approx 0 
\end{array} \right.
\end{align}

(8.8)

The constraints $\tilde{\chi}_i$, $A = \alpha, \beta, r, s$, are the $T'(TQ)$ counterpart of the primary constraints $\tilde{\Phi}_\alpha$ of $T'Q$, while $\tilde{\pi}_i, \tilde{\chi}_c$ are the counterpart of the secondary constraints $\tilde{\Phi}_\beta, \tilde{\Phi}_r$. Owing to the velocity dependence the $T'(TQ)$ constraints have different functional forms from the $T'Q$ ones but carry the same information. The division into first- and second-class constraints is based on the fact that their non-vanishing Poisson brackets, see Eqs. (2.28), are

\begin{align}
\{ \tilde{\chi}_i \tilde{\chi}_i, \tilde{\chi}_c \tilde{\chi}_c \} & \approx -\tilde{\chi}_i \tilde{\chi}_c \tilde{\pi}_c = -\tilde{\alpha}_e \delta_{ee} \\
\{ \tilde{\chi}_i \tilde{\chi}_i, \tilde{\pi}_c \tilde{\pi}_c \} & \approx -\tilde{\chi}_i \tilde{\chi}_c \tilde{\pi}_c = -\tilde{\alpha}_e \delta_{ee} \\
\{ \tilde{\chi}_i \tilde{\chi}_c, \tilde{\pi}_c \tilde{\chi}_c \} & \approx -\tilde{\chi}_i \tilde{\chi}_c \tilde{\pi}_c = -\tilde{\alpha}_e \delta_{ee} \\
\{ \tilde{\pi}_c \tilde{\pi}_c, \tilde{\pi}_c \tilde{\pi}_c \} & \approx -\tilde{\alpha}_e \delta_{ee} \\
\{ \tilde{\chi}_i \tilde{\chi}_c, \tilde{\pi}_c \tilde{\pi}_c \} & \approx -\tilde{\alpha}_e \delta_{ee} \\
\{ \tilde{\pi}_c \tilde{\pi}_c, \tilde{\pi}_c \tilde{\pi}_c \} & \approx -\tilde{\alpha}_e \delta_{ee}
\end{align}

(8.9)

Here we have assumed the same simplifying hypothesis as Eqs. (5.3) and moreover that $\tilde{D}_r, \tilde{D}_s$ have vanishing Poisson brackets with all the constraints except the ones shown in Eqs. (8.9). To further simplify the matter let us assume that $L$ is such that also $(\tilde{R}_e) = 0$, so that the three blocks of second-class constraints in Eqs. (8.8) are decoupled. In this simplified situation, if we denote by $\tilde{C}'$ the matrix associated with Eqs. (8.9), we get

$$
\det \tilde{C}' = \left( \prod_{e} \tilde{M}_e \right)^2 \det (-\tilde{\alpha}_e A) \left( \det \tilde{T} \right)^2
$$

(8.10)

The only remnants of the second-class constraints of the regular case are $\tilde{\chi}_i, \tilde{\pi}_i, \tilde{\chi}_e, \tilde{\pi}_e$, i.e., those constraints associated with the non-null eigenvectors of $\tilde{A}$. The Dirac brackets with respect to these constraints would have the form (2.38) by using the quasi-inverse $\tilde{B}$ of $\tilde{A}$. However, now the constraints $\tilde{\chi}_i, \tilde{\pi}_i, \tilde{\chi}_e, \tilde{\pi}_e$ allow only the elimination of a subset of the variables $v^i, \pi_i$, so that these Dirac brackets are not connected with the $T'Q$ Poisson brackets. However, they can be used to define an analogue of Eqs. (2.22), when restricted to functions only of $q^i, v^i$. It turns out that these $TQ$ brackets admit neutral elements [3], having zero bracket with every $TQ$ function in accordance with the presymplectic structure $\omega_{T}$ of $TQ$ in the singular case.
The most relevant feature of the T\(^\ast\)(TQ) approach is the appearance of the extra first-class constraints \(\alpha_i \xi_i, \alpha = \alpha, \beta\), connected with the vector fields \(\tilde{Z}_A\) of Eqs. (7.13):

\[
\tilde{Z}_A = \alpha_i \xi_i \frac{\partial}{\partial v^i} \pm \left\{ ; \right\} \alpha_i \xi_i \tilde{\pi}_i^A
\]

(8.11)

Their associated gauge freedom, as already stated, is connected with the gauge freedom of the accelerations in the Lagrangian formalism. This last freedom, which is completely lost in the TQ approach, reappears in the intrinsically first-order formalism of TQ just by means of the \(\tilde{Z}_A\), see Eqs. (7.12) and (8.7). Instead the gauge freedom associated to \(\tilde{Z}_A\), \(\tilde{Z}_i\) is removed, because \(\xi_0 \xi_0, \bar{D}_i, s_0 \xi_0, \bar{D}_i\) are pairs of second-class constraints. In the Lagrangian formulation the genuine first-order equations \(D_i(q,\dot{q}) = 0, D_\alpha(q,\dot{q}) = 0\) determine the originally arbitrary velocity functions \(g^i(q,\dot{q}), g^\alpha(q,\dot{q})\); then \(\dot{g}^i, \ddot{g}^\alpha\) determine the components \(\xi_0 \xi_0 q^1, \xi_0 \xi_0 q^\alpha\) of the accelerations, destroying the gauge freedom associated with \(Z_\alpha, \tilde{Z}_\alpha\). As we have seen in TQ only \(\tilde{\chi}', \tilde{\chi}'\) are determined by Eqs. (7.6), (7.11), but the addition of the holonomic constraints \(\bar{D}_i = \bar{D}_i = 0\) again removes the gauge freedom of \(\tilde{Z}_i, \tilde{Z}_i\). With regard to the true gauge transformations, their gauge freedom can be removed at the Lagrangian level by imposing gauge-fixing conditions \(\xi_0 q^i, \xi_0 q^\alpha = 0\) in this way \(g^i(q,\dot{q}), g^\alpha(q,\dot{q})\) and the induced arbitrary \(\tilde{\chi}^0(p,\dot{q}), \tilde{\chi}^\alpha(p,\dot{q})\) associated with \(\chi_\alpha = \tilde{\phi}_\alpha\), see Eqs. (5.8), are determined. Then \(\dot{g}^i, \ddot{g}^\alpha\) determine \(g_0 q^1, g_0 q^\alpha\), breaking the gauge freedom generated by \(Z_\alpha, \tilde{Z}_\alpha\). Instead, in TQ the conditions \(\tilde{Z}_\alpha(q,p) = \tilde{Z}_\beta(q,p) = 0\) implies \(\tilde{\chi}^A = \tilde{\xi}^A q^k, A = \alpha, \beta\), in order to reproduce the genuine second-order Eqs. (5.15), fix the gauge freedom associated with \(\tilde{X}_\alpha, \tilde{X}_\beta, \tilde{X}_\beta\), but not the ones associated with \(\tilde{Z}_\alpha, \tilde{Z}_\beta\). Therefore, extra independent gauge-fixing conditions are needed. The extra conditions are not required in the T\(^\ast\)(TQ) approach, where, instead of the ‘covariant’ gauge fixings, the Dirac gauge-fixing conditions \(\tilde{Z}_\alpha(q,p) = 0, \tilde{Z}_\beta(q,p) = 0\) are the only ones needed. In T\(^\ast\)(TQ) besides \(\tilde{Z}_\alpha, \tilde{Z}_\beta\) extra conditions \(\tilde{\eta}_A = \alpha, \beta\) are needed to fix the gauge freedom of \(\tilde{Z}_A = \alpha, \beta\). This means that the Faddeev-Popov measure of the path integral in T\(^\ast\)(TQ) will be more complicated than the corresponding one in T\(^\ast\)Q. But this is the price to pay for unification of the TQ and T\(^\ast\)(TQ) description of the singular system, because in this way, as shown in Fig. 1 (see Section 4), we will get a simultaneous description of the reduced spaces \(\tilde{\gamma}_R, \tilde{\gamma}_R\) even when the reduced configuration space \(\delta\) does not exist globally.

As we shall treat the BRST approach in a future paper, let us add here some remarks concerning it. Since the T\(^\ast\)(TQ) description is based on a phase space, the natural approach is the BFV one. To this end we need the structure functions associated with the first-class constraints (8.8) and with the deterministic part of the canonical Hamiltonian contained in \(\bar{H}_B\). of Eq. (8.7)

\[
\tilde{\phi}_C = \tilde{E} + \left[ \tilde{V}^i - \sum_{n=1}^{\beta} \left( \tilde{\xi}_n q^k \right) \tilde{\chi}_n^k \right] \tilde{\chi}_C +
+ \sum_{n=1}^{\beta} \left[ \tilde{V}_n^i + \hat{\tilde{\chi}}_n^k \tilde{R}_n^k \right] \tilde{\chi}_C
\]

(8.12)

While the structure functions of the constraints \(\xi_0 \xi_0, \xi_0 \xi_0, \xi_\beta\) are related to the corresponding ones of T\(^\ast\)Q, see Eqs. (6.13), taking into account the functional form of the constraints in
going from $T^*Q$ to $T^*(TQ)$ and their extra velocity dependence, there will be the new structure functions of the $\tilde{\lambda}_{\alpha\beta} \tilde{\pi}_i, \ A = \alpha, \beta$ among themselves and with the other first-class constraints. Also the structure functions of the first-class constraints with respect to $\tilde{H}_d$ will be different from those in $T^*Q$.

In any case, there will be extra ghosts associated with the new constraints $\tilde{\chi}_i$. At a local level it should be possible to eliminate them by going to $T^*Q$ and then to the standard Lagrangian BRST fixed action. But it is not evident that they are irrelevant from a global point of view, being connected with the local dynamical symmetries of the Euler-Lagrange equations and not of the action.

Let us finish this section by noting that the constraints (8.8) define a final submanifold $\tilde{\varphi}_F$ of $T^*(TQ)$. $\tilde{\varphi}_F$ is foliated with gauge orbits by the canonical gauge transformations generated by the first-class constraints $\tilde{\alpha}_{\alpha\beta} \tilde{\chi}_i, \tilde{\beta}_{\gamma\delta} \tilde{\pi}_i, \tilde{\lambda}_{\alpha\beta} \tilde{\pi}_i, A = \alpha, \beta$. For our class of singular models dim $\tilde{\gamma}_R = 2[\chi + (k_1 + k_2 + k_3 + k_4)]$. As rank $\tilde{A} = n - (k_1 + k_2 + k_3 + k_4)$, in $T^*(TQ)$, of dimension $4n$, we have $k_1 + 2k_2 + (k_1 + k_2) = 3k_2 + 2k_1$ first-class constraints and $2[n - (k_1 + k_2 + 2k_3 + k_4)] + 2k_3 + 2k_4 + 4k_3 + 2k_4 = 2[n - (k_1 + k_2 + k_3 + k_4)]$ second-class ones. Therefore we get dim $\tilde{\varphi}_F = 2(n - k_1 - k_4 - k_2)$, and going to the quotient with respect to the foliation of the gauge transformations we recover $\tilde{\gamma}_R$ as the reduced phase space. An isomorphic copy of $\tilde{\gamma}_R$ can be obtained by adding the restricted class of gauge-fixing constraints: $\tilde{\gamma}_R = 0, \tilde{\gamma} = 0, \tilde{\pi}_i = 0, A = \alpha, \beta$, implying $\tilde{\lambda} = \tilde{\lambda}_{\alpha\beta} \tilde{\pi}_i$. If now we revert to the original form of the constraints $\chi_i = 0, \pi_i = 0$, we can use the fact that they are explicitly solved in the momenta $\tilde{p}_i, \tilde{n}_i; \tilde{p}_i, \tilde{n}_i, \tilde{\alpha}_i, \tilde{\beta}_i$, with equivalent constraints independent of the momenta. This will determine a section of $\tilde{\varphi}_F$ that is isomorphic to the reduced space $\tilde{\gamma}_R$, which was obtained from $TQ$. As in Section 2 for the regular case, it is the peculiar form of the constraints $\chi_i, \pi_i$, which allows a unified treatment of the $TQ$ and $T^*Q$ approaches by means of $T^*(TQ)$ also in the singular case.

Let us add a remark on the Dirac gauge-fixing procedure in phase space when there are secondary first-class constraints such as $\tilde{\Phi}_\beta$ in $TQ$ or $\tilde{\chi}_i$ in $T^*(TQ)$. When we add a gauge-fixing constraint $\tilde{\chi}_i = 0$ to a primary first-class constraint without secondaries such as $\tilde{\Phi}_\beta$, its preservation in time $\tilde{\chi}_i = 0 \iff \dot{\tilde{\chi}}_i = 0 \iff \tilde{H}_b = 0$ will determine the Dirac multiplier $\lambda^\beta$ and then the velocity function $\tilde{g}^{\alpha\beta}(q,q)$. When there are secondary first-class constraints such as $\tilde{\Phi}_\beta$ generating gauge transformations, they are present in $\tilde{H}_b$ with coefficients $\tilde{\epsilon}^\beta(q,p)$, so Eq. (4.6) and (5.8), and $\tilde{\chi}_i = 0 \iff \dot{\tilde{\chi}}_i = 0 \iff \tilde{H}_b = 0$ and this will fix $\dot{\tilde{g}}^\beta$, i.e. the time derivative of the arbitrary function $\tilde{g}^\beta$. Then the gauge-fixing $\tilde{\chi}_i = 0$ to $\tilde{\Phi}_\beta$ cannot be arbitrary, as the equation $\dot{\tilde{g}}^\beta = 0$ must be consistent with the fixed $\dot{\tilde{g}}^\beta$ and only determine the integration constant to fix $\tilde{g}^\beta$. A second possibility is to modify $\tilde{H}_b$ to $\tilde{H}_b^F$ by replacing $\lambda^\beta(t)$ with $\dot{u}^\beta(t)$ and $\dot{\tilde{g}}^\beta(q,p)$ with $u^\beta(t)$, so that the term $u^\beta \tilde{\Phi}_\beta + u^\beta \tilde{\Phi}_\beta$ of $\tilde{H}_b^F$ will reproduce $\delta_{\beta} q^i$ of Eqs. (5.16); as before, $\tilde{\gamma}_R = 0$ is not completely arbitrary. The final possibility is to use the extended Dirac Hamiltonian $\tilde{H}_b^E$ in which $\tilde{g}^\beta(q,p)$ is replaced by $\lambda^\beta(t)$ and now there is no restriction on $\tilde{\chi}_i$.
9. CANONICAL QUANTIZATION OF FIRST-CLASS CONSTRAINTS: THE MULTITEMPORAL APPROACH

In Section 3 we described the canonical quantization of $T^r(TQ)$ for regular systems, which have only second-class constraints in the $T^r(TQ)$ description. For singular systems there are, in general, first- and second-class constraints both in $T^rQ$ and $T^r(TQ)$. Therefore we start with the canonical commutation relation (3.1) or (3.6) and treat the second-class constraints as described in Section 3. Concerning the first-class constraints one possibility is to add gauge-fixing constraints and to treat the resulting set of second-class constraints in the previous way. In this way, the differences between $T^rQ$ and $T^r(TQ)$ would disappear, at least locally, because this 'non-covariant' quantization would amount to quantizing $\tilde{\gamma}_k$ in both cases.

The other possibility is to try to make a 'covariant' quantization of the first-class constraints without introducing gauge fixings. Let us consider a given set of first-class constraints $\bar{\Phi}_a = 0$, $a = 1, \ldots, N$, and a given Hamiltonian $\bar{H}$ on a certain 2n-dimensional phase space $\Gamma$ [which could be either $T^rQ$ or $T^r(TQ)$], so that the Dirac Hamiltonian is $\bar{H}_D = \bar{H} + \sum_a \lambda^a(t) \bar{\Phi}_a$.

The simplest case is when we have an Abelian algebra

$$\{ \bar{\Phi}_a, \bar{\Phi}_b \} = \{ \bar{\Phi}_a, \bar{H} \} = 0$$

The Hamilton equations imply the following equations for a generic function

$$\frac{d \bar{\Phi}_a}{dt} \equiv \{ \bar{\Phi}_a, \bar{H} \} + \sum_a \lambda^a(t) \{ \bar{\Phi}_a, \bar{\Phi}_a \}$$

These equations are formulated in $T^rQ$, and even if their initial data are restricted to the submanifold $\bar{\gamma}$ defined by the constraints, in which case their solutions will lie on $\bar{\gamma}$, the gauge freedom associated with the gauge orbits in $\bar{\gamma}$ is left. Therefore it is convenient to consider Eqs. (9.2) as giving the off-shell description. The problem with these equations is that to solve them we have to prefix the gauge freedom by choosing a well-defined set of multipliers $\lambda^a(t)$: this means that only one trajectory will evolve from each initial point on a gauge orbit, instead of the family of trajectories connected by the canonical gauge transformations. As such each family is parametrized by the $\lambda^a$'s and we assume that all the gauge orbits are isomorphic for the sake of simplicity, we can get an equivalent description by introducing $N$ parameters $\tau^a$ (modulo a shift in their origin) by the equations

$$d \tau^a = \lambda^a(t) dt$$

Then to parametrize the evolution in such a way as to take into account which member of a given family is the trajectory under examination, we redefine the coordinates $q^r(t), p_i(t)$ as $q^r(t, \tau^a), p_i(t, \tau^a)$ by assuming the standard Poisson brackets at equal values of $t$ and of all the $\tau$'s. In this way the Hamilton equations (9.2) with Hamiltonian $\bar{H}_D$ are replaced by the following set of coupled $N + 1$ Hamilton equations:

$$\frac{\partial}{\partial t} \bar{\Phi}_a (q(t, \tau^a), p_i(t, \tau^a)) = \{ \bar{\Phi}_a, \bar{H} \}$$

$$\frac{\partial}{\partial \tau^a} \bar{\Phi}_a (q(t, \tau^a), p_i(t, \tau^a)) = \{ \bar{\Phi}_a, \bar{\Phi}_a \}$$

(9.4)
where $\bar{H}$ is the Hamiltonian for $t$, and $\bar{\Phi}$, the one for $\tau^i$. The integrability conditions of Eqs. (9.4) are just Eqs. (9.1). This approach has been developed in the study of relativistic particle mechanics [60, 73] and called 'the multitemporal approach' because there the $\tau^i$ are connected with the individual proper-time coordinates of the various particles. See Ref. [74] for its application to Newton mechanics reformulated with first-class constraints and the clarification of the mentioned connection.

However, the second set of Eqs. (9.4) has a group theoretical interpretation. The vector fields $\bar{X}_a = | \cdot | \bar{\Phi}_a|$ on phase space satisfy an Abelian Lie algebra and, when restricted to $\bar{\gamma}$, are tangent to it. When this algebra can be integrated to a symplectic action [54] of an Abelian (local) Lie group $G$ on the given phase space, the restriction of this action to $\bar{\gamma}$ will allow the construction of the gauge orbits, leaves of the gauge foliation, so that each gauge orbit is a homogeneous space for $G$. (If the action of $G$ on $\bar{\gamma}$ is proper, regular, and free [54, 66], then $\bar{\gamma} = \bar{\gamma} / G$ is a manifold.) The equations $\partial \bar{A}/\partial \tau^a = \bar{X}_a \bar{A}$, with the initial conditions $\bar{A}_0 = \bar{A}(q_0, p_0)$, where $q_0, p_0$ are the coordinates of a point on a given orbit, are nothing else than the Lie equations for the realization of the Lie group on the given orbit as a transformation group [3]. Their integration defines the finite action of the group $(q_0, p_0) \in \mathcal{G} \{ q(g, q_0, p_0), p(g, q_0, p_0) \}$ consistently with the composition law of the group and allows the orbit to be reconstructed starting from $(q_0, p_0)$, at least locally. Therefore, the parameters $\tau^a$ are coordinates for the group manifold of $G$. The connection of Eqs. (9.4) with the Lagrangian generalized Lie equations of Ref. [25] is now under study: the starting point should be to reformulate Eqs. (9.4) by using the vector fields (6.2).

To define the on-shell description one has to find a $2(n - N)$-dimensional symplectic basis of observables, i.e. of gauge invariant functions $\bar{U}(q, p)$ satisfying

$$\{ \bar{U}, \bar{\Phi}_a \} = 0 \quad a = 1, \ldots, N$$  \hspace{1cm} (9.5)

Each such symplectic basis $\{ \bar{U}, \bar{\Phi}_a \}$ gives a realization of the reduced phase space $\bar{\gamma}$ as a section of $\bar{\gamma} \subset \Gamma$; this can be seen by completing it to a local basis of $\Gamma$ near $\bar{\gamma}$ by adding the $\bar{\Phi}_a$ as new momenta and by choosing a set of gauge variables $\bar{\gamma}_a$ such that $[\bar{\gamma}_a, \bar{\Phi}_b] = \delta_{ab}, [\bar{\gamma}_a, \bar{U}_c] = 0$ [42]. This is the reason why we introduced strong observables instead of the weak ones satisfying only $[\bar{U}, \bar{\Phi}_a] = 0$. Each set of gauge-fixing constraints $\bar{\gamma}_a = \text{const}$ will identify a section of $\bar{\gamma} \subset \Gamma$ isomorphic to $\bar{\gamma}$. From Eqs. (9.5), (9.4) we see that the observables are $\tau^i$ independent (constant on the gauge orbits) and satisfy $d \bar{U}/dt = [\bar{U}, \bar{H}]$.

When we have secondary first-class constraints, so that $\bar{H}_D = \bar{H}_d + \Sigma_n \chi^n \bar{\Phi}_n + \Sigma_{i} (\lambda_i \bar{\Phi}_i) + \lambda^d \bar{\Phi}_d$, we can use the extended Dirac Hamiltonian $\bar{H}_E = \bar{H}_d + \Sigma_n \lambda^n \bar{\Phi}_n + \Sigma_{i} (\lambda_i \bar{\Phi}_i + \lambda^d \bar{\Phi}_d)$, as explained at the end of Section 8, to apply the multitemporal approach. There will be new parameters $\tau^i$ defined by Eq. (9.3), $\tau^i(t) = \lambda^i(t)$. To recover the description with the modified $\bar{H}_D = \bar{H}_d + \Sigma_n \chi^n \bar{\Phi}_n + \Sigma_{i} (\lambda_i \bar{\Phi}_i + \lambda^d \bar{\Phi}_d)$, with $\lambda^i$ equal to the $u^i$ of Section 8, we have only to parametrize the submanifold $(\tau^i, \tau^i)$ of the group manifold in the form $[\tau^i(t), \tau^i(t)]$ and to restrict ourselves to those one-parameter subgroups for which $\tau^i(t) = \lambda^i(t) = \tau^i(t)$.

The canonical quantization of the multitemporal approach is done in two steps [60]: an off-shell one and an on-shell one. Let us assume that at the quantum level we have:

$$\left[ \hat{\bar{\Phi}}_a, \hat{\bar{\Phi}}_b \right] = \left[ \hat{\bar{\Phi}}_a, \hat{\bar{H}} \right] = 0$$  \hspace{1cm} (9.6)

i.e. that there are no Schwinger terms due to ordering problems (a central extension could be tolerated, with the only effect of creating a projective representation instead of a vector one). The
off-shell description is obtained by replacing the Eqs. (9.4) with the following set of coupled Schrödinger equations

\[
\begin{align*}
\frac{i}{\partial t} \psi(q; t, \tau, \alpha) &\equiv \hat{H} \psi(q; t, \tau, \alpha) \\
\frac{i}{\partial \tau} \psi(q; t, \tau, \alpha) &\equiv \hat{\Phi}_a \psi(q; t, \tau, \alpha) \quad \alpha = 1, \ldots, N
\end{align*}
\]  

(9.7)

whose integrability conditions are Eqs. (9.6) (so that they are broken in the presence of anomalies). To define the Hilbert space we have to introduce an off-shell scalar product compatible with Eqs. (9.7)

\[
(\psi_1, \psi_2) = \int d^m q \; \psi_1^* K \psi_2, \quad \frac{\partial}{\partial t} (\psi_1^* \psi_2) = \frac{\partial}{\partial \tau} (\psi_1 \psi_2) = 0, \quad \alpha = 1, \ldots, N
\]  

(9.8)

where K is a suitable kernel. Assuming that \( \hat{H} \), \( \hat{\Phi}_a \) are self-adjoint with respect to this scalar product with, in general, a continuous spectrum, we see that the finite classical canonical gauge transformations \( \exp (\tau^a \tilde{X}_a) \) are replaced by the unitary gauge transformations \( \exp (i\tau^a \tilde{F}_a) \). At the classical level the gauge transformations generated the foliation of \( \tilde{\gamma} \), so that the reduced phase space \( \tilde{\gamma}_R \) was obtained by going to the quotient with respect to it. Let us introduce an equivalence relation in the space of the solutions of the Eqs. (9.7) in the following way: two solutions \( \psi_1, \psi_2 \) are equivalent, \( \psi_1 \equiv \psi_2 \), if they are connected by a unitary gauge transformation. By taking the quotient of the previous space with respect to the equivalence relation, we get the quantum equivalent of the reduced phase space \( \tilde{\gamma}_R \). The wave functions \( \tilde{\psi} \) in this space are equivalence classes of the solutions of Eqs. (9.7). A realization of them will satisfy the following equations:

\[
\begin{align*}
\frac{i}{\partial t} \tilde{\psi} &\equiv \hat{H} \tilde{\psi} \\
\frac{\partial}{\partial \tau} \tilde{\psi} &\equiv 0 \quad \alpha = 1, \ldots, N
\end{align*}
\]  

(9.9)

Therefore, the \( \tilde{\psi} \) are \( \tau^a \) independent and the second set of Eqs. (9.9) is the quantum transcription of the definition of the classical observables, Eq. (9.5).

If we choose to realize the \( \tilde{\psi} \) by using a member \( \psi \) of their associated equivalence classes, then \( \psi \) would not be normalizable in the scalar product (9.8) [76]. Therefore, we have to define a new Hilbert space for the wave functions \( \tilde{\psi}(q, t) \) with an on-shell scalar product. When the \( \tilde{\Phi}_a \) are resolved in N momenta, \( \tilde{\Phi}_a = \hat{\rho}_a = \hat{f}(q, \hat{p}_a) \), \( a = 1, \ldots, N, \alpha = N + 1, \ldots, n \), this scalar product will have the form

\[
\langle \tilde{\psi}_1, \tilde{\psi}_2 \rangle = \int d^{m-N} q \; \tilde{\psi}_1^* \tilde{K} \tilde{\psi}_2
\]  

(9.10)
where the measure runs over \( dq^n, \alpha = N + 1, \ldots, n \). The compatibility with Eqs. (9.9) forces the kernel \( \tilde{K} \) (in general non local) to be such that we have

\[
\frac{\partial}{\partial t} \left< \tilde{\psi}_1, \tilde{\psi}_2 \right> = \frac{\partial}{\partial q^a} \left< \tilde{\psi}_1, \tilde{\psi}_2 \right> \equiv 0 \quad \alpha = 1, \ldots, N
\]  

(9.11)

When the constraints are not resolved in the momenta, the situation is more complex, but the measure of Eqs. (9-10) will again be \((n-N)\)-dimensional. See Ref. [75] for the construction of such scalar products in the case of two scalar relativistic particles with an action-at-a-distance manifestly covariant interaction described by two first-class constraints. In this case one gets two coupled integrable Klein–Gordon equations, of integro-differential type due to the form of the mutual interaction, and four Poincaré-invariant non-local on-shell scalar products have been found, generalizing the two possible scalar products of the single Klein–Gordon equation. See also Ref. [76] for a different approach to this problem.

In the previous method of quantization no gauge-fixing constraint has been introduced. As a consequence, there is a quantum counterpart of the classical ambiguity in the choice of the section in \( \tilde{\gamma} \) isomorphic to \( \tilde{\gamma}_a \) after the definition of a symplectic basis \( \tilde{\mathbf{U}}_a \) of observables (the ambiguity of the constants in the gauge-fixing conditions \( \tilde{\gamma}_a = \text{const} \)). It appears in the fact that the wave functions \( \tilde{\psi} \) are functions \( \tilde{\psi} (q^a; t; q^b) \), \( \alpha = N + 1, \ldots, n \), if we consider the case of \( \tilde{\psi}_a \) resolved in the momenta for the sake of simplicity. While the \( q^a \) are physical degrees of freedom, the \( q^a \) are gauge variables (and the elementary solutions for \( \tilde{\psi} \) depend upon them only through a phase, see Ref. [75]). Therefore \( \tilde{\psi} \) depends upon the \( N + 1 \) parameters \( t, q^a \). Each line in the parametric space of the \( q^a \)'s is in one-to-one correspondence with a classical section in \( \tilde{\gamma} \) isomorphic to \( \tilde{\gamma}_b \). See Refs. [60, 74] for the definition of the multitemporal evolution operator connected with the existence of this parametric space.

Let us now consider the case in which Eqs. (9.1) are replaced by a non-Abelian Lie algebra with structure constants \( C_{ab} \) and \( C_{ao} \).

\[
\begin{align*}
\{ \tilde{\phi}_a, \tilde{\phi}_b \} &= C_{ab} \tilde{\phi}_c \\
\{ \tilde{\phi}_a, \tilde{\phi}_b \} &= C_{ao} \tilde{\phi}_c
\end{align*}
\]

(9.12)

In this case the definition (9.3) of the parameters \( r^a \) gives rise to non-integrable multitemporal Hamilton equations. Equations (9.4) must now be replaced by the following equations:

\[
\begin{align*}
\frac{\partial}{\partial t} \tilde{\phi} &= D^b (t, \tilde{\phi}) \{ \tilde{\phi}_1, \tilde{\phi}_b \} + D^b (t, \tilde{\phi}) \{ \tilde{\phi}_1, \tilde{\phi}_b \} \\
\frac{\partial}{\partial t^a} \tilde{\phi} &= 0
\end{align*}
\]

(9.13)

whose integrability conditions, after having used the Jacobi identity and Eqs. (9.72), are

\[
\frac{\partial}{\partial t^a} \frac{\partial D^a}{\partial \tilde{\phi}^b} - \frac{\partial}{\partial t^b} \frac{\partial D^b}{\partial \tilde{\phi}^a} + C_{a^b} D^a D^b \tilde{\phi} = 0
\]

(9.14)
Here we have replaced the index a by \( \alpha = (\alpha, a) \), so that \( r^\alpha = 1 \), \( D^0 = D \), \( D^a = D^a \), and so on. Equations (9.14) are the Maurer-Cartan equations, implying that \( D^0 \) must be a realization of the adjoint representation of the Lie algebra as the \( r^\alpha \) are coordinates of the group manifold. When \( C_{\alpha \beta} = 0 \), we are with the Lie algebra of the \( \Phi \) and \( D = 1 \), \( D^a = D^a \), \( \partial D^0 / \partial t = 0 \); then Eqs. (9.3) are replaced by \( D^0 (r^\alpha) dr^\beta = \lambda^\alpha(r) dt \). These quantities become the analogue of the BRS ghosts (when interpreted as Maurer-Cartan forms [77]) on \( \gamma_1 \subset T^*Q \), not on \( T^*Q \) to which the BFV approach applies [24-27]. In this case the second set of Eqs. (9.13) are again the Lie equations for the realization of the Lie group on the gauge orbits as a transformation group. In principle, the \( D^0 \) are known from the theory of Lie algebras (see, for instance, Ref. [3]), but in practice their expressions are so complicated as to make Eqs. (9.13) difficult to study.

In the generic case Eqs. (9.12) still hold, but with structure functions \( \tilde{C}_{\alpha \beta}(q, p) \). For this case Batalin has introduced the notion of quasi-group [78] and Eqs. (9.13) turn out to be integrable only when restricted to the constraint submanifold \( \gamma_F \), where Eqs. (9.14) hold with \( \tilde{C}_{\alpha \beta} \) replaced by \( \tilde{C}_{\alpha \beta} \), so that also the \( D^0 (t, r^\alpha) \) have to be replaced by \( \tilde{D}^0 (t, r^\alpha, q, p) \) in general.

In the non-Abelian case and in the case of structure functions there is the possibility of getting a simpler but local description by means of a process of Abelianization. The final constraint submanifold \( \gamma_F \) is described by the independent constraints \( \bar{\Phi}_a = 0 \) satisfying Eqs. (9.12). We can, however, choose other functional forms \( \bar{\Phi}_a \), as long as they are functionally independent, to define \( \gamma_F \). The only modification is an alteration of the original \( C_{\alpha \beta} \) (or \( \tilde{C}_{\alpha \beta} \)): in general, even if we started from a Lie algebra, the modified \( \bar{\Phi}_a \) will satisfy only a quasi-algebra with structure functions \( \tilde{C}^{\alpha \beta} \). In particular, we can look for a functional form such that \( \tilde{C}^{\alpha \beta} = 0 \). This is always possible, for instance by solving the original constraints in a subset \( \omega_\alpha \) of the variables \( \eta^i, p_i \). (\( \omega_\alpha \) will denote the complementary set): \( \bar{\Phi}_a = \omega_\alpha - \bar{\Phi}_a (\omega_\alpha) = \bar{F}_a \bar{F}_b = 0 \). On one hand, the Poisson brackets \( \{ \bar{\Phi}_a, \bar{\Phi}_b \} \) cannot depend on the coordinates \( \omega_\alpha \); on the other hand, they must vanish using the \( \bar{\Phi}_a \), which depend on the \( \omega_\alpha \). Therefore \( \{ \bar{\Phi}_a, \bar{\Phi}_b \} = 0 \) must be true. However, to find the \( \bar{\Phi}_a \) we have to use the implicit function theorem and this shows that in general the equations \( \bar{\Phi}_a = 0 \) will not describe the whole \( \gamma_F \) but only one of its submanifolds, on whose boundary the functions \( \bar{F}_a \) will have singularities. Therefore the Abelianization procedure is only a local process and we have to find enough Abelian forms \( \bar{\Phi}_a^{(k)} \) to cover the whole \( \gamma_F \). In the generic case \( \gamma_F \) may turn out to be the union of disjoint submanifolds \( \gamma^{(i)} \), each \( \gamma^{(i)} \) defined by a family of Abelian constraints \( \bar{\Phi}_a^{(k)} \), \( k_r = 1, \ldots, m_r \). Each set \( \bar{\Phi}_a^{(k)} \) will identify a chart of an atlas on \( \gamma^{(i)} \) with well-defined transition functions. Moreover, there can be lower dimensional submanifolds of \( \gamma_F \), which require a special treatment and are a sign of the existence of non-isomorphic gauge orbits (see Ref. [79] for such an analysis in the case of the Nambu string). Very little is known about these problems as in the existing literature [26] one is satisfied to quote the general theorems, based on the theory of function groups, for the existence of the Abelian representation [80].

If we restrict ourselves to a local chart of \( \gamma_F \) with local Abelian constraints \( \bar{\Phi}_a \), the next step is to find a new Hamiltonian \( \bar{H}' = \bar{H} + \bar{F}_a \bar{\Phi}_a \) such that \( \{ \bar{H}', \bar{\Phi}_a \} = 0 \). Then, we can develop the classical theory as in the Abelian case with the Hamilton Eqs. (9.4) holding in the local chart and by defining local observables \( \{ \bar{U}, \bar{\Phi}_a \} = 0 \) (global ones may not exist). The transition functions between two overlapping charts will be given by suitable canonical transformations in the original phase space, restricted to the overlap of the two charts.

In principle, the quantum theory should follow the same off- and on-shell steps of the Abelian case when the algebra (9.12) is reproduced at the quantum level with the quantum constraints at the right of the quantum structure functions \( \tilde{C}_a \). As by the redefinition \( \bar{H} \rightarrow \bar{H}' = \bar{H} + \bar{F}_a \bar{\Phi}_a \) we can
get $C_{a_0}^b = 0$ (or $\overline{C}_{a_0}^b = 0$) in Eqs. (9.12), Eqs. (9.13) can be simplified to have $D = 1, D^a = D_a = 0$. Therefore, the off-shell Schrödinger equations are

$$\begin{align*}
&i \frac{\partial}{\partial t} \psi = H \psi \\
&i \frac{\partial}{\partial x^a} \psi = D^b (x^a) \phi_b \psi
\end{align*}$$

(9.15)

and the on-shell ones are still given by Eqs. (9.9). In the absence of anomalies (only central extensions are allowed) these equations are integrable and the discussion goes on as in the Abelian case. However, it is not clear how problems such as the existence of non-isomorphic gauge orbits will influence the quantum description. On the other hand, we could make local quantizations of the Abelian constraints in their local charts (as in the old non-covariant quantization of the string), but then it is not clear which are the 'quantum transition functions' connecting the local Hilbert spaces associated with the various charts. The problem should probably be reformulated in the language of geometric quantization [17,53]. Another problem in this approach to quantization, in the case of structure functions, is the formulation of what could be called the 'quantum Frobenius theorem' for gauge transformations, to ensure their global integrability also at the quantum level. At the classical level this information is hidden in the higher structure functions mentioned in Section 6.

The modern attitude of treating these quantization problems is to resort to the BRS quantization. There, one restricts the original infinite-dimensional gauge group, whose rigid part has the algebra (9.12), to some subgroup for which the Frobenius theorem implementation is hidden either in the requirement $\delta^2 = 0$ for the operator $\delta$ describing the BRS transformations in the Lagrangian approach or in $[\Omega, \Omega] = 0$, where $\Omega$ is the BRS charge carrying the information on the higher structure functions, in the BFV phase-space approach. However, it is not clear how problems such as the existence of non-isomorphic gauge orbits are formulated in the BRS approach.
10. PATH INTEGRAL ON $T^\ast(TQ)$ FOR SINGULAR SYSTEMS

In this section we shall study the modification of the path integral (3.12) on $T^\ast(TQ)$ when the system is singular. We shall restrict ourselves to the class of singular systems defined in Section 5 with the further simplifications introduced in Section 8 after Eqs. (8.9). To define the Faddeev-Popov measure, we shall introduce gauge-fixing constraints $\tilde{\xi}_\alpha = 0$, $\tilde{\xi}_\beta = 0$, $\tilde{\xi}_\delta = 0$, $\tilde{\eta}_{\alpha,\beta} = 0$ to transform the first-class constraints of Eqs. (8.8) into second-class constraints with the restriction of giving $\tilde{\lambda}^A = \lambda_{\xi,0}^k$, $A = \alpha, \beta$.

For the sake of simplicity we shall assume that each gauge-fixing constraint has vanishing Poisson bracket with all the constraints with a different kind of lower index and that all the gauge-fixing constraints have vanishing Poisson brackets among themselves (see Ref. [64] about relaxing this last assumption). Finally, as the original constraints $\tilde{\chi}_i$, $\tilde{\pi}_i$ are explicitly solved in the momenta, there is always the possibility of choosing all the gauge fixings as functions $\tilde{\xi}_0$, $\tilde{\xi}_1$, $\tilde{\xi}_2$, $\tilde{\eta}_{\alpha,\beta}$ only of the coordinates $q^i$, $v^i$.

Therefore Eq. (3.12) is now replaced by the following expression:

$$K(q_0, q_0, t, t) = \int_{q_0, t_0}^{q, t} e^{\frac{i}{\hbar} S[\dot{q}^i, \pi^i]} e^{\frac{i}{\hbar} \int_{t_0}^t dt (\dot{q}^i \pi_i + \dot{\pi}^i \dot{q}_i - \mathcal{L})}$$

$$= \prod \det [S(\tilde{\chi}_0^\ast \tilde{\chi}_0) S(\tilde{\chi}_1^\ast \tilde{\chi}_1) S(\tilde{\chi}_2^\ast \tilde{\chi}_2) \prod \sqrt{\det(-\tilde{\eta}_{\alpha,\beta})} S(\tilde{\lambda}_{\xi,0}^0 \tilde{\chi}_0) S(\tilde{\lambda}_{\xi,0}^1 \tilde{\chi}_1) S(\tilde{\lambda}_{\xi,0}^2 \tilde{\chi}_2)] $$

$$\prod \det [S(\chi^\ast \chi) S(\tilde{\lambda}_{\xi,0}^0 \chi) S(\tilde{\lambda}_{\xi,0}^1 \chi) S(\tilde{\lambda}_{\xi,0}^2 \chi) \prod \det |\tilde{\chi}_0^\ast \tilde{\chi}_0, \tilde{\chi}_1^\ast \tilde{\chi}_1, \tilde{\chi}_2^\ast \tilde{\chi}_2| $$

$$\prod \det |\tilde{\lambda}_{\xi,0}^0 \tilde{\chi}_0, \tilde{\lambda}_{\xi,0}^1 \tilde{\chi}_1, \tilde{\lambda}_{\xi,0}^2 \tilde{\chi}_2| $$

$$\prod \det |\chi^\ast \chi, \tilde{\lambda}_{\xi,0}^0 \chi, \tilde{\lambda}_{\xi,0}^1 \chi, \tilde{\lambda}_{\xi,0}^2 \chi| $$

Equation (10.1).

where we used Eqs. (8.7) to find the action and Eqs. (8.9), (8.10) for the measure.

As $\tilde{\chi}_0^\ast$, $\tilde{\chi}_1^\ast$ are an orthonormal basis of vectors, if we denote them as $e_i$, we have $(\det|e_i|)^2 = \det|e_i \cdot e_i| = 1$. As a consequence we get

$$\prod_{\alpha} S(\tilde{\chi}_0^\ast \tilde{\chi}_0) S(\tilde{\chi}_1^\ast \tilde{\chi}_1) S(\tilde{\chi}_2^\ast \tilde{\chi}_2) = \prod \delta(\tilde{\chi}_0^\ast \tilde{\chi}_0) $$

$$\prod_{\alpha} S(\tilde{\lambda}_{\xi,0}^0 \tilde{\chi}_0) S(\tilde{\lambda}_{\xi,0}^1 \tilde{\chi}_1) S(\tilde{\lambda}_{\xi,0}^2 \tilde{\chi}_2) = \prod \delta(\tilde{\lambda}_{\xi,0}^0 \tilde{\chi}_0) $$

Equation (10.2).

Therefore, when the integrations over $\tilde{\pi}_i$ can be done before those on $v^i$, we get the following expression for the TQ path integral:
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\[ K(q, q_0, t, t_0) = \int_{q_{t_0}}^{q_t} \mathcal{O} q_{\alpha} \mathcal{O} v \ e^{-\frac{i}{\hbar} \int_{t_0}^{t} \hat{L}_v} \ \pi \ | \hat{\mu}_v \sqrt{\det(-\hat{\mu}_v \hat{r}_v)} \ \int_{\alpha} S(\tilde{\alpha}) \]
\[ = \int_{\alpha} S(\tilde{\alpha}) S(\tilde{\alpha}) \ \pi \ \det \left[ \begin{array}{c} \tilde{\alpha} \tilde{\alpha} \\ \tilde{\alpha} \tilde{\alpha} \end{array} \right] \]
\[ = \int_{\alpha} S(\tilde{\alpha}) S(\tilde{\alpha}) \ \pi \ \det \left[ \begin{array}{c} \tilde{\alpha} \tilde{\alpha} \end{array} \right] \]
\[ = \int_{\alpha} S(\tilde{\alpha}) S(\tilde{\alpha}) \ \pi \ \det \left[ \begin{array}{c} \tilde{\alpha} \tilde{\alpha} \end{array} \right] \]

(10.3)

where all the functions \( \tilde{f} \) inside the measure have to be evaluated at \( \tilde{p}_i = \partial \tilde{L} / \partial \tilde{v}^i \), \( \pi_i = 0 \). Equation (10.3) has to be compared with Eq. (3.14).

To get the TQ expression of the path integral is more difficult, because rank \( \tilde{A} = n - (k_1 + k_2 + 2k_3 + k_4) \) does not allow all the \( v^i \) to be obtained from \( \tilde{x}_i = \tilde{p}_i - \partial \tilde{L} / \partial \tilde{v}^i = 0 \) in terms of \( q^i, \tilde{p}_i \). Only the subset \( \tilde{x}_i, \tilde{x}_i \) of the second-class constraints can be inverted to get rank \( \tilde{A} \) velocities in terms of \( q^i, \tilde{p}_i \). Moreover, all the \( \pi_i \)-independent constraints \( \tilde{x}_i, \tilde{x}_a, \tilde{x}_b, \tilde{x}_c, \tilde{x}_d \), notwithstanding the fact that they contain the same information on the TQ constraints \( \tilde{x}_a, \tilde{x}_b, \tilde{x}_c, \tilde{x}_d \), are velocity-dependent. And also the gauge-fixing constraints \( \tilde{x}_a, \tilde{x}_b, \tilde{x}_c, \) counterparts of the TQ ones \( \tilde{x}_a, \tilde{x}_b, \tilde{x}_c, \tilde{x}_d \), even if taken \( \pi_i \)-independent are velocity-dependent. This shows that the TQ(TQ) path integral is much more general than the TQ path integral:

\[ \int_{q_{t_0}}^{q_t} \mathcal{O} q_{\alpha} \mathcal{O} v \ e^{-\frac{i}{\hbar} \int_{t_0}^{t} \hat{L}_v} \ \pi \ \sqrt{\det(-\hat{\mu}_v \hat{r}_v)} \]

(10.4)

After doing the integration over \( \pi_i \), Eqs. (10.1) become

\[ K(q, q_0, t, t_0) = \int_{q_{t_0}}^{q_t} \mathcal{O} q_{\alpha} \mathcal{O} v \ e^{-\frac{i}{\hbar} \int_{t_0}^{t} \hat{L}_v} \ \pi \ \sqrt{\det(-\hat{\mu}_v \hat{r}_v)} \]

(10.5)
If we develop $v^i$ on the orthonormal basis of the eigenvectors of $\tilde{A}, v^i = \sum_\lambda \tilde{A}_\lambda v^\lambda + \sum_\varepsilon \tilde{v}_\varepsilon \tilde{x}_\varepsilon$, we get $\tilde{E}(q, v) = \tilde{E}(q, \tilde{v})$, because $\partial \tilde{E}/\partial v^\lambda = \lambda \tilde{A}_\lambda$ $\partial \tilde{E}/\partial \tilde{v}_\varepsilon = \lambda \tilde{A}_\lambda \tilde{A}_\varepsilon v^\varepsilon = 0$ (remember that in general this can only be done locally). Therefore, the constraints $\tilde{x}_\varepsilon \tilde{x}_\varepsilon$ can be solved, at least locally, in $\tilde{v}$

\[
\begin{align*}
\dot{\tilde{x}}_\varepsilon \dot{\tilde{x}}_\varepsilon & = \sum_\varepsilon \tilde{F}_{\varepsilon} e^i \left[ \tilde{v}^* - \tilde{F}_{\varepsilon}^i(q, \tilde{p}, \tilde{v}) \right] \\
\prod_\varepsilon S(\dot{\tilde{x}}_\varepsilon \dot{\tilde{x}}_\varepsilon) & = \prod_\varepsilon \frac{S(\tilde{v}^* - \tilde{F}_{\varepsilon}^i)}{\det(\tilde{F}_{\varepsilon})}
\end{align*}
\]

(10.6)

As the Jacobian from $v^i$ to $\tilde{v}_\varepsilon, \tilde{v}_\varepsilon$ is one, the $\tilde{v}^*$ can be integrated and, as $\tilde{E}$ is $\tilde{v}^*$ independent, $\tilde{E}(q, \tilde{v}) = \tilde{H}_{d}(q, \tilde{p})$. Equations (10.5) become, disregarding the locality of the inversion,

\[
K(q, q_0, t, \tau) = \int_{q_{\tau t_0}}^{q_{\tau t}} \Omega q \Omega \tilde{p} \ e^{-\frac{1}{\hbar} \int_{\tau t_0}^{t} \left( q^i \tilde{p}_i - \tilde{H}_d \right) dt} \prod_{\lambda} S(\tilde{F}^\lambda_{\lambda}) \prod_{\varepsilon} S(\tilde{x}_\varepsilon \dot{\tilde{x}}_\varepsilon) \cdots
dot
\]

(10.7)

where the dots mean all the other terms in Eq. (10.5) and the measure is evaluated at $\tilde{v}^* = \tilde{v}$.

Now, at least locally, we have

\[
\begin{align*}
\dot{\tilde{x}}_\varepsilon^i \dot{\tilde{x}}_\varepsilon^i |_{\tilde{v}^* = \tilde{v}} & = \sum_\beta \tilde{F}_{\varepsilon}^i \tilde{F}_{\varepsilon}^\beta (q, \tilde{p}) \\
\dot{\tilde{x}}_\beta |_{\tilde{v}^* = \tilde{v}} & = \sum_\varepsilon \tilde{F}_{\beta}^\varepsilon \tilde{F}_{\beta}^\varepsilon (q, \tilde{p}) \\
\dot{\tilde{x}}_s |_{\tilde{v}^* = \tilde{v}} & = \sum_\varepsilon \tilde{F}_{s}^\varepsilon \tilde{F}_{s}^\varepsilon (q, \tilde{p})
\end{align*}
\]

(10.8)

If the gauge-fixings $\tilde{s}_\alpha, \tilde{s}_d, \tilde{s}_\varepsilon, \tilde{s}_s$, are chosen in such a way that their restriction to $\tilde{v}^* = \tilde{v}$ coincides with $\tilde{s}_\alpha, \tilde{s}_d, \tilde{s}_\varepsilon, \tilde{s}_s$, Eq. (10.7) becomes

\[
K(q, q_0, t, \tau) = \int_{q_{\tau t_0}}^{q_{\tau t}} \Omega q \Omega \tilde{p} \ e^{-\frac{1}{\hbar} \int_{\tau t_0}^{t} \left( q^i \tilde{p}_i - \tilde{H}_d \right) dt} \prod_\alpha S(\tilde{F}_\alpha) \prod_\beta S(\tilde{F}_\beta) \prod_\varepsilon S(\tilde{x}_\varepsilon) \prod_\varepsilon S(\tilde{x}_\varepsilon) \prod_\varepsilon S(\tilde{x}_\varepsilon)
\]

(10.9)
\[
U = \int \prod_{\alpha = 1}^{n} \tilde{v}^\alpha \prod_{\alpha = 1}^{n} S(\tilde{\eta}_\alpha) \prod_{\alpha = 1}^{n} S(\tilde{\omega}_\alpha) \frac{\prod_{e = 1}^{m} \delta e \sqrt{\text{det}\left(-\tilde{\eta}_{e e}^{-1}\right)}}{\prod_{e = 1}^{m} \text{det}(\tilde{\eta}_{e e}) \text{det}(\tilde{\eta}_{e e}) \text{det}(\tilde{\eta}_{e e}) \text{det}(\tilde{\eta}_{e e})})
\]

(10.10)

\[
\text{det} \left| \begin{array}{c}
\tilde{\epsilon}_{\alpha 0} \tilde{\epsilon}_{\beta 1} \tilde{\epsilon}_{\gamma 2} \tilde{\epsilon}_{\delta 3} \tilde{\epsilon}_{\epsilon 4} \\
\tilde{\eta}_{0 0} \tilde{\eta}_{0 1} \tilde{\eta}_{0 2} \tilde{\eta}_{0 3} \tilde{\eta}_{0 4}
\end{array} \right| = \prod_{\alpha = 1}^{n} \frac{\tilde{\epsilon}_{\alpha 0} \tilde{\epsilon}_{\alpha 1} \tilde{\epsilon}_{\alpha 2} \tilde{\epsilon}_{\alpha 3} \tilde{\epsilon}_{\alpha 4}}{\tilde{\eta}_{0 0} \tilde{\eta}_{0 1} \tilde{\eta}_{0 2} \tilde{\eta}_{0 3} \tilde{\eta}_{0 4}}
\]

If gauge-fixing constraints \( \tilde{\eta}_{\lambda = \alpha, \beta} = 0 \) exist such that the associated \( U \) reproduces the determinant terms in the measure of Eq. (10.4), then Eqs. (10.4) and (10.9) may disagree. However, in general, too many local operations are required, so that globally the \( T' \)(TQ) path integral is more general than the TQ one.

To recover a measure for the path integral on the configuration space, one should start from the TQ path integral (10.3) and evaluate the integrations on the velocities.

To apply the BRS approach one should either apply the standard BFV method to the \( T' \)(TQ) path integral or to find a BRS gauge-fixing for the Lagrangian \( \tilde{\mathcal{L}}_V \) to be used inside a TQ path integral. In both cases the measures should contain the terms corresponding to the second-class constraints. As there are the extra gauge freedoms associated with the first-class constraints \( \tilde{\xi}_0 \), \( \tilde{\xi}_1 \), \( \tilde{\xi}_2 \), \( \tilde{\xi}_3 \), \( \tilde{\xi}_4 \), extra ghosts and antihiggs would be required and it is not yet clear how to make contact with the standard BRS [for \( L(q, \dot{q}) \)] and BFV [for TQ] approaches, which do not contain these extra variables; however a bridge must exist, at least perturbatively, as in the transition from \( T' \)(TQ) to TQ.
11. CONCLUSIONS

We have obtained a unification of the Lagrangian, velocity- and phase-space descriptions of constrained systems by means of the phase space over the velocity space. It seems that this possibility was precentedly unnoticed. For instance, Ref. [38] uses the Whitney sum of TQ and T'Q (i.e. a space with independent coordinates \((q^i, v^i, p_i)\)), instead of T'(TQ), while in Ref. [53], exercise 5.3 L, T'(TQ) is introduced but only used to identify the relevant Lagrangian submanifolds, having in mind the geometric quantization approach. Along the way we had to clarify some intriguing points, such as the difference between Lagrangian constraints and genuine first-order equations of motion in TQ, the connection between the extra gauge vector fields Z_a on TQ and T'(TQ), and the local dynamical symmetries of the Euler–Lagrange equations, the identification of the Noether gauge transformations as Jacobi fields, the necessity for the Lagrangian to generate a gauge algebra to ensure the global integrability of its extremals, the identification of the general Noether identities and their connection with the Dirac–Bergmann algorithm.

We made the analysis for a sufficiently general class of models, which incorporates most of the interesting examples. If we relax the simplifying hypothesis (5.2) to (5.8), nothing new happens except that the discussion becomes more involved. For more general singular systems the chains of Noether identities (and therefore also the chains of higher order constraints deriving from the primary ones in T'Q) could have the last identity (the last constraint) non trivial and new phenomena like ramifications of chains could occur. This means that the D term in Eqs. (5.21) may be the product of various functions and we have a bifurcation of the dynamics according to which of these functions is vanishing. In other words, the Euler–Lagrange equations admit different classes of solutions, and to each class will correspond a different pattern of first- and second-class constraints.

Besides these problems we postpone to future papers also the case of a Hessian matrix of variable rank. This requires an analysis of its non-null eigenvalues and the definition of new kinds of constraints, besides the first- and second-class ones, to resolve the ‘pathological’ examples and understand when the Dirac conjecture fails. However, it is not clear whether there may be physically relevant examples of this type.

Concerning quantization, we have introduced the path integral on T'(TQ) and shown how to get the measure of it on TQ. In the regular case also that on T'Q is easily recovered, while in the singular case the T'(TQ) description is more general than the T'Q one, which in general can be obtained only locally. This is due to the extra gauge freedom present in TQ. It is still unclear whether this new path integral will be useful for practical calculation, but conceptually it allows the unification of the physics of the reduced velocity- and phase-spaces, \(\gamma_R\) and \(\bar{\gamma_R}\), also at the quantum level and this could be relevant at the global level.

We have also delineated how to make the canonical quantization of first-class constraints without introducing gauge fixings with its two off- and on-shell steps and associated scalar products. We pointed out some of the non-trivial problems involved: When there are non-isomorphic gauge orbits, must we quantize them as independent systems; Is the reduced phase space \(\gamma_R\) a manifold when this happens? (in field theory the Gribov ambiguity will complicate the situation even more; see Ref. [81] for the space of orbits of Yang–Mills theory); Are the mathematical structures of geometric quantization needed to glue the various local Hilbert spaces that arise with the Abelianization process equivalent to the covariant canonical quantization followed by the reduction to the physical states, and are we losing something of the non-Abelian theory by using it? The last questions have some aspects in common with the problem of the equivalence of the BFV approach (where the independence from the gauge-fixing function is based on formal changes of variables inside the path integral) with all the possible non-covariant quantizations based on Dirac brackets: how to build the explicit isomorphisms among all the associated Hilbert spaces even when the Gribov problem is
absent and the Dirac brackets may be globally defined? A related problem, which is under investigation, is the connection between the presymplectic structure of the final constraint submanifold $\tilde{\gamma}_F$ and the Dirac brackets on one hand, the BFV approach [26,27] and the Dewitt-Vilkowisky action [82] on the other hand.

Another question under study is how and when the BFV method can be obtained starting from the BRST approach. This is why we have not touched the BRST gauge-fixing of $\tilde{L}_c$ and the BFV treatment of $T^*(TQ)$ in this paper, referring the reader to the standard literature.

The formal extension of many of the results of this paper to field theory should not be difficult and will be done elsewhere. However, at a more rigorous level all the problems of the infinite dimensional Hamiltonian systems [13, 18, 83] have to be faced and the canonical quantization will be possible only after a better understanding of the unsolved problems quoted in the Introduction.

Finally, a clear reformulation of the topological problems and of the classical background of the anomalies (when it exists) would be needed starting from the finite-dimensional case for the sake of simplicity to delineate which should be the complete set of specifications (manifold structure, properties of the Langrangian, ...), making a system well defined and consistent.
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APPENDIX: THE FIRST NOETHER THEOREM IN PHASE SPACE

For a regular system with Lagrangian $L$, the phase-space action has been given in Eqs. (2.7) and the Hamilton Eqs. (2.6) are

$$\begin{align*}
\bar{L}_q^i &= \dot{q}^i - \{q^i, \bar{H}\} = 0 \\
\bar{L}_{pi} &= \dot{p}_i - \{p_i, \bar{H}\} = 0
\end{align*}$$  \hspace{1cm} \text{(A1)}

Let us assume that $\bar{L}$ is quasi-invariant under global transformations $\delta q^i, \delta p_i$:

$$\delta \bar{L} = \bar{S} p_i \delta q^i + p_i \frac{d}{dt} \delta q^i - \delta \bar{H} =$$

$$= \bar{S} p_i \bar{L}_q^i - \delta q^i \bar{L}_{pi} + \frac{d}{dt} (p_i \delta q^i) \equiv \frac{d}{dt} \bar{F}(q,p)$$  \hspace{1cm} \text{(A2)}

By introducing $\bar{G} = p_i \delta q^i - \bar{F}$, we get the following Noether identity

$$\frac{d}{dt} \bar{G} \equiv \bar{S} q^i \bar{L}_{pi} - \delta p_i \bar{L}_q^i = 0$$  \hspace{1cm} \text{(A3)}

implying that $\bar{G}$ is a constant of the motion. Equations (A3) imply

$$\begin{align*}
\bar{S} q^i &\equiv \frac{\partial \bar{G}}{\partial p_i} = \{q^i, \bar{G}\} \\
\bar{S} p_i &\equiv -\frac{\partial \bar{G}}{\partial q^i} = \{p_i, \bar{G}\} \\
\bar{S} \bar{H} &\equiv \frac{\partial \bar{H}}{\partial q^i} \bar{S} q^i + \frac{\partial \bar{H}}{\partial p_i} \bar{S} p_i \equiv -\{\bar{G}, \bar{H}\} \equiv \frac{\partial \bar{G}}{\partial t} = 0
\end{align*}$$  \hspace{1cm} \text{(A4)}

and show that $\bar{G}$ is the generator of a canonical transformation, that $[\bar{G}, \bar{H}] = 0$ in accordance with $\bar{G} \equiv 0$, and that the fact that the generator is a constant of the motion implies a special feature of the canonical transformation, i.e. that the functional form of the Hamiltonian does not change, $\delta \bar{H} = \bar{H}'(q, p) - \bar{H}(q, p) = 0$.

This is the phase-space formulation of the first Noether theorem, whose Lagrangian form is that if $L$ is quasi-invariant under the global transformations $\delta q^i(q, \dot{q}) = \delta q^i(q, p)$, i.e. $\delta L = (d/dt) F(q, \dot{q})$ with $F(q, \dot{q}) = \bar{F}(q, p)$, t. we get the Noether identity

$$\frac{d}{dt} \bar{G}(q, \dot{q}) \equiv -\delta q^i \bar{L}_i \equiv 0 \hspace{1cm} \bar{G}(q, \dot{q}) = \bar{G}(q, p)$$  \hspace{1cm} \text{(A5)}
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ADDITIONAL NOTES

The general theory of singular Lagrangians and Hamiltonian constraints without the limitations of constant rank of the Hessian matrix and without the restriction of no tertiary constraints has been developed in the meanwhile in Ref. [A.1]. The pathological examples quoted in the Introduction are studied and fully resolved. The development of the theory requires a careful analysis of the D-terms (and of their Hamiltonian counterparts) and the introduction of new concepts: 3rd and 4th class constraints, proliferations of constraints, ramification and joinings of chains. The Noether identities for classical field theory are also given. The Lagrangian gauge-fixing problem is analysed in the finite-dimensional case and then some aspects of the classical and quantum BRS theory are elucidated in Ref. [A.2].

A topic, which is not treated either in the present paper or in the additional references, is the Hamilton–Jacobi theory for singular systems: it can be found in Ref. [A.3].
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Figure caption

Fig. 1  The relevant spaces and their relationships for a singular system.
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