Observation of the decay $\bar{B}_s^0 \to \psi(2S)K^+\pi^-$
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ABSTRACT

The decay $\bar{B}_s^0 \to \psi(2S)K^+\pi^-$ is observed using a data set corresponding to an integrated luminosity of 3.0 fb$^{-1}$ collected by the LHCb experiment in $pp$ collisions at centre-of-mass energies of 7 and 8 TeV. The branching fraction relative to the $B^0 \to \psi(2S)K^+\pi^-$ decay mode is measured to be

$$\frac{B(\bar{B}_s^0 \to \psi(2S)K^+\pi^-)}{B(B^0 \to \psi(2S)K^+\pi^-)} = 5.38 \pm 0.36 \text{ (stat)} \pm 0.22 \text{ (syst)} \pm 0.31(\sqrt{s}/f_\pi) \%,$$

where $f_s/f_a$ indicates the uncertainty due to the ratio of probabilities for a $b$ quark to hadronise into a $B_s^0$ or $B^0$ meson. Using an amplitude analysis, the fraction of decays proceeding via an intermediate $K^*(892)^0$ meson is measured to be $0.645 \pm 0.049 \text{ (stat)} \pm 0.049 \text{ (syst)}$ and its longitudinal polarisation fraction is $0.524 \pm 0.056 \text{ (stat)} \pm 0.029 \text{ (syst)}$. The relative branching fraction for this component is determined to be

$$\frac{B(\bar{B}_s^0 \to \psi(2S)K^*(892)^0)}{B(B^0 \to \psi(2S)K^*(892)^0)} = 5.58 \pm 0.57 \text{ (stat)} \pm 0.40 \text{ (syst)} \pm 0.32(\sqrt{s}/f_\pi) \%.$$

In addition, the mass splitting between the $\bar{B}_s^0$ and $B^0$ mesons is measured as

$$M(\bar{B}_s^0) - M(B^0) = 87.45 \pm 0.44 \text{ (stat)} \pm 0.09 \text{ (syst)} \text{ MeV}/c^2.$$© 2015 CERN for the benefit of the LHCb Collaboration. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

The large data set collected by the LHCb experiment has allowed precision measurements of time-dependent CP violation in the $B_s^0 \to J/\psi\phi$ and $B_s^0 \to J/\psi f_0(980)$ decay modes [1,2].\footnote{Charge-conjugation is implicit unless stated otherwise.} The results are interpreted assuming that these decays are dominated by colour-suppressed tree-level amplitudes (Fig. 1). Higher-order penguin amplitudes, which are difficult to calculate in QCD, also contribute (Fig. 1). Ref. [3] suggests that the size of contributions from these processes can be determined by studying decay modes such as $\bar{B}_s^0 \to J/\psi K^*(892)^0$ where they dominate. The $B_s^0 \to J/\psi K^*(892)^0$ decay mode was first observed by the CDF Collaboration [4] and subsequently studied in detail by the LHCb Collaboration [5].

Recently, interest in $b$-hadron decays to final states containing charm has been generated by the observation of the $Z(4430)^- \to \psi(2S)\pi^-$ state in the $B^0 \to \psi(2S)K^-\pi^-$ decay chain by the Belle [6–8] and LHCb Collaborations [9]. As this state is charged and has a minimal quark content of ccdd, it is interpreted as evidence for the existence of non-$q\bar{q}$ mesons [10]. Evidence for similar exotic structures in $B^0 \to X_{c1.c2}K^+\pi^-$ and $B^0 \to J/\psi K^+\pi^-$ decays has been reported by the Belle Collaboration [11,12]. If these structures correspond to real particles they should be visible in other decay modes.

This Letter reports the first observation of the decay $\bar{B}_s^0 \to \psi(2S)K^+\pi^-$ and presents measurements of the inclusive branching fraction and the fraction of decays that proceed via an intermediate $K^*(892)^0$ resonance, as determined from an amplitude analysis of the final state. The amplitude analysis also allows the determination of the longitudinal polarisation fraction of the $K^*(892)^0$ meson. Additionally a measurement of the mass difference between $B_s^0$ and $B^0$ mesons is reported that improves the current knowledge of this observable.

2. Detector and simulation

The LHCb detector [13,14] is a single-arm forward spectrometer covering the pseudorapidity range $2 < \eta < 5$, designed for the study of particles containing $b$ or $c$ quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the $pp$ interaction region, a large-area
silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-
strip detectors and straw drift tubes [15] placed downstream of the magnet. The tracking system provides a measurement of moment-
num, p, of charged particles with a relative uncertainty that
varies from 0.5% at low momentum to 1.0% at 200 GeV/c. The
minimum distance of a track to a primary vertex, the impact pa-
rameter, is measured with a resolution of \((15 + 29/p_T)\) \(\mu\)m, where
\(p_T\) is the component of the momentum transverse to the beam, in
GeV/c. Large samples of \(B^+ \rightarrow J/\psi K^+\) and \(J/\psi \rightarrow \mu^+\mu^-\) decays,
collected concurrently with the data set used here, were used to
calibrate the momentum scale of the spectrometer to a precision of
0.03% [16].

Different types of charged hadrons are distinguished using infor-
mation from two ring-imaging Cherenkov detectors [17]. Phot-
ons, electrons and hadrons are identified by a calorimeter system
consisting of scintillating-pad and preshower detectors, an elec-
 tromagnetic calorimeter and a hadronic calorimeter. Muons are
identified by a system composed of alternating layers of iron and
multiwire proportional chambers [18]. The online event selection
is performed by a trigger [19], which consists of a hardware stage,
based on information from the calorimeter and muon systems,
followed by a software stage, which applies a full event recon-
struction. In this analysis candidates are first required to pass the
hardware trigger, which selects muons and dimuon pairs based on
the transverse momentum. At the subsequent software stage, events
are triggered by a \(\psi(2S) \rightarrow \mu^+\mu^-\) candidate where the
\(\psi(2S)\) is required to be consistent with coming from the decay
of a \(b\) hadron by either using impact parameter requirements on
doughter tracks or detachment of the \(\psi(2S)\) candidate from the
primary vertex.

The analysis is performed using data corresponding to an
integrated luminosity of 1.0 fb\(^{-1}\) collected in pp collisions at
a centre-of-mass energy of 7 TeV and 2.0 fb\(^{-1}\) collected at 8 TeV.
In the simulation, pp collisions are generated using PYTHIA [20]
with a specific LHCb configuration [21]. Decays of hadronic parti-
cles are described by EvtGen [22], in which final state radiation is
generated using Photos [23]. The interaction of the generated parti-
cles with the detector and its response are implemented using the
GEANT4 toolkit [24] as described in Ref. [25].

3. Event selection

The selection of candidates is divided into two parts. First,
a loose selection is performed that retains the majority of sig-
nal events whilst reducing the background substantially. After
this the \(B^0 \rightarrow \psi(2S) K^+\pi^-\) peak is clearly visible. Subsequently,
a multivariate method is used to further improve the signal-
to-background ratio and to allow the observation of the \(B^0 \rightarrow \psi(2S) K^+\pi^-\) decay.

The selection starts by reconstructing the dimuon decay of the
\(\psi(2S)\) meson. Pairs of oppositely charged particles identified as
muons with \(p_T > 550\) MeV/c are combined to form \(\psi(2S)\) can-
didates. The invariant mass of the dimuon pair is required to be
within 60 MeV/c\(^2\) of the known \(\psi(2S)\) mass [26]. To form \(B^0\)
candidates, the selected \(\psi(2S)\) mesons are combined with oppo-
sitely charged kaon and pion candidates. Tracks that do not cor-
respond to actual trajectories of charged particles are suppressed by
requiring that they have \(p_T > 250\) MeV/c and by selecting on
the output of a neural network trained to discriminate between
these and genuine tracks associated to particles. Combinatorial
background from hadrons originating in the primary vertex (PV)
is suppressed by requiring that both hadrons are significantly dis-
placed from any PV. Well-identified hadrons are selected using the
information provided by the Cherenkov detectors. This is combined
with kinematic information using a neural network to provide a
probability that a particle is a kaon (\(P^K\)), pion (\(P^\pi\)) or proton
(\(P^\pi\)). It is required that \(P^k\) is larger than 0.1 for the \(K^+\) can-
didate and that \(P^\pi\) is larger than 0.2 for the \(\pi^-\) candidate.

A kinematical vertex fit is applied to the \(B^0\) candidates [27].
To improve the invariant mass resolution, the fit is performed
with the requirement that the \(B^0\) candidate points to the
PV and the \(\psi(2S)\) is mass constrained to the known value [26].
A good quality of the vertex fit \(x^2, \chi^2_{DFF}\), is required. To ensure
good separation between the \(B^0\) and \(B^{0\prime}\) signals, the uncertainty
on the reconstructed mass returned by the fit must be less than
11 MeV/c\(^2\). Combinatorial background from particles produced
in the primary vertex is further reduced by requiring the decay time
of the \(B^0\) meson to exceed 0.3 ps.

Four criteria are applied to reduce background from specific
\(b\)-hadron decay modes. First, the candidate is rejected if the
invariant mass of the hadron pair calculated assuming that both
particles are kaons is within 10 MeV/c\(^2\) of the known \(\phi\) meson mass
[26], suppressing \(B^0 \rightarrow \psi(2S)\phi\) decays where one of the kaons
is misidentified as a pion. Second, to suppress \(B^0 \rightarrow \psi(2S)\pi^+\pi^-\)
decays where one of the pions is incorrectly identified as a kaon,
it is required that \(P^K > P^\pi\) for the kaon candidate. This rejects
80\% of the background from this source whilst retaining 90\% of
\(B^0\) signal candidates. Third, to suppress background from \(A^0_k\)
\(\rightarrow \psi(2S)p\pi^-\) decays where the proton is misidentified as a kaon,
candidates with \(P^K > 0.3\) and an invariant mass within 15 MeV/c\(^2\)
of the known \(A^0_k\) mass [26] are discarded. Finally, to reduce back-
ground from a \(B^+ \rightarrow \psi(2S)K^+\pi^-\) decay combined with a random
pion, candidates where the reconstructed \(\psi(2S)K^+\pi^-\) invariant
mass is within 16 MeV/c\(^2\) of the known \(B^+\) mass [26] are rejected.
Background from the decay \(A^0_k \rightarrow \psi(2S)K^-\pi^-\) with misidentif-
ied hadrons does not peak at the \(B^0\) mass and is modelled in the fit.

To further improve the signal-to-background ratio, a multivari-
ate analysis based on a neural network is used. This is trained
using simulated \(B^0\) signal events together with candidates from
data with a mass between 5500 and 5600 MeV/c\(^2\) that are not
used for subsequent analysis. Eight variables that give good sepa-
ration between signal and background are used: the number of
clusters in the large-area silicon tracker upstream of the magnet,
\(P^K\) for the kaon candidate, \(P^\pi\) for the pion candidate, the trans-
verse momentum of the \(B^0\), the minimum impact parameter to
any primary vertex for each of the two hadrons, \(\chi^2_{DFF}\) and the flight
distance in the laboratory frame of the $B_0^0$ candidate divided by its uncertainty. The ratio $N_D/\sqrt{N_D + N_B}$ is used as a figure of merit, where $N_B$ ($N_D$) is the number of signal (background) events determined from the invariant mass fit (see Section 4). The maximum value of this ratio is found for a threshold on the neural network output that rejects 98% of the background and retains 81% of the signal for subsequent analysis.

4. Invariant mass fit

A maximum likelihood fit is made to the unbinned $\psi (2S) K^+ \pi^−$ invariant mass distribution, $m(\psi (2S) K^+ \pi^−)$, to extract the $B_0^0$ and $B_0^+$ signal yields. The $B_0^0$ signal component is modelled by the sum of two Crystal Ball functions [28] with common tail parameters and an additional Gaussian component, all with a common mean. All parameters are fixed to values determined from the simulation apart from the common mean and an overall resolution scale factor. The simulation is tuned to match the invariant mass resolution seen in data for the $B^+ \rightarrow J / \psi K^+$ and $B^0 \rightarrow J / \psi K^+ \pi^−$ decay modes. Consequently, the resolution scale factor is consistent with unity in the fit to data. The $B_0^+$ component is modelled with the same function, with the mean value of the $B_0^0$ meson mass left free in the fit. The resolution parameters in this case are multiplied by a factor of 1.06, determined from simulation, which accounts for the additional energy release in this decay.

The dominant background is combinatorial and modelled by an exponential function. A significant component from $B_0^0 \rightarrow \psi (2S) \phi$ decays is visible at lower masses than the $B_0^0$ peak. This is modelled in the fit by a bifurcated Gaussian function where the shape parameters are constrained to the values obtained in the simulation and the yield constrained to the value determined in data under the hypothesis that both hadrons are kaons. Additional small components from $B_0^0 \rightarrow \psi (2S) \pi^+ \pi^−$ and $\Lambda_0^0 \rightarrow \psi (2S) p K^- \pi^+$ decays are modelled by bifurcated Gaussian functions. The shapes of these components are fixed using the simulation and the yields are determined by normalising the simulation samples to the number of candidates for each mode found in data using dedicated selections. Contributions from partially reconstructed decays are accounted for in the combinatorial background. In total, the fit has ten free parameters. Variations of this fit model are considered as systematic uncertainties. 

Fig. 2 shows the invariant mass distribution observed in the data together with the result of a fit to the model described above. Binning the data, a $\chi^2$-probability of 0.30 is found. The moderate mismodelling of the $B_0^0$ peak is accounted for in the systematic uncertainties. The fit determines that there are $329 \pm 22$ $B_0^0$ decays and $24207 \pm 160$ $B_0^+$ decays. The $B_0^0 \rightarrow \psi (2S) K^+ \pi^−$ mode is observed with high significance.

The precision of the momentum scale calibration of 0.03% translates to an uncertainty on the $B_0^0$ and $B_0^+$ meson masses of 0.3 MeV/$c^2$. Therefore, it is chosen to quote only the mass difference in which this uncertainty largely cancels, $$M(B_0^0) - M(B_0^+) = 87.45 \pm 0.44 \text{ (stat)} \pm 0.09 \text{ (syst)} \text{ MeV}/c^2.$$ This procedure has been checked using the simulation, which gives the input mass difference with a bias of 0.05 MeV/$c^2$ that is assigned as a systematic uncertainty. Further systematic uncertainties arise from the momentum scale and mass fit model. Varying the momentum scale by 0.03% leads to an uncertainty of 0.04 MeV/$c^2$. The effect of the fit model is evaluated by considering several variations: the relative fraction of the two Crystal Ball functions is left free; the slope of the combinatorial background is constrained using candidates where the kaon and pion have the same charge; the Gaussian constraints on the background from the $B_0^0 \rightarrow \psi (2S) \phi$ mode are removed; and the tail parameters of the

5. Amplitude analysis

Fig. 3 shows the Dalitz plot of the selected $B_0^0 \rightarrow \psi (2S) K^+ \pi^−$ candidates in the signal range, $m(\psi (2S) K^+ \pi^−) \in [5350, 5380]$ MeV/$c^2$. There is a clear enhancement around the known $K^*(892)^0$ mass [26] and no other significant enhancements elsewhere. To determine the fraction of decays that proceed via the $K^*(892)^0$ resonance, an amplitude analysis is performed, similar to that used in Ref. [9] for the analysis of the $B^0 \rightarrow \psi (2S) K^+ \pi^−$ mode. The final-state particles are described using three angles $\Omega \equiv (\cos \theta_X, \cos \theta_Y, \phi)$ in the helicity basis, defined in Fig. 4, and the invariant $K^+ \pi^−$ mass, $m_{K^+ \pi^−} \equiv m(K^+ \pi^−)$. The total amplitude is $S(m_{K^+ \pi^−}, \Omega) \cdot C(m_{K^+ \pi^−}, \Omega) + B(m_{K^+ \pi^−}, \Omega)$, where $S(m_{K^+ \pi^−}, \Omega)$ represents the coherent sum over the helicity amplitudes for each considered $K^+ \pi^−$ resonance or non-resonant component. The detection efficiency, $e(m_{K^+ \pi^−}, \cos \theta_X, \cos \theta_Y, \phi)$, is evaluated using simulation and parameterised using a combination of Legendre polynomials and spherical harmonic moments, given by

![Fig. 2. Invariant mass distribution for selected $\psi (2S) K^+ \pi^−$ candidates in the data. A fit to the model described in the text is superimposed. The full fit model is shown by the solid (red) line, the combinatorial background by the solid (yellow) and the sum of background from the exclusive $b \rightarrow \psi (2S) X$ modes considered in the text by the shaded (blue) area. The maximum of the $y$-scale is restricted so as to be able to see more clearly the $B_0^0 \rightarrow \psi (2S) K^+ \pi^−$ signal. The lower plot shows the differences between the fit and measured values divided by the corresponding uncertainty of the measured value, the so-called pull distribution.](image1)

![Fig. 3. Dalitz plot for the selected $B_0^0 \rightarrow \psi (2S) K^+ \pi^−$ candidates in the signal window $m(\psi (2S) K^+ \pi^−) \in [5350, 5380]$ MeV/$c^2$.](image2)
\[ \epsilon(\cos \theta_K, \cos \theta_{K'\pi}, \phi) = \sum_{a,b,c,d} c^{abcd} p_d(\cos \theta_K) Y_{bc}(\cos \theta_{K'\pi}, \phi) \times P_d \left( \frac{2(m_{K'\pi} - m_{K_{\pi}})}{m_{K_{\pi}} - m_{K_{\pi}}} - 1 \right), \]

where \( m_{K_{\pi}}^{\text{min}} \) is the minimum (maximum) value allowed for \( m_{K_{\pi}} \) in the available phase space of the decay. The coefficients of the efficiency parameterisation are computed by summing over the \( N_{\text{MC}} \) events simulated uniformly in the phase-space as

\[ c^{abcd} = \frac{1}{N_{\text{MC}}} \sum_i^{N_{\text{MC}}} \frac{2a + 1}{2} \frac{2d + 1}{2} p_d(\cos \theta_K) Y_{bc}(\cos \theta_{K'\pi}, \phi) \]

\[ \times P_d \left( \frac{2(m_{\pi_{K'}} - m_{K_{\pi}})}{m_{K_{\pi}} - m_{K_{\pi}}} - 1 \right) \frac{C}{g_i}, \]

where \( g_i = p_i q_i \), with \( p_i \) (\( q_i \)) being the momentum of the \( K^+\pi^- \) system (\( K^+ \) meson) in the \( K^+\pi^- \) rest frame and \( C \) is a normalising constant with units \( \text{GeV}^2/\text{c}^2 \). This approach provides a description of the multidimensional correlations without assuming factorisation. In practise, the sum is over a finite number of moments \((a \leq 2, b \leq 2, c \leq 2 \text{ and } d \leq 2)\) and only coefficients with a statistical significance larger than five standard deviations from zero are retained. The one-dimensional projections of the parameterised efficiency are shown in Fig. 5, superimposed on the simulated event distributions.

The background probability density function, \( B(m_{K'\pi}, \Omega) \), is determined using a similar method as for the efficiency parameterisation. In this case the sum in Eq. (2) is over the selected events with \( m(\psi(2S)K^+\pi^-) > 5390 \text{ MeV}/\text{c}^2 \) and \( g_i \equiv 1 \). Only moments with \( a \leq 2, b = 0, c = 0 \text{ and } d \leq 2 \) and a statistical significance larger than five standard deviations from zero are retained. The one-dimensional projections of the parameterised background distribution are shown in Fig. 6, superimposed on the sideband data. As a consistency check, the \( m_{K'\pi}, \Omega \) distributions for events with \( m(\psi(2S)K^+\pi^-) > 5390 \text{ MeV}/\text{c}^2 \) are found to be compatible with the same distributions obtained from a like-sign \( (\psi(2S)K^+\pi^-) \) sample.

The default amplitude model is constructed using contributions from the \( K^*(892)^0 \) resonance and a \( K^+\pi^- \) \( S \)-wave modelled using the LASS parameterisation [29]. The magnitudes and phases of all components are measured relative to those of the zero helicity state of the \( K^*(892)^0 \) meson and the masses and widths of the resonances are fixed to their known values [26]. The remaining eight free parameters are determined using a maximum likelihood fit of the amplitude to the data in the signal window. The background fraction is fixed to 0.28, as determined from the fit described in Section 4. The fit fraction for
any resonance $R$ is defined in the full phase space, as $f_R = \int S_R \frac{d\Omega}{d^3 q} / \int S \frac{d\Omega}{d^3 q}$, where $S_R$ is the signal amplitude with all amplitude terms set to zero except those for $R$. The fractions of each component determined by the fit are $f_{K^*(892)^0} = 0.684 \pm 0.049$, and $f_{S\text{-wave}} = 0.417 \pm 0.052$, where the uncertainty is statistical only. The fractions do not sum to unity due to interference between the different components. Variations of the S-wave description and default mixture of $K^+\pi^-$ resonances, including the introduction of the spin-2 $K_2^+(1430)^0$ meson or an exotic $Z_c^-$ meson, are considered but found to give larger values of the Poisson likelihood $\chi^2$ [30] per degree of freedom or lead to components with fit fractions that are consistent with zero. For each model the number of degrees of freedom is calibrated using simulated experiments. The variations in amplitude model are considered as sources of systematic uncertainty. The longitudinal polarisation fraction of the $K^+(892)^0$ meson is defined as $f_L = H_0^2 / (H_0^2 + H_1^2 + H_2^2)$, where $H_0, H_1, H_2$ are the magnitudes of the $K^+(892)^0$ helicity amplitudes. This is measured to be $f_L = 0.524 \pm 0.056$, where the uncertainty is statistical. The projections of the default fit for the helicity angles and invariant $K^+\pi^-$ mass are shown in Fig. 7.

5.1. Systematic uncertainties of amplitude analysis

A summary of possible sources of systematic uncertainties that affect the amplitude analysis is reported in Table 1. The size of each contribution is determined using a set of simulated experiments, of the same size as the data, generated under the hypothesis of an alternative amplitude model. These are fitted once with the default model and again with the alternative model. The experiment-by-experiment difference in the measured fit fractions and $f_L$ is then computed and the sum in quadrature of the mean and standard deviation is assigned as a systematic uncertainty to the corresponding parameter.

The systematic dependence on the $K^+\pi^-$ amplitude model is determined using the above procedure, where the alternative model also contains a spin-2 $K_2^+(1430)$ component. This leads to the dominant systematic uncertainty on the $K^+(892)^0$ fit fraction and $f_L$. The systematic dependence on the $K^+\pi^-$ $S$-wave model is determined using simulated experiments where a combination of a non-resonant term and a $K_0^+(1430)$ contribution is used in place of the LASS parameterisation. In addition, the amplitude model contains parameters that are fixed in the default fit such as the masses and widths of the resonances and the Blatt–Weisskopf radius. The radius controls the effective hadron size and is set to 1.6 (GeV/c)$^{-1}$ by default. Alternative models are considered where this is changed to 3.0 (GeV/c)$^{-1}$ and 0.8 (GeV/c)$^{-1}$.

A large source of systematic uncertainty comes from the choice of convention for the mass, $m$, in the $(p/m)^k$ terms of the amplitude. The default amplitude model follows the convention in Ref. [26] by using the resonance mass. This is different to that in Ref. [9] where the running resonance mass $(m_{K\pi})$ is used in the denominator. This choice is motivated by the improved fit quality obtained when using the resonance mass.

The systematic uncertainty related to the combinatorial background parameterisation is determined using an amplitude model with an alternative background description that allows for higher moment contributions ($a \leq 2$, $b \leq 2$, $c \leq 2$ and $d \leq 2$). The combinatorial background normalisation is determined from the fit to the $m(\psi(2S)K^+\pi^-)$ distribution and is fixed in the amplitude fit. The systematic uncertainty related to the level of the background is estimated by using an amplitude model with the background fraction modified by $\pm 10\%$.

The efficiency parameterisation is tested by re-evaluating the coefficients, allowing for higher order moments ($a \leq 4$, $b \leq 4$, $c \leq 4$ and $d \leq 4$). Similarly, to test the dependence of the efficiency model on the neural network requirement, an alternative model is used with the efficiency parameterisation determined from the simulated events that are selected without applying the requirement. There is a negligible systematic uncertainty caused by the lifetime difference between the $B^0$ and $B^*_0$ mesons.
whilst efficiency Similarly, with B 6. Fig. 7. Uncertainty are given using ψ(B) overlaid. The following components are included in the model: K*(892)0 (red dashed), LASS S-wave (green dotted), and background (grey dashed-dotted). The residual pulls are shown below each distribution.

<table>
<thead>
<tr>
<th>Source</th>
<th>K*(892)0 fit fraction</th>
<th>fL</th>
</tr>
</thead>
<tbody>
<tr>
<td>(*) K+π− amplitude model</td>
<td>0.028</td>
<td>0.017</td>
</tr>
<tr>
<td>(*) S-wave model</td>
<td>0.018</td>
<td>0.010</td>
</tr>
<tr>
<td>K* resonance widths</td>
<td>0.005</td>
<td>0.008</td>
</tr>
<tr>
<td>Blatt–Weisskopf radius</td>
<td>0.014</td>
<td>0.003</td>
</tr>
<tr>
<td>Brent–Wigner parameters (mψ vs. mK*)</td>
<td>0.026</td>
<td>0.005</td>
</tr>
<tr>
<td>(*) Background parametrisation</td>
<td>0.014</td>
<td>0.012</td>
</tr>
<tr>
<td>(*) Background normalisation</td>
<td>0.007</td>
<td>0.011</td>
</tr>
<tr>
<td>Efficiency model (parameterisation)</td>
<td>0.011</td>
<td>0.007</td>
</tr>
<tr>
<td>Efficiency model (neural net)</td>
<td>0.002</td>
<td>0.004</td>
</tr>
<tr>
<td>Quadrature sum of systematic uncertainties</td>
<td>0.049</td>
<td>0.029</td>
</tr>
<tr>
<td>Quadrature sum of uncorrelated systematic uncertainties</td>
<td>0.037</td>
<td>0.026</td>
</tr>
<tr>
<td>Statistical uncertainty</td>
<td>0.049</td>
<td>0.056</td>
</tr>
</tbody>
</table>

6. Branching fraction results

Two ratios of branching fractions are calculated, B(B_s^0 \rightarrow \psi(2S)K^+π^-)/B(B^0 \rightarrow \psi(2S)K^+π^-) and B(B_s^0 \rightarrow \psi(2S)K^*(892)^0)/B(B^0 \rightarrow \psi(2S)K^*(892)^0). These are determined from the signal yields given in Section 4 correcting for the relative detector acceptance using simulation. The simulated B_s^0 samples are reweighted with the results of the angular analysis presented in Section 5. Similarly, the B^0 simulated data are reweighted to match the results given in Ref. [9]. For the inclusive branching ratio, the relative efficiency between the two modes is found to be 0.975 ± 0.014 whilst for the K*(892)^0 component it is 1.027 ± 0.021. The uncertainty on these values is propagated to the systematic uncertainty.

Since the same final state is considered in the signal and normalisation mode, most sources of systematic uncertainty cancel in the ratio. The remaining sources are discussed in the following. The variations of the invariant mass fit model described in Section 4 are considered. The largest change in the ratio of yields observed in these tests is 3.7%, which is assigned as a systematic uncertainty. Differences in the pT spectra of the B^0 meson are seen comparing data and the reweighted simulation. If the pT spectrum in the simulation is further reweighted to match the data, the efficiency ratio changes by 0.7%, which is assigned as a systematic uncertainty.

To test the impact of the chosen K+π− amplitude model for the B_s^0 channel, the simulated events are reweighted using a model
consisting of the $K^*(892)^0$ resonance, the LASS [29] description of the S-wave and the $K_S^0(1430)$ resonance. This changes the efficiency ratio by 0.6%, which is assigned as a systematic uncertainty. To calculate the $K^*(892)^0$ branching ratio, the fraction of candidates from this source is needed. For the $B^0$ channel this is determined from the amplitude analysis to be $0.645 \pm 0.049 \pm 0.049$ and the corresponding fraction for the $B^0$ channel is $0.591 \pm 0.009$ [9], leading to a 6.0% systematic uncertainty. All of the uncertainties discussed above are summarised in Table 2. The limited knowledge of the fragmentation fractions, $f_s/f_d = 0.259 \pm 0.015$ [31–33], results in an uncertainty of 5.8%, which is quoted separately from the others.

7. Summary

Using a data set corresponding to an integrated luminosity of 3.0 fb$^{-1}$ collected in $pp$ collisions at centre-of-mass energies of 7 and 8 TeV, the decay $B^0 \rightarrow \psi(2S)K^+\pi^-$ is observed. The mass splitting between the $B^0$ and $B^0$ mesons is measured to be

$$M(B^0_s) - M(B^0) = 87.45 \pm 0.44 \text{ (stat)} \pm 0.09 \text{ (syst)} \text{ MeV}/c^2.$$

This is consistent with, though less precise than, the value $87.21 \pm 0.31 \text{ MeV}/c^2$ obtained by averaging the results in Refs. [34,35]. Averaging the two numbers gives

$$M(B^0_s) - M(B^0) = 87.29 \pm 0.26 \text{ MeV}/c^2.$$

The ratio of branching fractions between the $B^0_s$ and $B^0$ modes is measured to be

$$\frac{B(B^0 \rightarrow \psi(2S)K^+\pi^-)}{B(B^0 \rightarrow \psi(2S)K^+\pi^-)} = 5.38 \pm 0.36 \text{ (stat)} \pm 0.22 \text{ (syst)} \pm 0.31 (f_s/f_d) \%.$$

The fraction of decays proceeding via an intermediate $K^*(892)^0$ meson is measured with an amplitude analysis to be $0.645 \pm 0.049 \text{ (stat)} \pm 0.049 \text{ (syst)}$. No significant structure is seen in the distribution of $m(\psi(2S)\pi^-)$. The longitudinal polarisation fraction, $f_1$, of the $K^*(892)^0$ meson is determined as $0.524 \pm 0.056 \text{ (stat)} \pm 0.029 \text{ (syst)}$. This is consistent with the value measured in the corresponding decay that proceeds through an intermediate $J/\psi$ meson, $f_1 = 0.50 \pm 0.08 \text{ (stat)} \pm 0.02 \text{ (syst)}$ [5]. The present data set does not allow a test of the prediction given in Ref. [36] that $f_1$ should be lower for decays closer to the kinematic endpoint.

Using the $K^*(892)^0$ fraction determined in this analysis for the $B^0_s$ component, the corresponding number for the $B^0$ mode from Ref. [9], and the efficiency ratio given in Section 6, the following ratio of branching fractions is measured

$$\frac{B(B^0_s \rightarrow \psi(2S)K^+\pi^-)}{B(B^0 \rightarrow \psi(2S)K^+\pi^-)} = 5.58 \pm 0.57 \text{ (stat)} \pm 0.40 \text{ (syst)} \pm 0.32 (f_s/f_d) \%.$$


LHCb Collaboration


51 School of Physics and Astronomy, University of Glasgow, Glasgow, United Kingdom
52 Oliver Lodge Laboratory, University of Liverpool, Liverpool, United Kingdom
53 Imperial College London, London, United Kingdom
54 School of Physics and Astronomy, University of Manchester, Manchester, United Kingdom
55 Department of Physics, University of Oxford, Oxford, United Kingdom
56 Massachusetts Institute of Technology, Cambridge, MA, United States
57 University of Cincinnati, Cincinnati, OH, United States
58 University of Maryland, College Park, MD, United States
59 Syracuse University, Syracuse, NY, United States

60 Pontificia Universidade Católica do Rio de Janeiro (PUC-Rio), Rio de Janeiro, Brazil
61 Institute of Particle Physics, Central China Normal University, Wuhan, Hubei, China
62 Departamento de Física, Universidad Nacional de Colombia, Bogota, Colombia
63 Institut für Physik, Universität Rostock, Rostock, Germany
64 National Research Centre Kurchatov Institute, Moscow, Russia
65 Yandex School of Data Analysis, Moscow, Russia
66 Instituto de Física Corpuscular (IFIC), Universitat de València-CSIC, Valencia, Spain
67 Van Swinderen Institute, University of Groningen, Groningen, The Netherlands

* Corresponding author.
E-mail address: greg.cowan@cern.ch (G.A. Cowan).

d Universidade Federal do Triângulo Mineiro (UFTM), Uberaba, MG, Brazil.

f P.N. Lebedev Physical Institute, Russian Academy of Science (LPI RAS), Moscow, Russia.

Università di Bari, Bari, Italy.

Università di Bologna, Bologna, Italy.

Università di Cagliari, Cagliari, Italy.

Università di Ferrara, Ferrara, Italy.

Università di Firenze, Firenze, Italy.

Università di Urbino, Urbino, Italy.

Università di Modena e Reggio Emilia, Modena, Italy.

Università di Genova, Genova, Italy.

Università di Milano Bicocca, Milano, Italy.

Università di Roma Tor Vergata, Roma, Italy.

Università di Roma La Sapienza, Roma, Italy.

Università della Basilicata, Potenza, Italy.

AGH – University of Science and Technology, Faculty of Computer Science, Electronics and Telecommunications, Kraków, Poland.

LIFAELS, La Salle, Universitat Ramon Llull, Barcelona, Spain.

Hanoi University of Science, Hanoi, Viet Nam.

Università di Padova, Padova, Italy.

Università di Pisa, Pisa, Italy.

Scuola Normale Superiore, Pisa, Italy.

Università degli Studi di Milano, Milano, Italy.

Politecnico di Milano, Milano, Italy.

Associated to Universidade Federal do Rio de Janeiro (UFRJ), Rio de Janeiro, Brazil.

Associated to Center for High Energy Physics, Tsinghua University, Beijing, China.

Associated to LPNHE, Université Pierre et Marie Curie, Université Paris Diderot, CNRS/IN2P3, Paris, France.

Associated to Physikalisches Institut, Ruprecht-Karls-Universität Heidelberg, Heidelberg, Germany.

Associated to Institute of Theoretical and Experimental Physics (ITEP), Moscow, Russia.

Associated to Universitat de Barcelona, Barcelona, Spain.

Associated to Nikhef National Institute for Subatomic Physics, Amsterdam, The Netherlands.