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Introduction

Over the last century, the evolution of particle accelerators has helped to broaden our understanding of the universe. Observations and measurements at numerous high-energy experiments have led to the evolution of a consistent Standard Model (SM) of particle physics \[1,2\], which describes the dominant interactions of elementary particles in a gauge theory. The observation of massive gauge bosons requires the inclusion of a mechanism of electroweak symmetry breaking (EWSB), which is accomplished by the Englert–Brout–Higgs–Guralnik–Hagen–Kibble \[3\] mechanism. This mechanism involves an omnipresent scalar field with non-vanishing vacuum expectation value (VEV) and implies the existence of a Higgs boson \(H^{\text{SM}}\) as an excitation of this field.

Conclusive proof for the existence (or non-existence) of such a particle remained elusive for more than 40 years despite the intense search efforts at the Large Electron–Positron Collider (LEP) and the Tevatron. The design properties of the Large Hadron Collider (LHC) and its experiments were strongly influenced by the requirement of covering the gap between the lower bound of 114.4 GeV from the LEP experiments and theoretical upper bounds on the Higgs boson mass, which is the only free parameter of the SM.

While EWSB can be included in the SM by virtue of the Englert–Brout–Higgs–Guralnik–Hagen–Kibble mechanism, a variety of open questions persist. There is no mechanism in the SM that protects the Higgs boson mass from large quantum corrections. SM parameters must therefore be fine-tuned to high precision to ensure that the Higgs boson mass falls into the desired range, which ensures vacuum stability and unitarity. Supersymmetry (SUSY) \[4, 5\] accomplishes this by introducing a superpartner particle for each particle of the SM—with a difference of \(\pm \frac{1}{2}\) in spin to the respective SM particle. SUSY acts as a custodial symmetry to the Higgs boson mass: If SUSY were a perfect symmetry—implying equal masses of SM particles and their respective superpartners—the corresponding quantum corrections would cancel exactly. Superpartners of equal mass would have already been found in previous experiments if they existed. If it is realized at all in nature, SUSY must therefore be broken, and a mass scale of the order \(O(1 \text{ TeV})\) of the superpartners is expected.

For this and other reasons, the Higgs sectors of the simplest supersymmetric extensions is of great interest—also after the discovery \[6, 7\] of a SM-like Higgs boson by A Toroidal LHC Apparatus (ATLAS) \[8\] and the Compact Muon Solenoid (CMS) \[9\] at a mass of about 126 GeV in 2012. The Minimal Supersymmetric Standard Model (MSSM) predicts the existence of three neutral and two charged Higgs bosons. Large portions of allowed parameter space for the Higgs sectors of supersymmetric models still exist, to which the LHC experiments are sensitive.

In large parts of the parameter space, the couplings of the neutral Higgs bosons to \(\tau\) leptons and \(b\)-quarks are enhanced with respect to the SM, greatly improving the sensitivity of searches focusing on \(b\)-associated production and on decays into \(\tau\) lepton pairs. The decay mode covered by this thesis \((h^0/A^0/H^0 \to \tau_\ell \tau_\ell)\)\(^1\) involves two leptonically decaying \(\tau\) leptons\(^2\):

\(^1\)Unless the context requires it, the distinction between particles and anti-particles is dropped, e.g., \(e\) is used instead of \(e^\pm\) for an electron or positron.

\(^2\)\(\tau\) leptons are distinguished by their decay mode: Hadronically decaying \(\tau\) leptons are denoted by the symbol \(\tau_{\text{had}}\), while the leptonic decay modes are named for the flavor of the decay products: \(\tau_{\text{lep}} = \tau_e / \tau_\mu\).
and contributes to the combined sensitivity of the ATLAS experiment to supersymmetric Higgs sectors. These are evaluated in the $m_{h^0}^{\text{max}}$ scenario and a scenario that assumes only one generic neutral Higgs boson.

Using data taken by ATLAS in 2011, the goal is to probe the region of the $m_{A^0}$–$\tan \beta$ parameter space which are excluded neither from the LEP experiments nor from the Tevatron. The studies presented within this thesis have been statistically combined with analyses concerned with other decay channels and jointly published by the ATLAS Collaboration in Ref. [10,11]. The results supersede an analysis of inclusive $\tau\nu\tau\mu$ final states in 1.06 fb$^{-1}$ of ATLAS data [12], which was published in combination with other $\tau\tau$ decay channels in Ref. [13]. The extension to the full dataset of 4.7 fb$^{-1}$ taken in 2011 provides sufficient event yields to separately target events from $b$-associated Higgs boson production in a sample with exactly one $b$-tagged jet. A complementary sample without $b$-jets also receives a significant contribution from the gluon fusion signal process.

In order to avoid sources of systematic uncertainty attached to simulation, data-driven background estimation methods have been adopted and developed. The dominant $Z/\gamma^* \rightarrow \tau\tau$ background is estimated by the established embedding technique [14], which has been extended in the context of this thesis to better reproduce the impact of the trigger on the transverse momentum spectra of the final-state leptons. For the estimation of the multi-jet background, the low levels of correlation between the reconstructed charge of lepton signatures, isolation variables, and the final discriminant in multi-jet events are exploited by the $ABCD$ method [15]. In the context of this thesis, a method was developed to estimate residual correlations and consider them in the final result. Due to the enhanced role of the $t$-quark pair production contribution in the $b$-tagged sample, a data-driven estimation method has been developed for this thesis to enhance the overall sensitivity.

The SM is reviewed briefly in Chapter 2. An emphasis is placed on the electroweak sector and EWSB. The same Chapter motivates the extension of the model by supersymmetry (SUSY) and thus the search for neutral Higgs bosons in the MSSM, whose phenomenology is discussed in more detail.

Chapter 3 then summarizes the key features of the experimental apparatus, focusing on those most relevant to the search presented within this thesis. Chapter 4 gives an overview of the simulation of hadron collisions and introduces the relevant background processes.

Chapter 5 introduces the analysis strategy and the discriminants used to search for Higgs boson decays to $\tau$ lepton pairs which subsequently decay to different-flavor light lepton pairs. A special emphasis is placed on the reconstruction of the mass of the Higgs boson candidate. Chapter 6 details the selection criteria applied to the reconstructed objects and to the overall events in the two signal samples. Chapter 7 elaborates on the various background estimation techniques employed in order to optimize the sensitivity of the analysis. Chapter 8 discusses the various sources of systematic uncertainty. Chapter 9 provides a statistical interpretation of the results, and Chapter 10, a conclusion.

---

3Charged leptons are denoted by the symbol $l = e/\mu/\tau$, while only light leptons are referred to by $\ell = e/\mu$. 
2 Theory Basics

The Standard Model (SM) of particle physics \cite{1, 2} describes the particles and interactions governing the phenomena of high-energy physics.

This Chapter gives an overview of the SM in Section 2.1, introducing the elementary particles and fields. The electroweak interaction is discussed in more detail, motivating the need for a mechanism of electroweak symmetry breaking (EWSB). Subsection 2.1.5 reviews the model and concludes the need for its extension.

Section 2.2 consequently introduces the class of supersymmetric models, which solve some of the limitations of the SM. The Minimal Supersymmetric Standard Model (MSSM) is taken into special account.

The Englert–Brout–Higgs–Guralnik–Hagen–Kibble mechanism\footnote{In 2013, P.W. Higgs and F. Englert have been awarded the Nobel Prize in Physics for this work.} \cite{3} is briefly introduced as a mechanism of EWSB in the context of the SM and the MSSM. A more thorough introduction can be found in Ref. \cite{16} for the SM Higgs sector and in Ref. \cite{17} for that of the MSSM.

Past and present findings from theory and various experiments are reviewed in Section 2.3, outlining constraints on the electroweak sectors of the SM and the MSSM. They define the context for the analysis presented within this thesis.

2.1. The Standard Model of Particle Physics

The SM is the result of the endeavor to develop a single theory to describe the interactions of elementary particles. In 1960, Glashow showed that electromagnetism and weak interactions of leptons can be described within a single theoretical framework \cite{1}. The subsequent extensions to include the Higgs mechanism \cite{3} for EWSB, electroweak interactions of quarks \cite{2}, and finally quantum chromodynamics (QCD) \cite{18} yielded a gauge theory that proved to be capable of describing a wide range of high-energy phenomena at high precision.

The discovery of the W and Z bosons \cite{19} and of third-generation fermions verified the existence of all its key ingredients by the year 2000 \cite{20}—except for the Higgs boson. This made the search for the Higgs boson a crucial test for our understanding of electroweak interactions within the SM.

The SM contains elementary particles with spins of half-numbered multiples of $\hbar$ (fermions)\footnote{In order to improve the readability and compatibility with the Figure style by the ATLAS Collaboration, $\hbar = \epsilon = 1$ is used throughout this thesis.} as constituents of matter. Forces between them are mediated by particles with a spin value of $h$ (bosons\footnote{In general, bosons may carry a spin equal to any integral multiple of $h$.}), which are associated to gauge fields and couple to the respective eigenstates of the interactions:

1. The strong interaction applies to particles carrying color charge. Among the elementary fermions, this defines the group of quarks. The force is mediated by massless gluons, which carry color charge themselves.

1. In 2013, P.W. Higgs and F. Englert have been awarded the Nobel Prize in Physics for this work.
2. In order to improve the readability and compatibility with the Figure style by the ATLAS Collaboration, $\hbar = \epsilon = 1$ is used throughout this thesis.
3. In general, bosons may carry a spin equal to any integral multiple of $h$. 
Table 2.1.: Mass values of the three generations of fermions [21]. Electric charges are given in multiples of the elementary charge, quark masses refer to the MS scheme [22]. All fermions also have anti-particles of identical mass and opposite charge. The uncertainties on the masses of charged leptons are below the permille level.

<table>
<thead>
<tr>
<th>Generation</th>
<th>Electric Charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td><strong>Up-type quarks</strong></td>
<td></td>
</tr>
<tr>
<td>Mass [MeV]</td>
<td>2.3^{+0.7}_{-0.5}</td>
</tr>
<tr>
<td><strong>Down-type quarks</strong></td>
<td></td>
</tr>
<tr>
<td>Mass [MeV]</td>
<td>4.8^{+0.7}_{-0.3}</td>
</tr>
<tr>
<td>Neutrinos</td>
<td></td>
</tr>
<tr>
<td>Mass [eV]</td>
<td>&lt; 2(95% CL)</td>
</tr>
<tr>
<td>Charged leptons</td>
<td></td>
</tr>
<tr>
<td>Mass [MeV]</td>
<td>0.511</td>
</tr>
</tbody>
</table>

Table 2.2.: Bosonic mass eigenstates of the SM. Mass values are taken from [21]. Electric charges are given in multiples of the elementary charge.

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Mediator</th>
<th>Mass [GeV]</th>
<th>Electric Charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong</td>
<td>Gluon (g)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Weak</td>
<td>W boson (W^+)</td>
<td>80.4</td>
<td>±1</td>
</tr>
<tr>
<td></td>
<td>Z boson (Z)</td>
<td>91.2</td>
<td>0</td>
</tr>
<tr>
<td>Electromagnetic</td>
<td>Photon (γ)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

2. The *electroweak interaction* is the unified description of the *electromagnetic interaction* and the *weak interaction*. Its mediators are the massless photon (γ) and the massive gauge bosons (W^+, W^-, Z^0). They are superpositions of the gauge fields \( \tilde{W}_μ^3 \) and \( B_μ \), which couple according to *weak isospin* \( (T_W^3) \) for \( W_μ^1, W_μ^2, W_μ^3 \) and *hypercharge* \( (Y_W) \) for \( B_μ \).

Of the interactions of the SM, only the weak force is mediated by massive gauge bosons. Massive gauge mediators require a mechanism of EWSB, as discussed in Subsection 2.1.2. The significant mediator masses are responsible for the small range \( O(10^{-16} \text{ m}) \) and hence for suppressing cross-sections of weak interactions at low energies. While electromagnetic interactions are effective over infinite ranges, the weak interaction has a limited range because the force carriers \( (W^+, W^-) \) are massive. The limited range of the strong interaction is a consequence of the color charge carried by the gluons.

Table 2.1 lists the three generations of fermions along with their masses and electric charges, Table 2.2 shows the same quantities for the gauge bosons.

**2.1.1. Interactions of the Standard Model**

The group representation of the SM is the direct product of groups with conserved quantities called *color* (C), *weak isospin* \((T_W)\), and *weak hypercharge* \((Y_W)\), respectively:

\[
SU(3)_C \times SU(2)_L \times U(1)_Y. \tag{2.1}
\]
Table 2.3.: Electroweak quantum numbers of fermionic electroweak eigenstates of the SM.

<table>
<thead>
<tr>
<th>Fermion Generations</th>
<th>Quantum Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>i = 1, 2, 3</td>
<td>SU((2)_L)</td>
</tr>
<tr>
<td>Quarks</td>
<td>(T_W)</td>
</tr>
<tr>
<td>(Q^i_L = (u^i_L, d^i_L))</td>
<td>(1/2)</td>
</tr>
<tr>
<td>(u^i_R)</td>
<td>0</td>
</tr>
<tr>
<td>(d^i_R)</td>
<td>0</td>
</tr>
<tr>
<td>Leptons</td>
<td>(1/2)</td>
</tr>
<tr>
<td>(L^i_L = (\nu^i_L, \ell^i_L))</td>
<td>(+1/2)</td>
</tr>
<tr>
<td>(\nu^i_R)</td>
<td>0</td>
</tr>
<tr>
<td>(\ell^i_R)</td>
<td>0</td>
</tr>
</tbody>
</table>

The first group describes QCD, i.e., the strong interaction of colored fermions (quarks) and its mediators (gluons). Its three quantum numbers specify the color components, called red, green, and blue. The properties of this group are discussed in more detail, e.g., in Ref. [23]. The relevant parts of its phenomenology are discussed in Section 4.1. Elementary fermions without color are called leptons.

The other two groups together describe the electroweak interaction. Due to its chiral nature [2], electroweak eigenstates are either right-handed singlets (denoted by a subscript \(R\); \(T_W = 0\)) or left-handed doublets (denoted by a subscript \(L\); \(T_W = \frac{1}{2}\)). The Gell-Mann–Nishijima relation

\[
q = \frac{Y_W}{2} + T^3_W
\]

connects the electric charge \(q\), which determines the electromagnetic interaction strength, to the electroweak quantum numbers.

The fermionic eigenstates each exist in three generations, which have identical electroweak quantum numbers and form the mass eigenstates shown in Table 2.1.

The quantum numbers of the electroweak eigenstates are summarized in Table 2.3. Like the mass eigenstates (see Table 2.1), they each exist in three generations. The mass eigenstates for up-type quarks \((u^L_L)^4\) and charged leptons \((l^L_L)\) are identical to the flavor eigenstates, while the associated down-type quark mass eigenstates and neutrino mass eigenstates mix according to unitary matrices \(V_{ij}\) and \(U_{ij}\):

\[
\begin{pmatrix}
    d^L_L \\
    s^L_L \\
    u^L_L
\end{pmatrix} =
\begin{pmatrix}
    V_{ud} & V_{us} & V_{ub} \\
    V_{cd} & V_{cs} & V_{cb} \\
    V_{td} & V_{ts} & V_{tb}
\end{pmatrix}
\begin{pmatrix}
    d_L \\
    s_L \\
    b_L
\end{pmatrix}
\] (2.3)

CKM matrix \(V_{ij}\) [24]

\[
\begin{pmatrix}
    \nu^e_L \\
    \nu^\mu_L \\
    \nu^\tau_L
\end{pmatrix} =
\begin{pmatrix}
    U_{e1} & U_{e2} & U_{e3} \\
    U_{\mu1} & U_{\mu2} & U_{\mu3} \\
    U_{\tau1} & U_{\tau2} & U_{\tau3}
\end{pmatrix}
\begin{pmatrix}
    \nu_e, L \\
    \nu_\mu, L \\
    \nu_\tau, L
\end{pmatrix}
\] (2.4)

PMNS matrix \(U_{ij}\) [25]

\(^4\)The imaginary number is \(i\), while \(i\) denotes a counting index.
As a consequence of flavor mixing of left-handed neutrinos $\nu^j_L$, they oscillate between generations and must therefore have masses. This can be explained, e.g., with the so-called type-one seesaw mechanism [26], which requires the existence of very heavy, sterile, right-handed neutrinos $\nu^j_R$. Neutrino masses are neglected in the following.

The electroweak Lagrangian can be constructed from all states $\bar{\Xi}_j$ of the doublets $Q^j_L, L^i_L$ and singlets $u^i_R, d^j_R, \nu^j_R, l^j_R$ of the three generations and the covariant derivative $D_\mu$:

$$\mathcal{L} = \sum_j \bar{\xi}_j \gamma^\mu D_\mu \xi_j - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} \quad D_\mu = \partial_\mu + ig \frac{\tilde{\sigma}}{2} \cdot \bar{W}_\mu + ig' \frac{Y_W}{2} B_\mu. \quad (2.5)$$

The field strength tensor $(F_{\mu\nu})$ consists of an Abelian component with a coupling $g'$ to hypercharge

$$B_{\mu\nu} = \partial_\mu B_\nu - \partial_\nu B_\mu \quad (2.6)$$

and three non-Abelian components with coupling strength $g$ to the weak isospin:

$$\bar{W}_{\mu\nu} = \partial_\mu \bar{W}_\nu - \partial_\nu \bar{W}_\mu - ig \bar{W}_\mu \times \bar{W}_\mu. \quad (2.7)$$

The observable gauge boson states are linear combinations of $\bar{W}_\mu$ and $B_\mu$:

$$\begin{pmatrix} W^+_\mu \\ W^-_\mu \\ Z_\mu \\ \gamma_\mu \end{pmatrix} = \begin{pmatrix} \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 \\ \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0 \\ 0 & 0 & \cos \theta_W & \sin \theta_W \\ 0 & 0 & -\sin \theta_W & \cos \theta_W \end{pmatrix} \begin{pmatrix} W^1_\mu \\ W^2_\mu \\ W^3_\mu \\ B_\mu \end{pmatrix}. \quad (2.8)$$

The gauge fields $W^3_\mu, B_\mu$ both have $T_W = q = 0$. They mix with an electroweak mixing angle ($\theta_W$) and form the photon and the $Z$ boson. The $W^\pm$ bosons carry electroweak isospin $T_W = \pm 1$ and couple exclusively to particles with non-vanishing electroweak isospin.

The Lagrangian is invariant under local gauge transformations, because the left- and right-handed fermions $(L(x), R(x))$ and the fields $(\bar{W}_\mu(x), B_\mu(x))$ transform as:

$$L(x) \rightarrow L'(x) = e^{i(\vec{\alpha}(x) \cdot \vec{T} + \beta(x) Y_W)} L(x) \quad (2.9)$$

$$R(x) \rightarrow R'(x) = e^{i\beta(x) Y_W} R(x) \quad (2.10)$$

$$\bar{W}_\mu(x) \rightarrow \bar{W}'_\mu(x) = \bar{W}_\mu(x) - \frac{1}{g} \partial_\mu \vec{\alpha}(x) - \vec{\alpha}(x) \times \bar{W}_\mu(x) \quad (2.11)$$

$$B_\mu(x) \rightarrow B'_\mu(x) = B_\mu(x) - \frac{1}{g'} \partial_\mu \beta(x). \quad (2.12)$$

The local gauge invariance carries the advantage of renormalizability if certain conditions are satisfied [27]. This avoids divergences and thus enables predictions at arbitrary precision from the evaluation of a perturbative series.

The Pauli matrices ($\vec{\sigma}$) are used as basis of $SU(2)_L$. Explicitly inserting the electroweak quantum numbers, Eq. (2.5) becomes:

$$\mathcal{L} = \sum_j \bar{\xi}_j \gamma^\mu \partial_\mu \xi_j \quad (2.13)$$

$$-\bar{L}^j_L \left( \frac{\vec{\sigma}}{2} \cdot \bar{W}_\mu + g \frac{Y_W}{2} B_\mu \right) L^i_L - \bar{Q}^i_L \left( \frac{\vec{\sigma}}{2} \cdot \bar{W}_\mu + g' \frac{Y_W}{2} B_\mu \right) Q^i_L$$

$$-\bar{t}^j_R \left( 0 + g \frac{Y_W}{2} B_\mu \right) t^i_R - \bar{u}^j_R \left( 0 + g \frac{Y_W}{2} B_\mu \right) u^i_R - \vec{\alpha} \left( 0 + g' \frac{Y_W}{2} B_\mu \right) d^j_R$$

$$-\bar{\nu}^j_R (0 + 0) \nu^i_R - \frac{1}{4} \bar{W}_{\mu\nu} \bar{W}^{\mu\nu} - \frac{1}{4} B_{\mu\nu} B^{\mu\nu}. $$
2.1 The Standard Model of Particle Physics

The observation of non-zero masses for the $W$ and $Z$ bosons poses a problem to this construction of the electroweak sector. This is because the addition of mass terms for gauge bosons or fermions in the Lagrangian would violate local gauge invariance and thus destroy renormalizability. Fermion masses are also forbidden by the difference in $SU(2)_L$ representations between left- and right-chiral fermions.

Ref. [28] describes another problem of this model: The $s$-wave component of the scattering amplitude of oppositely charged $W$ boson pairs is proportional to the Mandelstam variable $s$. Unitarity imposes an upper bound on the real component of each partial wave amplitude. Therefore, an additional interaction is needed to conserve unitarity above

$$s = \frac{4 \sqrt{2} \pi G_F}{G_F} \approx (1.2 \text{ TeV})^2,$$

where $G_F$ is the Fermi constant.

EWSB by virtue of the Englert–Brout–Higgs–Guralnik–Hagen–Kibble mechanism provides an additional scalar field that serves this purpose.

2.1.2. Electroweak Symmetry Breaking and the Higgs Mechanism

In order to give masses to the electroweak gauge bosons and fermions while maintaining gauge invariance, a potential

$$V = -\mu^2 \phi \dagger \phi + \lambda (\phi \dagger \phi)^2, \ \lambda > 0$$

(2.14)

is considered, acting on a complex isospin doublet ($\phi$) with $Y_W = 1, \emph{T}_W = \frac{1}{2}$:

$$\phi = \begin{pmatrix} \phi_3 + i \phi_4 \\ \phi_1 + i \phi_2 \end{pmatrix}, \ \phi_i \text{ real}.$$  \hspace{1cm} (2.15)

Considering the transition from $\mu^2 \leq 0$ to $\mu^2 > 0$, the state of lowest energy $\phi_{\text{vacuum}}$ becomes degenerate (shown for two dimensions in Figure 2.1):

$$|\phi_{\text{vacuum}}| = \sqrt{\frac{\mu^2}{2\lambda}} = \frac{v}{\sqrt{2}}.$$  \hspace{1cm} (2.16)

This defines the vacuum expectation value (VEV):

$$v = \left(\sqrt{2} G_F\right)^{-1/2} \approx 246 \text{ GeV}.$$  \hspace{1cm} (2.17)

As the degenerate vacuum state emerges, the system spontaneously "chooses" a direction in $\phi$, say $\phi_{\text{vacuum}} = \phi_1 = \sqrt{\frac{\mu^2}{2\lambda}}$. In the vicinity of this ground state, $V$ is no longer symmetric in $\phi_1$, but a function of $\phi_1$ (and does not vary with $\phi_{2,3,4}$).

This loss of symmetry with respect to $\phi_1$ in the ground state is called spontaneous symmetry breaking (SSB). The electroweak symmetry $SU(2)_L \times U(1)_Y$ is broken, and only the electromagnetic symmetry ($U(1)_{\text{em}}$) remains. Oscillations around $\phi_{\text{vacuum}}$ can be interpreted as quantum excitations resulting in physical particles. Massless and massive particles both have two degrees of freedom corresponding to transverse oscillations, and massive particles have an additional degree of freedom to accommodate longitudinal oscillations. Because $V$ only varies with $\phi_1$ in the ground state after SSB, oscillations in $\phi_2, \phi_3,$ and $\phi_4$ do not correspond to physical particles. Instead, the corresponding terms can be eliminated by applying a gauge transformation, leading to the so-called unitary gauge:

$$\phi = \begin{pmatrix} 0 \\ \phi_1 \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v + H(x) \end{pmatrix}.$$  \hspace{1cm} (2.18)
The eliminated particles are called Goldstone bosons. In the unitary gauge, the corresponding degrees of freedom are absorbed by the longitudinal degrees of freedom of the (massive) W and Z bosons. By SSB, the electroweak Lagrangian (2.13) gains the following contributions in the gauge sector:

\[
L_{SSB} = \frac{\lambda v^4}{4} + \frac{1}{2} \partial_{\mu} H(x) \partial^{\mu} H(x) - \lambda v^2 H^2(x) - \lambda v H^3(x) - \frac{1}{4} \lambda H^4(x) + \frac{1}{8} (v + H(x)) (W_{\mu 1} \ W_{\mu 2} \ W_{\mu 3} \ B_{\mu}) \begin{pmatrix} g^2 & 0 & 0 & 0 \\ 0 & g^2 & 0 & 0 \\ 0 & 0 & g^2 & g'g^2 \\ 0 & 0 & g'g^2 & g^2 \end{pmatrix} \begin{pmatrix} W_{\mu}^1 \\ W_{\mu}^2 \\ W_{\mu}^3 \\ B_{\mu} \end{pmatrix}.
\]

The scalar field \( H(x) \) (Higgs field) can be excited to produce a particle (Higgs boson) of mass \( m_{H_{SM}} = v\sqrt{2\lambda} \) and with cubic and quartic self-couplings. The last term contains the couplings to the electroweak eigenstates of the gauge bosons. The couplings are proportional to the masses of the gauge bosons squared:

\[
m_W = v \frac{g}{2}, \quad g_{H_{SM} W^+ W^-} = \frac{2m^2_W}{v}, \quad m_Z = v \sqrt{g^2 + g'^2} = \frac{m_W}{\cos \theta_W}, \quad g_{H_{SM} Z^0 Z^0} = \frac{2m^2_Z}{v}, \quad g_{H_{SM} \gamma \gamma} = 0.
\]

The gauge boson masses are proportional to the VEV, and the masses of the W boson and the Z boson differ by a factor of \( \cos \theta_W \), resulting from the mixing of \( W_3^\mu \) and \( B_{\mu} \).

The Higgs mechanism further allows the addition of so-called Yukawa coupling terms to generate fermion masses:

\[
L_{Yukawa} = \lambda_u Q_u^i u_R^i \phi + \lambda_d Q_d^i d_R^i \tilde{\phi} + \lambda_l \tilde{L}_L^i l_R^i \tilde{\phi} + \lambda_\nu \tilde{L}_L^i \nu_R^i \tilde{\phi} + h.c.
\]

While the up-type quarks and charged leptons receive mass by interaction with the Higgs field given in Eq. (2.18), down-type quarks interact with the charge conjugated Higgs field \( \tilde{\phi} = i\sigma_2 \phi^* \). The masses and couplings to the Higgs boson are:

\[
m_f = v \frac{\lambda_f}{\sqrt{2}}, \quad g_{H_{SM} ff} = \frac{m_f}{v}.
\]
Using these coupling strengths, the production cross-sections and branching ratios of processes involving Higgs bosons can be computed, $m_{H_{\text{SM}}}$ being the only free parameter.

### 2.1.3. Parameters of the Standard Model

Neglecting neutrino masses, the SM contains 19 free parameters:

- six quark masses and three masses of charged leptons,
- three mixing angles of the CKM matrix,
- one $CP$ violating phase ($U_{ij}$),
- the $Z$ boson mass,
- the Fermi constant ($G_F = \frac{\sqrt{2}g^2}{8\pi m_W}$),
- the strong coupling strength ($\alpha_s$) and the fine-structure constant ($\alpha_{\text{em}} = \frac{e^2}{4\pi}$) or the elementary charge ($e = g \sin \theta_W = g' \cos \theta_W$),
- the mass of the Higgs boson ($m_{H_{\text{SM}}}$), and
- the $CP$-violating parameter ($\theta$) of the strong interaction.

Massive Dirac neutrinos require seven additional parameters, which are not considered in this thesis:

- three neutrino masses,
- three mixing angles, and
- a $CP$-violating phase.

### 2.1.4. Production and Decay of Higgs Bosons

Two main factors determine the feasibility of the observation of Higgs bosons in a given process:

- The expected number of selected signal events should be as large as possible to limit the statistical uncertainty on the event yield, and
- the event topology should be sufficiently discriminable from more abundant background events.

The fulfillment of these conditions creates sensitivity to the signal process, i.e., a significant difference in likelihood of the background–only and the signal–plus–background hypotheses in expected outcomes predicted for either hypothesis.

Figure 2.2 shows the expected production cross-sections and decay branching ratios for SM Higgs bosons at the Large Hadron Collider (LHC) as a function of the mass of the Higgs boson. The dominant production processes for proton-proton collisions at a center-of-mass energy of $\sqrt{s} = 7\,\text{TeV}$ are:
Gluon Fusion \((pp \rightarrow H^{\text{SM}})\) Gluons form a heavy virtual quark pair, which couples to the Higgs boson (see Figure 2.3(a)). A significant increase in cross-section is predicted at \(m_{H^{\text{SM}}} = 2m_t\), when a loop of \(t\)-quarks is on-shell. The production cross-section for gluon fusion eclipses all other SM Higgs boson production modes by about an order of magnitude below \(m_{H^{\text{SM}}} \approx 500\) GeV at the LHC because of the abundance of energetic gluons and because the matrix element (ME) is proportional to \(\lambda_1\alpha_s^2\). The cross-section for Higgs boson production in gluon fusion has been calculated in Ref. [29], using the QCD corrections at next-to-next-to-leading order (NNLO)+next-to-next-to-leading logarithm (NNLL) and the electroweak corrections at next-to-leading order (NLO) accuracy from Refs. [30,31].

Vector Boson Fusion (VBF; \(pp \rightarrow qqH^{\text{SM}}\)) Quarks or anti-quarks emit a virtual pair of vector bosons \((W^+W^-/Z^0Z^0)\), which then produce a Higgs boson (see Figure 2.3(b)). The quarks subsequently hadronize, forming two highly energetic jets with large separation in pseudo-rapidity. This process is suppressed with respect to gluon fusion for two reasons: Firstly, the parton density of gluons with sufficient momentum is larger than the respective quark parton densities at LHC energies. Secondly, the leading gluon fusion diagram contains two strong vertices, while they are replaced by electroweak vertices in VBF. The ME is thus proportional to \(\alpha^2_{\text{ew}}\frac{m_{W/Z}^2}{v^2}\). The cross-section for Higgs boson production in VBF has been calculated in Ref. [29] with QCD (electroweak) corrections at NNLO (NLO) accuracy, using HAWK [32], VBFNLO [33], and VBF@NNLO [34].

Higgs-Strahlung \((pp \rightarrow VH^{\text{SM}},\ V = W, Z)\) The Higgs boson is produced in association with a vector boson, which decays into a pair of quarks or leptons (see Figure 2.3(c)). The ME is proportional to \(\alpha_{\text{ew}}\frac{m_{W/Z}^2}{v^2}\), so the production cross-section for the \(WH^{\text{SM}}\) process is comparable to VBF at \(m_{H^{\text{SM}}} \approx 90\) GeV despite the involvement of one anti-quark. Because two distinct \(W\) bosons exist in contrast to only one \(Z\) boson, the cross-section of the \(ZH^{\text{SM}}\) process is smaller by a factor of approximately 2. The smaller available phase space volume leads to a faster decline of the \(pp \rightarrow VH^{\text{SM}}\) production cross-section.

Figure 2.2.: Comparison of the production cross-sections of the dominant production processes for \(pp\) collisions at a center-of-mass energy of 7 TeV (left) and decay branching ratios (right) of the SM Higgs boson as a function of the Higgs boson mass. [29].
Figure 2.3.: Leading order Feynman diagrams for the dominant production modes of neutral Higgs bosons ($H^{SM}$) in the SM: The gluon fusion (left) and VBF (right) processes are shown in the top row, while the Higgs-strahlung process (left) and Higgs boson production in association with $t$-quark pairs (right) are shown in the bottom row.

cross-section with growing Higgs boson mass values than gluon fusion or VBF. The cross-section for Higgs boson production in association with a vector boson has been calculated in Ref. [29] with QCD (electroweak) corrections at NNLO (NLO) accuracy, using $VH@NNLO$ [35] and the procedures described in Refs. [35, 36].

**Higgs Boson Production in Association with $t$-Quark Pairs** A $t$-quark pair is produced, which couples to the Higgs boson (see Figure 2.3(d)). The production cross-section is greatly reduced by the large invariant mass of one Higgs boson and two $t$-quarks (despite the large factor of $\lambda t^2$ in the ME). Consequently, the production cross-section is about one order of magnitude smaller than that of Higgs boson production in Higgs-strahlung. The calculation in Ref. [29] uses QCD corrections at NLO accuracy from Refs. [37].

The branching ratios for neutral SM Higgs bosons are governed by the dependence of Higgs boson couplings on the masses of the decay products as well as mass threshold effects. They have been calculated in Ref. [29] with HDECAY [38] and PROPHETY4F [39].

$H^{SM} \rightarrow b\bar{b}$ At low Higgs boson masses, before decays to heavy gauge bosons set in, $b$-quarks constitute the most massive elementary particles the Higgs boson can decay to. The coupling strength is proportional to the Yukawa coupling ($\lambda_b$). $H^{SM} \rightarrow b\bar{b}$
is therefore the dominant decay mode in the mass range until about 135 GeV. The uncertainty of the result from Ref. [29] is about 1 − 2 % for \( m_{H^{SM}} < 135 \text{ GeV} \) because the electroweak corrections have been calculated at NLO accuracy in the small Higgs boson mass approximation.

\[ H^{SM} \rightarrow \tau \tau \] \( \tau \) leptons offer the largest branching ratio of all leptonic decay modes (with a coupling strength proportional to \( \lambda_{\tau} \)) and therefore a better discrimination from background processes involving multi-jet production than hadronic decay modes. They carry the same 1 − 2 % uncertainty as \( H^{SM} \rightarrow b \bar{b} \) decays from the small Higgs boson mass approximation.

\[ H^{SM} \rightarrow \gamma \gamma/ gg \] The decaying Higgs boson couples to a virtual quark pair, which then emits a pair of photons or gluons, producing jets in the final state in the latter case. The ME is thus proportional to \( \lambda_{t} \alpha^{2} \) for the dominant \( t \)-quark loop with \( \alpha = \alpha_{ew} \) for \( H^{SM} \rightarrow \gamma \gamma \) and \( \alpha = \alpha_{s} \) for \( H^{SM} \rightarrow \gamma \gamma \). While the branching ratio of decays into photon pairs is known to an accuracy of about 1 %, the scale dependence of the QCD corrections at NNLO leads to an uncertainty of about 10 %. The \( H^{SM} \rightarrow \gamma \gamma \) decay mode plays an important role in the LHC SM Higgs boson searches because the resolution of the invariant di-photon mass is very good in both experiments.

\[ H^{SM} \rightarrow WW/ZZ \] The decaying Higgs boson produces a pair of massive gauge bosons, whose decay products are then detected. Because of the large values of \( m_{W} \) and \( m_{Z} \), decays to massive gauge bosons are suppressed for low Higgs boson masses. For Higgs boson masses above approximately 150 GeV, they eclipse all other decay modes because the respective MEs are proportional to \( \alpha_{ew} m_{W/Z}^{2} \). Comparing Eqs. (2.20) and (2.21) to Eq. (2.24), the growing dominance for larger Higgs boson masses can be understood: The denominator of Eq. (2.24) is proportional to \( m_{H^{SM}} = v \sqrt{2} \lambda \), while \( v \) cancels in Eqs. (2.20) and (2.21) when inserting the gauge boson masses. Outside the threshold region \( m_{H^{SM}} \approx 2 m_{W/Z} \), the distinctness of \( W^{+} \) and \( W^{-} \) bosons implies that \( \frac{BR(H^{SM} \rightarrow W^{+}W^{-})}{BR(H^{SM} \rightarrow Z^{0}Z^{0})} \approx 2 \). For Higgs boson mass values below 500 GeV, the uncertainty of the respective branching ratio is about 0.5 % [29].

\[ H^{SM} \rightarrow t \bar{t} \] Because of the large Yukawa coupling of \( t \)-quarks (\( \lambda_{t} \)), Higgs boson decays to \( t \)-quark pairs are the subdominant decay mode above the mass threshold of \( m_{H^{SM}} = 2 m_{t} \). The corresponding branching ratio uncertainty first decreases from 5 % to 2 % at 500 GeV and then increases again for larger Higgs boson mass values because the uncertainty of the electroweak corrections grows with \( m_{H^{SM}} \) [29].

2.1.5. Limitations of the Standard Model

The SM with the Englert–Brout–Higgs–Guralnik–Hagen–Kibble mechanism offers a description of the phenomenology of high-energy physics, incorporating the electroweak and strong interactions in one consistent gauge theory.

However, the multitude of free parameters is commonly considered a weakness of the model: No mechanisms exist that constrain their values. Also, the evolution of the coupling strengths with growing center–of–mass energy does not feature a scale where all values coincide (see Figure 2.4), i.e., a scale of grand unification. Both statements are compatible with the hypothesis that the SM is merely a low-energy effective theory of a more fundamental theory with a particle content beyond the experimental reach of present high-energy physics experiments.
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Other important arguments for the incompleteness of the SM are the exclusion of all SM particles as possible dark matter candidates (as argued in Ref. [40]) and the fact that the SM does not include gravity.

Within the Higgs sector, the Higgs boson mass is subject to large positive (negative) corrections from boson (fermion) loops, causing quadratic divergences, whose leading contributions are of the form:

$$(\Delta m_{H_{\text{SM}}})^2 \approx \pm \lambda \Lambda_{UV}^2,$$

with the ultraviolet momentum cutoff scale $\Lambda_{UV}$ and a constant ($\lambda$). In order to keep the Higgs boson mass within the preferred range despite large positive and negative corrections, the parameters have to be fine-tuned at each order of perturbative calculations.

The same issue is often called the hierarchy problem [41–45]: The only energy scales relevant to the model are the Planck scale $O(10^{19} \text{ GeV})$ and the scale of the vacuum expectation value ($v \approx 246 \text{ GeV}$). The SM proposes no mechanism that accounts for the 17 orders of magnitude that separate the two scales.

Ideas to solve these problems include the theoretical frameworks of compositeness [44] or technicolor [42, 46]. However, it is hard to construct phenomenologically acceptable models with either class of models [47, 48].

The following Section introduces the class of supersymmetric models, which meet these challenges with greater ease.

2.2. Supersymmetry and the Minimal Supersymmetric Standard Model

This Section gives a conceptual overview of supersymmetry (SUSY), focusing on its simplest variety, the Minimal Supersymmetric Standard Model (MSSM). The consequences for the phenomenology of EWSB are summarized. More details can be found, e.g., in Refs. [17, 49].

2.2.1. Supersymmetry

As shown in Subsection 2.1.5, the SM offers an incomplete description of the phenomenology of particle physics, but excels at precision and consistency of its predictions. As a consequence, extending the SM by new symmetries and fields is preferable over attempting to construct a fundamentally different framework.

Supersymmetry [4, 5] extends the SM by adding partner particles$^5$ (called sparticles) for all SM particles in such a way that the spin difference between any SM particle and its supersymmetric partner (called superpartners in the following) is $\pm \frac{1}{2}$ and all other quantum numbers (and the mass$^6$) are identical. They are connected via an operator $Q$ and form chiral and gauge supermultiplets:

$$Q |\text{fermion} \rangle = |\text{boson} \rangle$$

$$Q |\text{boson} \rangle = |\text{fermion} \rangle .$$

According to the Coleman-Mandula theorem [50], only a trivial combination of an additional space-time symmetry and the internal symmetries of the SM is possible. The Haag-Lopuszanski-Sohnius extension [51] examines all possible generators of such theories, concluding that $Q$ presents the highest grade of symmetry.

$^5$denoted by a tilde symbol

$^6$This requirement is lifted for broken SUSY—see below.
Because loops involving the superpartners of SM fermions (bosons) lead to positive (negative) contributions to the mass of the Higgs boson ($m_\phi$), SUSY acts as a custodial symmetry protecting it from loop corrections in Eq. (2.25), avoiding the need for fine-tuning while maintaining naturalness:

$$\left( \Delta m_\phi \right)^2 \approx \mp \lambda' \Lambda_{UV}^2. \tag{2.26}$$

As shown in Refs. [52], the resulting corrections to the Higgs boson mass from fermions Eq. (2.25) and from their supersymmetric partners Eq. (2.26) cancel exactly if there are two supersymmetric partners of the same mass as the SM fermion, leading a coupling strength relation $2\lambda' = \lambda$. The same cancellation occurs for loop corrections involving SM bosons and loops involving their supersymmetric partners.

The Lagrangian of the MSSM is discussed in Subsection 2.2.2.

**R-Parity**

An important difference between the SM and supersymmetric models is the existence of renormalizable terms that violate the baryon number ($B$) or the lepton number ($L$).

$$B = \begin{cases} +\frac{1}{3} & \text{for quarks and their superpartners (squarks)} \\ -\frac{1}{3} & \text{for antiquarks and antiquarks} \\ 0 & \text{for all others} \end{cases} \tag{2.27}$$

$$L = \begin{cases} +1 & \text{for leptons and their superpartners (sleptons)} \\ -1 & \text{for antileptons and antisleptons} \\ 0 & \text{for all others} \end{cases} \tag{2.28}$$

Such terms are well-constrained from the non-observation of proton decays [49] and therefore motivate the introduction of a symmetry protecting $B$ and $L$, called $R$-parity [5]. Its quantum number is multiplicatively conserved and includes spin ($s$):

$$P_R = (-1)^{3(B-L)+2s}. \tag{2.29}$$

This definition of $P_R$ assigns +1 to all SM particles and −1 to their superpartners.

As a consequence, the lightest supersymmetric particle, which in most supersymmetric models with $R$-parity is the lightest neutralino [53-55], is stable. As it is electrically neutral and interacts only weakly, it constitutes a good candidate for cold dark matter [53,54]. Also, superpartners of SM particles can only be produced in pairs.

**2.2.2. The Minimal Supersymmetric Standard Model**

The MSSM extends the SM by SUSY, introducing as few particles as possible (see Table 2.4).

For each SM fermion and boson, one superpartner is introduced.\(^7\) EWSB requires a second doublet of Higgs fields to cancel gauge anomalies, which arise from the higgsinos. The second doublet also gives mass to quarks and squarks with positive weak isospin, which, in contrast to the SM, cannot be achieved with the conjugated field of the original Higgs boson doublet. Because of equal electroweak quantum numbers, the left- and right-handed superpartners of the SM fermions mix to form the squark and slepton mass eigenstates. The superpartners of the electroweak gauge bosons and those of the Higgs bosons also mix: The winos and charged higgsinos form four charginos, and the zino, photino, and neutral higgsinos mix to form four neutralinos.

\(^7\)This gives rise to the denomination as $\mathcal{N} = 1$ SUSY.
Table 2.4.: Additional gauge and mass eigenstates in the MSSM with respect to the SM along with their spin and $R$-parity quantum numbers [49]. Mixing in the first two generations is neglected.

<table>
<thead>
<tr>
<th>Spin</th>
<th>$P_R$</th>
<th>Gauge Eigenstates</th>
<th>Mass Eigenstates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higgs bosons</td>
<td>0</td>
<td>$H^0_u, H^0_d, H^+_d, H^-_d$</td>
<td>$h^0, H^0, A^0, H^\pm$</td>
</tr>
<tr>
<td>Squarks</td>
<td>0</td>
<td>$\tilde{u}_L, \tilde{u}_R, \tilde{d}_L, \tilde{d}_R$</td>
<td>(same)</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>$\tilde{s}_L, \tilde{s}_R, \tilde{c}_L, \tilde{c}_R$</td>
<td>(same)</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>$\tilde{t}_L, \tilde{t}_R, \tilde{b}_L, \tilde{b}_R$</td>
<td>$\tilde{t}_1, \tilde{t}_2, \tilde{b}_1, \tilde{b}_2$</td>
</tr>
<tr>
<td>Sleptons</td>
<td>0</td>
<td>$\tilde{e}<em>L, \tilde{e}<em>R, \tilde{\nu}</em>{e,L}, \tilde{\nu}</em>{e,R}$</td>
<td>(same)</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>$\tilde{\mu}<em>L, \tilde{\mu}<em>R, \tilde{\nu}</em>{\mu,L}, \tilde{\nu}</em>{\mu,R}$</td>
<td>(same)</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>$\tilde{\tau}<em>L, \tilde{\tau}<em>R, \tilde{\nu}</em>{\tau,L}, \tilde{\nu}</em>{\tau,R}$</td>
<td>$\tilde{\tau}<em>1, \tilde{\tau}<em>2, \tilde{\nu}</em>{\tau,1}, \tilde{\nu}</em>{\tau,2}$</td>
</tr>
<tr>
<td>Neutralinos</td>
<td>1/2</td>
<td>$B^0, W^0, H^0_u, H^0_d$</td>
<td>$N_1, N_2, N_3, N_4$</td>
</tr>
<tr>
<td>Charginos</td>
<td>1/2</td>
<td>$W^\pm, H^+_u, H^-_d$</td>
<td>$\tilde{C}^\pm_1, \tilde{C}^\pm_2$</td>
</tr>
<tr>
<td>Gluino</td>
<td>1/2</td>
<td>$\tilde{g}$</td>
<td>(same)</td>
</tr>
<tr>
<td>Goldstino</td>
<td>1/2</td>
<td>$\tilde{G}$</td>
<td>(same)</td>
</tr>
</tbody>
</table>

Figure 2.4.: Energy evolution of the inverse gauge couplings in the SM (dashed) and two MSSM scenarios [49]. The sparticle masses are taken to be 500 GeV (blue lines) or 1.5 TeV (red lines), and $\alpha_3(m_Z)$ is adjusted between 0.117 and 0.121 to achieve exact unification.
Table 2.5.: Chiral supermultiplets of the MSSM [49]. The fermions and sfermions each exist in three generations $i = 1, 2, 3$.

<table>
<thead>
<tr>
<th>SUPERMUTIPELT</th>
<th>SPIN 0</th>
<th>SPIN 1/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$</td>
<td>$(\bar{u}_L, d_L^\dagger)$</td>
<td>$(\bar{u}_L, d_L^\dagger)$</td>
</tr>
<tr>
<td>$\bar{u}$</td>
<td>$\bar{u}_R^*$</td>
<td>$\bar{u}_R^{\dagger}$</td>
</tr>
<tr>
<td>$\bar{d}$</td>
<td>$\bar{d}_R^{\dagger}$</td>
<td>$\bar{d}_R^{\dagger}$</td>
</tr>
<tr>
<td>$L$</td>
<td>$(\bar{\nu}_L, \bar{e}_L)$</td>
<td>$(\nu_L, e_L)$</td>
</tr>
<tr>
<td>$\bar{e}$</td>
<td>$\bar{e}_R^{\dagger}$</td>
<td>$\bar{e}_R^{\dagger}$</td>
</tr>
<tr>
<td>$H_u$</td>
<td>$(H_u^+, H_u^0)$</td>
<td>$(H_u^+, H_u^0)$</td>
</tr>
<tr>
<td>$H_d$</td>
<td>$(H_d^0, H_d^-)$</td>
<td>$(\tilde{H}_d^0, \tilde{H}_d^-)$</td>
</tr>
</tbody>
</table>

Another favorable feature of the MSSM is the possibility to achieve apparent gauge coupling unification [49]: As shown in Figure 2.4, the gauge couplings of the SM intersect at different energy scales. The introduction of superpartners at the TeV scale modifies the evolution of the couplings in such a way that the three couplings nearly coincide in value. Exact equality can be achieved by modifying $\alpha_s$ at the $Z$ boson mass by approximately 3% or by assuming different masses for the various superpartners [56].

The interactions between the chiral and the gauge superfields are constrained by SUSY and the gauge symmetries. The mass terms from interaction with the Higgs fields are similar to the SM, and the Yukawa couplings are constrained by their SM equivalents.

The model is thus constrained\(^8\), except for the choice of the so-called superpotential $W$, which is a holomorphic function of the chiral superfields. In the absence of parameters with dimensions of $[\text{mass}]^2$ and without processes violating baryon or lepton number, it can be written as [49]:

$$W_{\text{MSSM}} = \bar{u}y_uQH_u - \bar{d}y_dQH_d - \bar{e}y_eLH_d + \mu H_uH_d,$$

(2.30)

where $Q, \bar{u}, \bar{d}, L, \bar{e}, H_u, H_d$ are the chiral supermultiplets from Table 2.5, and $y_u, y_d, y_e$ are $3 \times 3$ matrices containing the Yukawa couplings, which are known from SM measurements. Because the third-generation fermions are much heavier than those of the first and second generations, the components corresponding to $t$-quarks, $b$-quarks, and $\tau$ leptons dominate:

$$W_{\text{MSSM}} \approx y_t(\bar{t}tH_u^0 - \bar{t}bH_u^+ - \bar{b}tH_d^0) - y_b(\bar{b}tH_d^0 - \bar{b}bH_d^0) - y_\tau(\bar{\nu}_\tau H_d^- - \bar{\tau}\nu H_u^0) + \mu(H_u^+H_d^- - H_u^0H_d^0).$$

**Supersymmetry Breaking**

If SUSY was an exact symmetry, the supersymmetric partners of SM particles would carry the same masses as their SM counterparts and therefore be very easy to discover. If realized at all in nature, SUSY must therefore be broken, featuring sparticle masses beyond the present reach of accelerator-based experiments.

The requirement that quadratic divergences should cancel motivates the concept of *soft SUSY breaking*, implying that we can write the effective SUSY Lagrangian as:

$$\mathcal{L} = \mathcal{L}_{\text{SUSY}} + \mathcal{L}_{\text{soft}}.$$

(2.31)

\(^8\)As shown later in this Subsection, the MSSM Higgs boson masses are no free parameters (as in the SM), but determined by the parameters $m_A$ and $\tan \beta$. 
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$\mathcal{L}_{\text{SUSY}}$ preserves SUSY and describes the gauge and Yukawa interactions as well as the scalar potential. The soft SUSY-breaking term $\mathcal{L}_{\text{soft}}$ contains only mass terms and coupling parameters with positive mass dimension, avoiding quadratic divergences.

SSB of SUSY at the mass scale of the SM particles cannot exist because the mass spectrum of the superpartners would be too light [57]. SSB may therefore only occur in an inaccessible (or hidden) sector of a fundamental theory, mediated to the mass scale of the SM particles by a messenger field.

While various viable theories exist for the nature of the messenger field (notably Refs. [58–62], which are outlined, e.g., in Ref. [49]), the MSSM Lagrangian contains explicit soft SUSY breaking terms [49]:

$$\mathcal{L}^{\text{MSSM}}_{\text{soft}} = -\frac{1}{2} \left( M_3 \tilde{g} \tilde{g} + M_2 \tilde{W} \tilde{W} + M_1 \tilde{B} \tilde{B} + \text{h.c.} \right)$$

The first line contains mass terms for the gauginos, the second, for the sfermions. The third line describes trilinear couplings between scalar particles, and the last line describes additional terms within the Higgs potential.

Altogether, the MSSM introduces 105 additional parameters with respect to the SM, including the masses and mixing parameters of the superpartners [63]:

- 21 sfermion masses,
- 36 real mixing angles,
- 40 $CP$-violating phases,
- three real mass parameters and two phases in the gaugino sector, and
- two mass parameters and one phase in the Higgs sector.

However, there are numerous experimental constraints on the parameters of SUSY breaking, see Refs. [64,65] for constraints relevant to the MSSM.

In order to reduce the number of free parameters, the following assumptions [63] can be made without a relevant phenomenological impact on the Higgs sector:

- At a (large) energy scale of grand unification ($\Lambda_{\text{GUT}}$), all gauginos have the same mass ($M_1 = M_2 = M_3 = m_{1/2}$), which is equivalent to the unification of the gauge couplings in a grand unified theory (GUT). Their values at lower scales can be derived from the renormalization group equations [63].
- The sfermion masses are equal to a value $m_0$ for all three generations at the GUT scale, and the Higgs mass parameters are also equal to $m_0$.
- The trilinear couplings ($a = A_0 \mathbf{1}$) are equal for all three generations at the GUT scale and diagonal.

The resulting model is called minimal supergravity (mSUGRA) or also constrained Minimal Supersymmetric Standard Model (cMSSM) [63]. By eliminating all free parameters except

\footnote{Note that the name cMSSM can also refer to other sets of constraints, such as constraints from precision measurements (see below).}
for $m_{1/2}$, $m_0$, $A_0$, $\tan \beta$, and the sign of $\mu$, it provides a good framework for probing the Higgs sector. Furthermore, Subsection 2.2.3 describes a benchmark scenario which fixes all parameters but the tree-level parameters $m_A^0$ and $\tan \beta$ to probe the properties of the MSSM Higgs sector.

**Higgs Sector**

As mentioned before, the charge-conjugated Higgs boson fields create gauge anomalies and can therefore not be used to create masses for the $u$-, $c$-, and $t$-quarks in the MSSM, in contrast to the SM. Also, the charge-conjugated Higgs boson fields cannot be used in the superpotential in Eq. (2.30) because terms such as $\bar{u} y_u u Q H_u^\dagger d$ are not holomorphic in the chiral superfields. Renormalizability can be restored by introducing another doublet of complex scalar fields with opposite hypercharge ($Y_W = -1$) and a VEV of its own ($v_u$):

$$H_u = \begin{pmatrix} H_u^+ \\ H_u^0 \end{pmatrix} \quad \text{VEV: } v_u \quad Y_W = -1$$ (2.33)

$$H_d = \begin{pmatrix} H_d^0 \\ H_d^- \end{pmatrix} \quad \text{VEV: } v_d \quad Y_W = +1.$$ (2.34)

The three longitudinal degrees of freedom are absorbed into the masses of the $W$ and $Z$ bosons, leaving five physical Higgs particles that are mixtures of the fields $H_u$ and $H_d$, with two mixing angles, $\alpha$ and $\beta$. At the Born level, the Higgs sector depends on only two parameters. The mixing angle $\alpha$ connects the neutral CP-even Higgs bosons, and $\beta$ the CP-odd and charged Higgs bosons with the respective Goldstone bosons. The mixing angle $\beta$ can be related to the VEVs, which add up quadratically to the SM value:

$$\tan \beta \equiv \frac{v_d}{v_u} \approx 246 \text{ GeV.}$$ (2.35)

The $CP$-even Higgs bosons ($h_0$ and $H_0$) can be written as:

$$\begin{pmatrix} h^0 \\ H_0 \end{pmatrix} = \sqrt{2} \begin{pmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{pmatrix} \begin{pmatrix} \text{Re} (H_u^0) - v_u \\ \text{Re} (H_d^0) - v_d \end{pmatrix},$$ (2.36)

the $CP$-odd Higgs boson ($A_0$) and the associated neutral Goldstone boson ($G^0$):

$$\begin{pmatrix} G^0 \\ A_0 \end{pmatrix} = \sqrt{2} \begin{pmatrix} \cos \beta & -\sin \beta \\ \sin \beta & \cos \beta \end{pmatrix} \begin{pmatrix} \text{Im} (H_d^0) \\ \text{Im} (H_u^0) \end{pmatrix},$$ (2.37)

and the two charged Higgs bosons ($H^\pm$) with the charged Goldstone bosons ($G^\pm$):

$$\begin{pmatrix} G^- \\ H^- \end{pmatrix} = \begin{pmatrix} \cos \beta & -\sin \beta \\ \sin \beta & \cos \beta \end{pmatrix} \begin{pmatrix} H_d^- \\ H_u^{\dagger*} \end{pmatrix}$$ (2.38)

$$\begin{pmatrix} G^+ \\ H^+ \end{pmatrix} = \begin{pmatrix} G^{-\dagger} \\ H^{-\dagger} \end{pmatrix}. $$ (2.39)

The masses of the MSSM Higgs bosons are connected at the tree level [66]:

$$m_{H^\pm}^2 = m_{A_0}^2 + m_{W^\pm}^2$$ (2.40)

$$m_{H_0^0/h_0}^2 = \frac{1}{2} \left( m_{A_0}^2 + m_{Z_0}^2 \pm \sqrt{(m_{A_0}^2 + m_{Z_0}^2)^2 - 4m_{A_0}^2m_{Z_0}^2 \cos^2 2\beta} \right).$$ (2.41)
Eq. (2.41) suggests that the lighter $CP$-even Higgs boson ($h_0$) should be lighter than the $Z$ boson [67], which would have made it possible to discover it at the Large Electron–Positron Collider (LEP). However, the upper bound of the mass of the $h^0$ boson is subject to significant loop corrections, leading to an upper bound [68–70]:

$$m_{h^0} < 135 \text{ GeV}$$

(2.42)

if the supersymmetric particles that affect loop corrections are lighter than 1 TeV and the value of $\tan \beta$ does not exceed 50. Consequently, the non-observation of neutral MSSM Higgs bosons lighter than the $Z$ boson by the LEP experiments [71] only excludes parts of the MSSM parameter space (see Subsubsection 2.3.2.3).

The two-dimensional sub-space which affects tree-level processes involving Higgs bosons is parameterized in $\tan \beta$ and the mass of the $A_0$ boson ($m_{A_0}$). This parametrization is commonly used for the interpretation of searches for neutral MSSM Higgs bosons.

Only seven of the other MSSM parameters have a strong impact on the Higgs sector. In order to probe the Higgs sector, they are set to benchmark values, such as the $m_{h^0\text{max}}$ scenario [72]: The masses of the gauginos of the $SU(2)_L$ group are set to $M_2 = 200 \text{ GeV}$. They are connected to the $U(1)_Y$ gaugino masses by the relation: $M_1 = \frac{5}{3} \tan^2 \theta_W M_2$. The third-generation squarks dominate the sfermion loop contributions, and their masses are set to $m_{B_L} = m_{B_R} = m_{B_R} = m_{B_R} = 1000 \text{ GeV}$. The mixing parameter in the $t$ sector is set to $X_t = 2000 \text{ GeV}$. The mass parameter $\mu$ is set to a value of $+200 \text{ GeV}$, and the trilinear Higgs–$\tilde{t}$ coupling is: $A_t = X_t + \mu \cot \beta$. The gluino mass is set to $800 \text{ GeV}$, and no $CP$-violating phase is assumed in the gluino sector.

This scenario represents a parameter choice that maximizes the mass of the lightest $CP$-even neutral Higgs boson, leading to the smallest contour of the exclusion limit from LEP (see Subsubsection 2.3.2.3). It is therefore the default choice in the most recent Tevatron-based and LHC-based searches (see Subsubsection 2.3.2.3), whose results complement those from the LEP (see below).

The relation between the mass of the $CP$-odd Higgs boson ($A^0$) and the masses of the $CP$-even and the charged Higgs bosons is shown in Figure 2.6, using FeynHiggs 2.7.4 [69,73,74], taking into account the one-loop and the most important two-loop corrections. For large values of $\tan \beta$ and for $m_{A^0}$ values significantly different from the critical mass ($m_C$) of approximately $130 \text{ GeV}$, either the lighter (for $m_{A^0} < m_C$) or the heavier (for $m_{A^0} > m_C$) neutral $CP$-even Higgs boson is nearly mass-degenerate with the $A^0$ boson.

The region where all three neutral Higgs bosons are approximately mass-degenerate is called the intense-coupling region. This scenario requires a very accurate mass reconstruction of Higgs boson candidates to distinguish it from the case of a single boson (as in the SM). A more thorough discussion of the intense-coupling region is given in Ref. [17].

The couplings of the neutral Higgs bosons of the MSSM are modified by functions of the mixing angles $\alpha$ and $\beta$ with respect to the SM values as shown in Table 2.6. The $A^0$ boson has no tree-level coupling to gauge bosons. The couplings of the $CP$-even neutral MSSM Higgs bosons are connected by the sum rules:

$$g_{h^0 dd} + g_{H^0 dd} = \frac{1}{\cos^2 \beta} \quad g_{h^0 u\bar{u}} + g_{H^0 u\bar{u}} = \frac{1}{\sin^2 \beta} \quad g_{h^0 VV} + g_{H^0 VV} = 1.$$  

(2.43)

As demonstrated in Ref. [75], $\alpha$ and $\beta$ are connected. Their relation can be used to eliminate $\alpha$ from the equations that describe the masses and couplings of the Higgs bosons in favor of the cMSSM parameters.
Figure 2.5.: Leading order Feynman diagrams for the $b$-associated production processes of neutral Higgs bosons ($\phi$). Note that $gb \rightarrow b\phi$ and $bb \rightarrow g\phi$ are connected by crossing and do also have $s$-channel contributions. The $bb \rightarrow \phi$ and $bb \rightarrow g\phi$ processes can be considered $b$-associated in the 4FS, where a $b$-quark pair is produced by a splitting gluon.
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Figure 2.6.: Masses of the $CP$-even and charged Higgs bosons in dependence of the mass of the $CP$-odd Higgs boson ($m_{A^0}$) and the ratio of the VEVs ($\tan \beta$) in the $m_{h^0}^{\text{max}}$ scenario. The mass values and uncertainties have been computed with {\textsc{FeynHiggs}} 2.7.4 [69,73,74].
Table 2.6.: Yukawa couplings and gauge boson couplings of the neutral MSSM Higgs bosons divided by the respective values for a SM Higgs boson [75]. The limit for $\tan \beta \gg 1$ is given for the cases of a heavy ($m_{A^0} \geq m_C$, upper value) and a light ($m_{A^0} < m_C$, lower value) $CP$-odd neutral Higgs boson in red.

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$g_{\text{Higgs}}/g_{\text{SM,0}}$</th>
<th>$g_{\text{Higgs}}/g_{\text{SM,0}}$</th>
<th>$g_{\text{YV}}/g_{\text{Higgs}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h^0$</td>
<td>$\cos \alpha \to 1$</td>
<td>$\sin \beta \to f_1 \tan \beta + f_2$</td>
<td>$\sin (\beta - \alpha) \to f_1 + (1 + f_2)/\tan \beta$</td>
</tr>
<tr>
<td>$H^0$</td>
<td>$\sin\alpha \to f_1 - f_2/\tan \beta$</td>
<td>$\cos \beta \to \tan \beta$</td>
<td>$\cos(\beta - \alpha) \to f_1 + (1 - f_2)/\tan \beta$</td>
</tr>
<tr>
<td>$A^0$</td>
<td>$\frac{1}{\tan \beta}$</td>
<td>$\tan \beta$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

The mixing angle $\alpha$ is eliminated from the couplings by introducing two functions [75]:

$$f_1 = \frac{\varepsilon'}{2(m_{H^0}^2 - m_{h^0}^2)} \quad f_2 = \frac{m_{A^0}^2 + m_{B^0}^2}{m_{H^0}^2 - m_{h^0}^2},$$

where $\varepsilon'$ is a function of the MSSM parameters that are fixed in the $m_{h^0}^{\text{max}}$ scenario. For large values of $\tan \beta$, the couplings can then be approximated by the red terms given in Table 2.6, which apply to the cases $m_{A^0} < m_C$ and $m_{A^0} \geq m_C$. For large values of $m_{A^0}$, $f_1$ and $f_2$ converge to 0 and 1, respectively. In this decoupling limit, the Higgs sector of the MSSM thus becomes identical to that of the SM because the $A^0$ and $H^0$ bosons become kinematically inaccessible, while the couplings of the $h^0$ boson are equal to those predicted by the SM. Details are given in Refs. [17, 76].

2.2.3. Production and Decay of Neutral Higgs Bosons in the MSSM

At the LEP, Higgs-strahlung off $Z$ bosons and the pair production process ($Z \to A^0 h^0$) constitute the dominant production modes. At the Tevatron and the LHC, $b$-associated production (see Figure 2.5) and gluon fusion dominate.

This is due to the enhancement of the coupling to down-type fermions ($g_{\text{odd}}$) with growing values of $\tan \beta$ for the $CP$-odd and one of the $CP$-even Higgs bosons. As a consequence, the production and decay processes that involve $b$-quarks or $\tau$ leptons play a dominant role in searches at the LHC. Therefore, the gluon fusion process (driven by $b$-quark loops) and the production in association with $b$-quarks are the most promising production modes for large values of $\tan \beta$. Figure 2.7 shows the production cross-sections for both signal processes in the $m_{A^0}$–$\tan \beta$ plane of the $m_{h^0}^{\text{max}}$ scenario. While the production cross-sections for the $CP$-odd Higgs boson simply decline with growing $m_{A^0}$ and falling $\tan \beta$, the couplings of the $CP$-even Higgs bosons differ for the two cases $m_{A^0} < m_C$ and $m_{A^0} \geq m_C$, leading to a more complex dependency of the production cross-sections on $m_{A^0}$ and $\tan \beta$.

Decays to $b$-quark pairs dominate with a branching ratio of about $80 - 90\%$, followed by decays to pairs of $\tau$ leptons with a branching ratio of $8 - 16\%$ for the $\tan \beta$ and $m_{A^0}$ values considered (see Figure 2.8).

Because decays to $\tau$ leptons are probed, all three neutral Higgs bosons contribute to the signal. Figure 2.9 shows the combined signal cross-sections for gluon fusion and $b$-associated production with a subsequent decay to a $\tau$ lepton pair. From Figure 2.7, it is clear that the $h^0$ ($H^0$) boson contributes significantly less to the total signal for $m_{A^0} \geq m_C$ ($m_{A^0} < m_C$) than the other $CP$-even Higgs boson. Because of the limited resolution of the reconstructed $\text{di-\tau}$ invariant mass, it is very challenging to separately observe the three types of neutral
Figure 2.7.: Production cross-sections of the neutral MSSM Higgs bosons (line-wise) through gluon fusion (left) and $b$-associated production (right) in the $m_{h^0}^{max}$ scenario, calculated with the recipe from Ref. [29], which uses Ref. [69, 73, 74, 77–80].
2.2 Supersymmetry and the Minimal Supersymmetric Standard Model

Figure 2.8.: Decay branching ratios of the neutral MSSM Higgs bosons in the $m_{h^0}^{\text{max}}$ scenario, calculated with FeynHiggs 2.7.4 [69,73,74], following the recipe from Ref. [29].

Figure 2.9.: Total signal contributions of the gluon fusion (left) and $b$-associated production (right) processes in the $m_{h^0}^{\text{max}}$ scenario. The products of the production cross-section and the branching ratio, calculated with the recipe from Ref. [29], which uses Ref. [69,73,74,77–80], have been summed for all three types of neutral Higgs bosons.
Higgs bosons, and Figure 2.9 is a good indication of the signal cross-section falling into a given mass window.

The total decay width of the MSSM Higgs bosons is shown in Figure 2.10. Because of the large coupling to down-type fermions for large values of \( \tan \beta \), features in the mass dependence of the partial widths of other decay modes only impact the total decay width for \( \tan \beta = 3 \). Due to the experimental di-\( \tau \) mass resolution, which is larger or equal to 25 GeV for the analysis presented within this thesis, the decay width plays no role in this analysis.

2.3. Present Understanding of Electroweak Symmetry Breaking

This Section reviews the theoretical bounds, constraints from precision measurements, and results from direct searches for neutral Higgs bosons in the contexts of the SM and the MSSM.

2.3.1. Standard Model Interpretation

2.3.1.1. Theoretical Constraints

Even though the Higgs boson mass in the SM is a free parameter, three main theoretical considerations limit the possible mass range:

- As mentioned before, the Higgs mechanism in the SM can serve to restore unitarity in the scattering of oppositely charged \( W \) boson pairs [28]. This is only possible if the Higgs boson mass is less than about 850 GeV.

- The requirement that perturbation theory holds until a given scale (\( \Lambda \))—implying the absence of a Landau pole—leads to an upper bound on the Higgs boson mass.

- Vacuum stability implies a positive value of \( \lambda \) in Eq. (2.14), which is impacted by radiative corrections. This implies a lower bound on the mass of the Higgs boson.
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2.3.1.2. Constraints on the SM Higgs Boson Mass from Precision Measurements

Because the interactions of Higgs bosons with SM particles have \( m_{H^{SM}} \) as the only free parameter, indirect constraints can be derived from precision measurements of SM processes. Measurements of the hadronic vacuum polarization (\( \Delta \alpha^{(5)}_{\text{had}} \)), 14 results from measurements at the Z-pole, and measurements of the t-quark mass, \( W \) boson mass, and the \( W \) boson decay width have been combined by the LEP Electroweak Working Group [82, 83] (see Figure 2.12(a)). The Figure shows the goodness of the fit to results from high-energy experiments and to a set of results that also includes low-energy observables. The result of a theory-driven determination of the vacuum polarization is given for reference. From high-\( Q^2 \) results from the LEP, the Stanford Linear Collider (SLC), and the Tevatron as well as measurements of the hadronic vacuum polarisation, a Higgs boson mass of \( m_{H^{SM}} = 89^{+35}_{-26} \) GeV is predicted [82].

The values of the t-quark mass, the \( W \) boson mass, and the hadronic vacuum polarization strongly impact the result: The relation of \( m_W \) and \( m_t \) depends on the Higgs boson mass, and the data from run 2 of the LEP and from the Tevatron are only compatible with light Higgs boson masses [82,83].

2.3.1.3. Direct Searches for Higgs Bosons in the SM

Proof that the mechanism of EWSB indeed involves the presence of a Higgs field relies on the direct observation of Higgs boson decays. Such searches have been performed at the LEP, the Tevatron collider, and the LHC. They are summarized below. More detail about these searches is given in Ref. [89].
Higgs boson Searches at the LEP

The LEP experiments probed Higgs boson masses from 0 to 114.4 GeV: During the first period of LEP runs (LEP1), the accelerator was operated at center–of–mass energies $\sqrt{s}$ close to the mass of the $Z$ boson. This enabled the exclusion of the mass range from approximately zero, where the lifetime of the Higgs bosons becomes relevant, up to Higgs boson mass values of 63.9 GeV (ALEPH [90]), 55.7 GeV (DELPHI [91]), 60.2 GeV (L3 [92]), and 59.6 GeV (OPAL [93]). The dominant production mode is Higgs-strahlung, where the $Z$ boson decay mode to neutrino pairs offers the best sensitivity, followed by $Z \to e^+e^-/\mu^+\mu^-$ decays [89].

In the following years, the center–of–mass energy of the LEP was gradually increased to 209 GeV. Analysis strategies were refined, the luminosity was increased, and the findings of all four LEP experiments were combined. This expanded the mass reach to exclude $m_{H^{SM}} \leq 114.4$ GeV at 95 % CL [84], see Figure 2.12(b). Hadronic decay modes of the $Z$ boson dominate the overall sensitivity [89].
Higgs boson searches at the Tevatron collider

At the $p\bar{p}$ collider Tevatron, gluon fusion is the dominant production mode for Higgs bosons. Higgs boson production in association with gauge bosons has the second-largest cross-section of all production modes [16]. By reconstruction of leptonic gauge boson decays, better signal–to–background ratios can be achieved in this mode, though. Therefore, the gauge-boson-associated production with $H_{\text{SM}}^{\text{SM}} \rightarrow b\bar{b}$ dominates the total sensitivity of the experiments for $m_{H_{\text{SM}}^{\text{SM}}} \lesssim 130$ GeV, while Higgs boson production from gluon fusion with $H_{\text{SM}}^{\text{SM}} \rightarrow W^+W^- \rightarrow \ell^+\ell^- + 2\nu$ dominates for larger values of $m_{H_{\text{SM}}^{\text{SM}}}$. A statistical combination of both Tevatron experiments results in a 95% CL exclusion of the ranges $90$ GeV $< m_{H_{\text{SM}}^{\text{SM}}} < 109$ GeV, which was already excluded by the LEP experiments [84], and $149$ GeV $< m_{H_{\text{SM}}^{\text{SM}}} < 182$ GeV. The $H \rightarrow b\bar{b}$ channel shows an excess of about two standard deviations, and the combined significance is about 2.6 standard deviations [94]. This is in good agreement with the discovery of a Higgs boson by the LHC experiments.

Discovery of a Higgs Boson at the LHC

The ATLAS and CMS experiments at the LHC (described in Chapter 3) have greatly extended the experimental reach by their searches for SM Higgs bosons at center–of–mass energies of 7 and 8 TeV, leading to the discovery of a Higgs boson with a mass of about $m_{H_{\text{SM}}^{\text{SM}}} = 126$ GeV [6, 7]. The sensitivity of the combination of the various search channels is dominated by Higgs boson decays to boson pairs:

Higgs boson decays into photon pairs can be searched for in all production modes because of the excellent photon energy resolution of both experiments. ATLAS [6] and CMS [7] distinguish several signal regions, based on the kinematic properties of the reconstructed photons and the presence of highly energetic jets. Due to the large available production cross-section and the great mass resolution, the di-photon channel had the largest observed significance of the Higgs boson-like particle in the ATLAS result [6]—and the second-largest significance for the CMS result [7]—despite the abundance of backgrounds and the low decay branching to photon pairs.

SM Higgs boson candidates decaying into two pairs of light leptons via on- or off-shell $Z$ bosons ($H \rightarrow ZZ^* \rightarrow 4\ell$) offer a great mass resolution. Both ATLAS [6] and CMS [7] sort the $2e2\mu$, $4e$, and $4\mu$ final states into separate channels to improve sensitivity. Both experiments obtain the largest contribution to the overall sensitivity from these channels near 126 GeV [6, 7].

Decays into $W$ boson pairs with $W^+W^- \rightarrow \ell^+\ell^- + 2\nu$ dominate the sensitivity for large values of $m_{H_{\text{SM}}^{\text{SM}}}$, while they constitute the third-largest contribution near the $m_{H_{\text{SM}}^{\text{SM}}}$ value that results in the largest observed significance. They are categorized by both ATLAS [6] and CMS [7] by the number of additional jets and the flavor of the final state leptons.

As shown in Figure 2.13, a statistical combination of all search channels leads to local $p$-values 10 of about $10^{-23}$ for 25 fb$^{-1}$ of ATLAS data [96] and about $10^{-12}$ for 17 fb$^{-1}$ of CMS data [95] as well as to an exclusion for heavier SM-like Higgs bosons almost up to the unitarity bound.

ATLAS and CMS found good agreement between the SM expectation and data: The ratios of observed to expected signal strengths in all decay channels are consistent with unity within (at most) two standard deviations (see Figure 2.14), implying consistency with the SM predictions for the couplings of Higgs bosons to $\tau$ leptons, heavy quarks, and vector

---

10 The local $p$-value is the probability (assuming the background–only hypothesis) for the observed outcome or a more signal-like outcome.
Figure 2.13.: Results of statistical combinations of ATLAS searches (top row) and CMS searches (bottom row) for a SM Higgs boson. The exclusion limits for the signal cross-section for the SM Higgs boson mass for ATLAS [6] and CMS [95] are shown in the left Figures. The right Figures show the local p-value as a function of the SM Higgs boson mass for ATLAS [96] and CMS [95]. For the determination of the local p-value, ATLAS used the same decay channels as CMS.
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2.3.2. MSSM Interpretation

2.3.2.1. Theoretical Constraints

In the MSSM, the tree-level parameter $\tan \beta$ is constrained by the requirement that the couplings of the Higgs bosons to fermions should remain perturbative. Requiring that the Yukawa coupling to the third-generation quarks is smaller than \( \sqrt{4\pi} \) leads to a rather weak constraint for the general MSSM case [17]:

\[
0.3 \lesssim \tan \beta \lesssim 150.
\]

In the cMSSM (see Subsection 2.2.2), however, the universal boundary conditions at the GUT scale further restrict this range, as demonstrated in Ref. [101]:

\[
1 \lesssim \tan \beta \lesssim m_t/m_b \approx 60.
\]

Because the \( CP \)-odd Higgs boson has no coupling to \( W \) bosons and the respective coupling of the heavier \( CP \)-even Higgs boson also vanishes in the decoupling limit, no upper bound on their mass follows from the requirement of perturbative unitarity [16]. Also, the trilinear...
and quartic Higgs boson couplings are proportional to the gauge couplings in the MSSM and thus do not impose a lower bound on the Higgs boson masses.

As mentioned before, the lightest neutral Higgs boson can be heavier than the Z boson only by virtue of loop corrections. In the case of the cMSSM, the mass of the lighter CP-even Higgs boson is constrained even more tightly than in the general case of Eq. (2.42) [102]:

\[ m_{h^0}^{\text{cMSSM}} < 127 \text{ GeV}. \]

2.3.2.2. Constraints on the MSSM Higgs Sector from Precision Measurements

Precision measurements of SM observables [83] and the density of cold dark matter [104] (discussed in Refs. [105]) can be used to compute indirect constraints [106] on the MSSM parameters. Model-sensitive parameters, such as the branching ratio \( \text{BR} (b \rightarrow s\gamma) \), rare decays \( B_s \rightarrow \mu^+\mu^- \), the anomalous magnetic moment of the muon, and the abundance of cold dark matter, are used to constrain the MSSM parameters, as detailed in Ref. [102]. Figure 2.15(a) shows the goodness of the MSSM fit to electroweak precision variables as a function of \( m_{h^0} \).

The resulting prediction for the mass of the lighter CP-even Higgs boson in the MSSM is:

\[ m_{h^0}^{\text{MSSM}} = (110^{+8}_{-10} \text{ (exp.)} \pm 3 \text{ (theo.)}) \text{ GeV}. \]

The LEP exclusion range shown in Figure 2.15(a) relies on SM-like couplings of the lighter CP-even Higgs boson to gauge bosons, which is true only for a part of the non-excluded parameter space.

Note that this cMSSM differs from the mSUGRA model introduced above.
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Another test of the SM and the MSSM can be inferred from a combination of branching ratios of B mesons for decays involving either τ leptons or light leptons [103]. In a recent measurement by BABAR [103], the ratios $R(D) = \text{BR}(\bar{B} \rightarrow D\tau^-\bar{\nu}_\tau)/\text{BR}(\bar{B} \rightarrow D\ell^-\bar{\nu}_\ell)$ and $R(D^*) = \text{BR}(\bar{B} \rightarrow D^*\tau^-\bar{\nu}_\tau)/\text{BR}(\bar{B} \rightarrow D^*\ell^-\bar{\nu}_\ell)$ deviate from the SM expectation with a combined significance of 3.4σ. These ratios have been shown to be sensitive to the presence of charged Higgs bosons [107,108]. Their dependence on $\tan\beta/m_{H^+}$ has been calculated for the general case of a type-II model with two Higgs fields (type-II 2HDM, as in the MSSM) [107, 109]. Figure 2.15(b) shows a comparison of the results by BABAR and the predicted values for type-II 2HDMs. The ranges of agreement between prediction and measurement ($\tan\beta/m_{H^+})_R(D) = (0.44\pm0.02)$ GeV$^{-1}$ and $\tan\beta/m_{H^+})_R(D^*) = (0.75\pm0.04)$ GeV$^{-1}$ do not overlap. The observed disagreement has a significance of 3.1σ for type-II 2HDM models—almost as much as for the SM prediction [103].

2.3.2.3. Direct Searches for Higgs Bosons in the MSSM

The LEP experiments have performed direct searches for Higgs bosons produced in Higgs-strahlung and Higgs boson pair production. The Higgs-strahlung process dominates the combined sensitivity for $\tan\beta \lesssim 5$. The Higgs boson pair production process dominates for larger values of $\tan\beta$ and allows to exclude $m_{A^0}, m_{h^0} < 93$ GeV in the $m_{h^0}^{\max}$ scenario. No neutral Higgs bosons were found, and parts of the parameter space could be excluded, as shown in Figure 2.16(a) for the $m_{h^0}^{\max}$ scenario [71]. The upper $\tan\beta$ boundary of the excluded region is a consequence of the decrease in coupling strength for larger values of $\tan\beta$, reducing the cross-section of Higgs boson pair production, and of kinematics. The lower boundary for $m_{A^0} > 250$ GeV results from the limited center–of–mass energy. The LEP collaborations have also published and combined search results concerning charged Higgs bosons (Higgs boson pair production), excluding $m_{H^+} < 80$ GeV at 95% CL [111].
The Tevatron experiments searched for neutral MSSM Higgs bosons with subsequent decays to $\tau$ lepton pairs. The CDF and DØ collaborations have taken into account the gluon fusion production mode and $b$-associated Higgs boson production. DØ presented the most stringent limit in the $m_{A^0}$–$\tan \beta$ plane for the $m_{h^0}^{\text{max}}$ scenario of the MSSM derived at the Tevatron (see Figure 2.16(b)), using 7.3 fb$^{-1}$ of collision data [110]. DØ [110,112] and CDF [112] also took Higgs boson decays to $b$-quark pairs into account, but the sensitivity of this channel is significantly worse than those involving decays to $\tau$ lepton pairs. Upper limits on the production cross-section were previously combined with CDF results and published, using 1.8 – 2.2 fb$^{-1}$ [113]. The results in the $m_{A^0}$–$\tan \beta$ plane are compared to the results from ATLAS and CMS in Chapter 10. CDF and DØ have also performed searches for charged Higgs bosons, resulting in upper limits on the branching fraction of $t$-quark decays involving Higgs bosons [114].

ATLAS and CMS have performed searches for neutral MSSM Higgs bosons in the gluon fusion and $b$-associated Higgs boson production modes with decays to pairs of $\tau$ leptons and muon pairs (ATLAS: $\tau_\ell \tau_\mu$ in this thesis and a combined search in Ref. [10] with other channels) or only pairs of $\tau$ leptons (CMS [115], see comparison in Section 9.4). Searches for charged Higgs bosons yielded improved limits for BR ($t \rightarrow H^+ b$) for both ATLAS [116] and CMS [117].

The analysis presented within this thesis improves the sensitivity (primarily) to light neutral Higgs bosons of the MSSM by evaluating 4.7 fb$^{-1}$ of ATLAS data containing leptonically decaying $\tau$ lepton pairs in two regions. These regions are designed to provide sensitivity to signal events from gluon fusion and from $b$-associated production. The results are statistically combined with similar regions aimed at different decay modes in a joint publication [10].
Interpretation of the Discovery of a Higgs Boson Within the MSSM

The observation of a Higgs boson [6,7] constrains the Higgs sector of the MSSM strongly by requiring to interpret it as either the $h^0$ particle (light-Higgs case) or the $H^0$ particle (heavy-Higgs case). Both cases have been evaluated [118] by probing a seven-dimensional parameter subspace ($pMSSM-7$) of the MSSM, containing the parameters most relevant to the Higgs sector: $m_{A^0}$, $\tan \beta$, $\mu$, $m_{\tilde{b}_L} = m_{\tilde{t}_L}$, $m_{\tilde{b}_R} = m_{\tilde{t}_R}$, $m_{\tilde{\tau}_L} = m_{\tilde{\tau}_R}$, $A_t = A_b = A_{\tau}$, and $M_2$. For each set of parameters, a fit to the individually measured signal strengths of the search channels in Refs. [6,7] as well as the measurements from the LEP and the Tevatron and a set of low-energy observables has been performed. The measured value of the anomalous magnetic moment of the muon drives the $\chi^2$ value of the SM fit, while it can be accommodated well by the $pMSSM-7$. In order to avoid that this effect dominates the comparison of the goodness of the SM and $pMSSM-7$ fits, the mass of the second-generation sleptons have been fixed in the $pMSSM-7$ fit. The parameter sets are displayed in Figure 2.17, color-coded according to the difference of their $\chi^2$ values ($\Delta \chi^2$) to the best-fitting parameter sets. In the Gaussian limit, the thresholds of $\Delta \chi^2 = 2.3$ and $\Delta \chi^2 = 5.99$ correspond to the 68 and 95\% CL contours for two degrees of freedom, respectively. Areas in parameter space with very good agreement with data exist for both cases. However, the respective area for the light-Higgs case is larger and features a better $\chi^2$ value at the optimum than that of the heavy-Higgs case. The measured signal strengths of the various channels considered by ATLAS and CMS in up to 18 fb$^{-1}$ [95,119] can be accommodated well within present uncertainties for either case. The two cases differ strongly in their phenomenological implications: The light-Higgs case fits best with the tree-level parameter values $m_{A^0} = 669$ GeV, $\tan \beta = 16.5$. It is therefore similar to the decoupling limit (see Section 2.2), featuring one light and two significantly heavier Higgs bosons. The heavy-Higgs case with the preferred values $m_{A^0} = 124.2$ GeV, $\tan \beta = 9.8$ implies the presence of a light Higgs boson with a mass of $m_{h^0} = 65.3$ GeV. This value is well below the LEP lower limit, but the couplings to vector bosons are sufficiently reduced to be consistent with exclusion limits from the LEP experiments. On the other hand, the observed resonance would need to consist of two nearly mass-degenerate Higgs bosons $A^0$ and $H^0$ (with $m_{H^0} = 125.8$ GeV) of different couplings [118].
The ATLAS Experiment at the Large Hadron Collider

Designed to exploit the discovery potential of the Large Hadron Collider (LHC), A Toroidal LHC Apparatus (ATLAS) records events at unprecedented center–of–mass energies ($\sqrt{s} = 1 – 14$ TeV in proton ($pp$) collisions) and interaction rates (up to $10^9$ Hz) [8].

This Chapter briefly introduces the key features and proton collision performance of the LHC in Section 3.1. Section 3.2 first provides an overview of the detector design and then details the features with the greatest relevance to this thesis.

3.1. The Large Hadron Collider

The LHC is today’s most powerful hadron collider. It is located in the circular tunnel of the decommissioned Large Electron–Positron Collider (LEP), which has a circumference of 26 660 m, at the European Laboratory for Particle Physics (CERN).

The luminosity of the LHC is given by [120]:

$$L = \frac{N_b^2 n_b \nu_{\text{rev}} \gamma}{4\pi \varepsilon_n \beta^*} F$$  \hspace{1cm} (3.1)$$

with

$$F = \left(1 + \left(\frac{\theta_c \sigma_z}{2 \sigma^*}\right)^2\right)^{-1/2}.$$  \hspace{1cm} (3.2)$$

The design luminosity of $L = 10^{34}$ cm$^{-2}$s$^{-1}$ is achieved with the following values for $\sqrt{s} = 14$ GeV [120]: $N_b = 1.15 \times 10^{11}$ denotes the number of protons (with relativistic gamma factor $\gamma = 7461$) per bunch, $n_b = 2808$ the number of bunches in a beam, $\nu_{\text{rev}} = 11$ 245 Hz the revolution frequency, $\varepsilon_n = 3.75 \mu$rad the normalized transverse beam emittance, and $\beta^* = 0.55$ m the beta function at the interaction point (IP). $F = 0.84$ models the impact of the finite crossing angle between the beams: $\theta_c = 285 \mu$rad is the crossing angle, $\sigma_z = 7.55$ cm the root mean square (RMS) of the longitudinal bunch profile, and $\sigma^* = 16.7 \mu$m the RMS of the transverse bunch profile.

Relativistic proton beams consisting of up to 2808 bunches can be injected in opposite directions into the two LHC beam pipes at 450 GeV from a chain of smaller accelerators (see Figure 3.1) [120]. The LHC provides hadron collisions at four IPs, which are each equipped with a large experiment (see Figure 3.2). The beam setup provides the largest luminosity values at the IPs of the ATLAS and Compact Muon Solenoid (CMS) experiments, whose physics programs overlap and benefit most from high luminosities. The research programs of A Large Ion Collider Experiment (ALICE) and the LHCb experiment focus mainly on heavy ion collisions and the physics of $b$-hadrons, respectively, so they require lower instantaneous luminosities. In order to achieve different instantaneous luminosities at different IPs, the beam profile is not as strongly focused in the IPs of ALICE and LHCb as in those of ATLAS.
Figure 3.1.: Overview of the LHC injection chain (not to scale) [121].

Figure 3.2.: Schematic view of the LHC and the large experiments at its IPs and its location between the Jura mountains (right) and the lake of Geneva (not to scale) [122].
and the CMS experiment. This mitigates the problem of pileup, which can refer to two related circumstances: In-time pileup refers to concurrent interactions, i.e., multiple interactions during the same bunch crossing. Out-of-time pileup refers to remnant signals from previous interactions, which plays a role when the time resolution of a sub-detector is comparable to or worse than the time between bunch crossings.

The specialized ALICE and LHCb experiments are not discussed in this thesis. ATLAS and the CMS are general-purpose experiments, whose strengths and weaknesses complement each other.

The ATLAS detectors are summarized in Section 3.2, which draws many details from Ref. [8]. A thorough description of the CMS can be found in Ref. [9].

The super-conducting dipole magnets of the synchrotron are designed to provide a nominal bending field of up to 8.33 T, corresponding to a center–of–mass energy of up to 14 TeV [120]. Due to safety concerns after the failure of an electric connection, the center–of–mass energy was limited to 7 (8) TeV in the first (second) year of operation before upgrading the quench protection systems in 2013/14.

The LHC can also accelerate heavy ions at energies up to the design value of 2.76 TeV/nucleon for lead nuclei at a luminosity of up to \( L = 10^{37} \text{cm}^{-2}\text{s}^{-1} \) [120]. Collisions of heavy ions produce lower parton momenta and a larger event complexity, so heavy ion runs are irrelevant to this thesis.

### 3.1.1. LHC Performance Evolution and ATLAS Data Acquisition

The data-taking in 2010 was dominated by the constraints of machine commissioning and only about 48 pb\(^{-1}\) were delivered to ATLAS at \( \sqrt{s} = 7 \) TeV. In 2011, peak instantaneous luminosity was ramped up gradually to about \( 3.65 \times 10^{33} \text{cm}^{-2}\text{s}^{-1} \), and an integrated luminosity of 5.61 fb\(^{-1}\) was delivered to ATLAS. In 2012, the center–of–mass energy was increased to \( \sqrt{s} = 8 \) TeV, and the instantaneous luminosity was again increased, so an integrated luminosity of about 22.8 fb\(^{-1}\) was delivered to ATLAS and CMS [123].

The number of interactions (\( \mu \)) can be calculated in data from the measured instantaneous luminosity (\( L \), see Subsection 3.2.6), the total inelastic cross-section (\( \sigma_{\text{inel}} \)), the number of colliding bunches (\( n_b \)), and the revolution frequency (\( \nu_{\text{rev}} \)) [124]:

\[
\mu = \frac{L \sigma_{\text{inel}}}{n_b \nu_{\text{rev}}}.
\]

The 2011 proton run has been divided into data-taking periods of comparable conditions for data taking at ATLAS (denoted as A–M), of which only those with nominal magnetic fields in the detector and a center–of–mass energy of 7 TeV (B,D–M) have been used for this thesis. The performance of all sub-detectors was monitored throughout the run. Requiring those of relevance for this thesis to be operational leaves a dataset that corresponds to an integrated luminosity of \( (4.66 \pm 0.18) \text{fb}^{-1} \) [125,126].

As shown in Figure 3.3, comparable amounts of data were taken with configurations including values of the optical \( \beta \) function (at the IP) of 1.5 m (B,D–K) and then 1.0 m (L–M) [127].

While the instantaneous luminosity reached only a fraction of its design value of \( 10^{34} \text{cm}^{-2}\text{s}^{-1} \), the corresponding number of mean interactions per bunch crossing (23) has already been approached during the last runs of the year. Apart from the \( \beta^* \) value, the bunch spacing can account for the difference in luminosity: A bunch spacing of 50 ns\(^1\) was used rather than the design value of 25 ns [127].

\(^1\) with the exception of 75 ns used during data-taking period B
The overlay of several interactions in a single event poses a challenge to the LHC experiments. The experiments must therefore exploit differences between “interesting” and “common” interactions as well as resolve individual interactions: During 2011, the transverse beam profile at the ATLAS IP was characterized by the RMS values $\sigma_x = 15.7 \mu m$, $\sigma_y = 13.5 \mu m$, $\sigma_z = 56.8 mm$ at $\sqrt{s} = 7$ TeV [128]. As shown in Subsection 3.2.2, the tracking information can be used to match charged particles and associated objects, such as jets, to individual interactions. Subsection 3.2.7 discusses how the ATLAS experiment deals with the large event rate it receives from LHC collisions, using a sophisticated trigger and data acquisition (TDAQ) system.
3.2 Key Features of the ATLAS Experiment

The ATLAS detector has been conceived \cite{130} as a general-purpose experiment at the LHC with a main focus on analyzing proton collisions at a luminosity of up to $L = 10^{34}$ cm$^{-2}$s$^{-1}$. Its name means A Toroidal LHC Apparatus, conveying the prominent use of large air-core toroid magnets in the muon spectrometer, as shown in Figure 3.4.

The sub-detectors are all designed to cover the largest possible fraction of the solid angle around the IP. This is reflected by their layout of concentric cylinders (barrels) and matching disk-shaped endcaps, which are assembled along the beampipe.

In order to detect particles originating from the IP, the inner tracking detectors, the calorimetry, and the muon spectrometer are placed, in that order, from the IP outwards. For the measurement of momenta, a solenoidal magnetic field of 2 T pervades the inner tracking detectors, and a toroidal field with a local field strength of up to 3.5 T is generated in the muon spectrometer \cite{8}.

3.2.1. The ATLAS Coordinate System

A right-handed spherical coordinate system \cite{8} is employed within this thesis. The Cartesian $(x, y, z)$ and spherical $(r, \phi, \theta)$ coordinates pertain to the reconstructed IP—with the exception of the nominal coordinates, whose origin is located at the geometrical center of the detector. The $x$-, $y$-, and $z$-axes point to the center of the LHC, upwards, and along the direction of the counter-clockwise beam (when viewed from above), respectively. The beams cross...
(vertically) in the $y$–$z$ plane. With respect to the axis of symmetry of the detector, the beam direction differs by a rotation of 0.5 mrad about the $y$-axis and 0.08 mrad about the $x$-axis. Consequently, the coordinate system has been rotated about the $y$-axis to compensate for this \[131\]. From the polar angle ($\theta$), the pseudo-rapidity ($\eta$) is derived:

$$\eta = -\ln \frac{\theta}{2}. \quad (3.4)$$

The pseudo-rapidity of a massless particle is equal to its rapidity ($y$). Because the pseudo-rapidity is good approximation of the rapidity for relativistic particles, rapidity differences are invariant under Lorentz transformations along the beam direction. The pseudo-rapidities of particles are therefore very useful in describing hadron collisions in a lab frame due to the fact that parton momenta are statistically distributed, resulting in an unknown $z$-component of the velocity of the center–of–mass system. By choosing the coefficient of $\frac{1}{2}$ for the polar angle in Eq. (3.4), dimensions are preserved in the central detector area, $\left| \frac{d\eta}{d\theta} \left( \theta = \frac{\pi}{2} \right) \right| = 1$, so the pseudo-rapidity is also used in the definition of opening angles ($\Delta R$) of two vectors $(r_1, \phi_1, \theta_1)$ and $(r_2, \phi_2, \theta_2)$:

$$\Delta R = \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2}, \quad (3.5)$$

where $\Delta \phi$ is the transverse opening angle and $\Delta \eta$ is the difference in $\eta$ of the two vectors.

When assessing the compatibility of a track and a vertex position, the track is extrapolated\textsuperscript{2} to find the point of closest approach (PCA) to the vertex in the transverse projection. The difference of the $z$-coordinates of the PCA and the vertex is the longitudinal impact parameter ($z_0$). The transverse distance of the PCA and the vertex is the transverse impact parameter ($d_0$), which is defined to be positive (negative) if the momentum of the particle at the PCA has a clockwise (counter-clockwise) direction in the transverse plane.

### 3.2.2. The Inner Detector

In order to reconstruct decay vertices, measure the momenta of charged particles, and to distinguish particles from different interactions occurring during the same bunch crossing (in–time pileup), space-points of tracks of charged particles must be precisely measured as close as possible to the IP. This task is accomplished with the Inner Detector, which consists of three sub-detectors (see Figure 3.5):

- The Pixel detector is located closest to the IP and consists of three layers of identical silicon pixel modules both in the barrel and in the endcaps. These modules are segmented into rectangles of 50 $\mu$m $\times$ 400 $\mu$m for 90% of the active surface and 50 $\mu$m $\times$ 600 $\mu$m for the remaining 10%. The modules are oriented to have the direction of higher granularity in the tangent direction to the barrels, coinciding with the bending plane of charged particles. The layer closest to the IP is called the B-layer \[8\].

- The semi-conductor tracker (SCT) surrounds the Pixel detector. It consists of silicon modules that each contain two layers of sensitive strips with a strip pitch of 80 $\mu$m, which draw an angle of 40 mrad. The barrel region contains four such concentric double layers, which each contain one layer with a strip orientation parallel to the beam axis. The forward region is covered by nine discs with radial strip orientation on each side of the IP \[8\].

\textsuperscript{2} taking into account magnetic fields within the detector
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Figure 3.5.: Overview of the inner tracking detectors (top) and dimensioned cross-section view of a sector of the barrel region (middle) and a sideways view of one endcap region (bottom) [8].
The ATLAS Experiment at the Large Hadron Collider

• The transition radiation tracker (TRT) is a gaseous straw-tube detector, whose barrel and end-caps are shaped like hollow cylinders, which radially envelope the Pixel and SCT detectors. It consists of 73 layers of tubes in the barrel region and 160 layers in the endcaps, each measuring 4 mm in diameter. The layers are interleaved with transition radiation material [8]. The TRT registers ionizations from charged particles. The transition radiation material provides an additional means of distinguishing between electrons and pions: The former induce transition radiation, which leads to a larger signal in the TRT tubes [132].

This combination of three different sub-detectors has been chosen to address the challenge of providing high-precision tracking in the high-occupancy environment close to the IP. The Pixel detector is located 50.5 to 122.5 mm from the nominal beam axis\(^3\), so it contributes the space points closest to the IP. The Pixel detector therefore dominates the resolution of the reconstruction of impact parameters and vertices. For \(t\bar{t}\) events, a vertex resolution with a RMS of 11 \(\mu m\) in the transverse and 40 \(\mu m\) in the longitudinal direction is achieved. The resolution of a track parameter \(X\) depends on the transverse momentum of the track as follows [8]:

\[
\sigma_X(p_T) = \sigma_X(p_T \to \infty) \sqrt{1 + \left(\frac{p_X}{p_T}\right)^2}. \tag{3.6}
\]

The impact parameter resolution of pions with large momenta has been determined to be \(\sigma_d(p_T \to \infty) = 10 \mu m\) (12 \(\mu m\)) in the transverse and \(\sigma_{z0 \times \sin(\theta)}(p_T \to \infty) = 91 \mu m\) (71 \(\mu m\)) in the longitudinal directions for the pseudo-rapidity range \(0.25 < |\eta| < 0.50\) (1.50 < |\eta| < 1.75) [8]. While the amount of material in the Inner Detector is approximately minimal for \(0.25 < |\eta| < 0.50\), particles in the range \(1.50 < |\eta| < 1.75\) pass through the most material. For muons, the \(p_T\) value for which the uncertainty on the measured transverse momentum equals the contribution from multiple scattering ranges from \(p_{p_T} = 44 - 80\) GeV and results in a relative transverse momentum uncertainty of 1.5 - 1.9\% for muons with \(p_T = 10\) GeV, underlining the importance of material budgeting in the Inner Detector [8]. As shown for electrons and pions in Ref. [8], the track reconstruction efficiency of non-minimally ionizing particles is sensitive to additional material, leading to a degradation of the performance in the forward regions.

In order to minimize the amount of passive material while maintaining a high granularity in the transverse plane, silicon strips are used in the SCT. The small angle of 40 mrad between the two strip layers of a SCT module serves two purposes: They provide a good spatial separation of ghost hits, i.e., ambiguities that arise from coinciding particles traversing the same module, and improve the resolution in the transverse plane. Besides the advantage of improved discrimination of electrons and pions, the 73 (160) straw planes of the TRT in the barrel (endcap) add typically 36 space points per track, improving the resolution of ambiguities from ghost and noise hits as well as the accuracy of track extrapolation into the calorimeters and the muon spectrometer. The TRT only covers the pseudo-rapidity range \(|\eta| < 2.0\), while the Pixel and SCT detector extend to \(|\eta| = 2.5\) [8].

The pattern finding algorithms of the Inner Detector can be used to reconstruct tracks of charged particles down to a \(p_T\) threshold of 0.1 GeV for performance studies. For other measurements, a threshold of 0.5 GeV is typically applied to select tracks for vertexing. A track reconstruction efficiency of more than 99\% is achieved for muons with a transverse momentum of 5 GeV, except in the regions with \(2.25 < |\eta| < 2.5\), where it degrades to 98\% [8].

\(^3\)up to 149.6 mm in the endcap region
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Figure 3.6.: Impact of pileup conditions on the tracking performance [124]. The number of reconstructed vertices is shown as a function of the mean number of proton interactions (top left), which is calculated with Eq. (3.3). For the total inelastic cross-section, the value $\sigma_{\text{inel}} = 71.5$ mb from PYTHIA [133] has been used. The decreasing slope corresponds to a declining vertexing efficiency for large numbers of proton interactions, as shown in simulation in the top right Figure. This decline is shown both for the default track requirements and for tighter requirements on the number of tracker hits ($\text{robust}$). The robust requirement has also been evaluated with respect to only interactions with at least two generated particles with $|\eta| < 2.5$ that satisfy the track $p_T$ cut $p_T > 400$ MeV. The bottom Figures show the transverse (left) and longitudinal (right) impact parameter distributions of tracks in data that pass the robust requirement.

Tracks originating in the luminous region are used to seed primary vertex candidates. These are evaluated using an adaptive vertex fitting algorithm [134], which is based on Kalman filtering [135]. Figure 3.6 shows the dependence of the efficiency of reconstructing the primary vertex of an interaction on the mean number of concurrent interactions in the event and the associated impact parameter distributions. At least three compatible tracks are required for a good vertex candidate. The tails of the longitudinal impact parameter distribution are more pronounced for larger interaction multiplicities because tracks are associated to the most compatible vertex if insufficient separation prevents the reconstruction of close vertices as additional vertices. This simultaneously leads to a decline in the primary vertex reconstruction efficiency. While the transverse bunch dimension is of the order of the $d_0$ resolution, such additional tracks enter the tail regions of the $z_0 \sin \theta$ distribution.
3.2.3. Calorimetry

The electromagnetic and hadronic calorimeters (see Figure 3.7) surround the central solenoid, which encloses the Inner Detector.

The pseudo-rapidity range \(|\eta| < 3.2\) is covered by a combination of a presampler, an electromagnetic calorimeter, and a hadronic calorimeter; each is a combination of barrel and endcap parts. The presampler is a thin liquid Argon (LAr) calorimeter layer that records the transverse profile of the shower at the entry into the calorimetry, so the previous energy loss from showering can be taken into account. It is deployed in the range \(|\eta| < 1.8\), covering the region with the largest variations in the amount of material before the calorimeters. The adjoining LAr calorimeter consists of zig-zag-bent structures (combining lead absorbers and kapton electrodes) in two to three layers, designed to obtain symmetry in the azimuthal direction and leading to the name accordion calorimeter (see Figure 3.8). In the pseudo-rapidity range (almost) coinciding with the coverage by the Inner Detector (\(|\eta| < 2.4\)), its cells have a size of \(0.025 \times 0.1\) in \(\eta \times \phi\), and they are further sub-divided into strips in \(\eta\). The second layer is also segmented into finer cells for \(|\eta| < 2.5\) \((0.025 \times 0.025\) in \(\eta \times \phi\)), where a third layer \((0.05 \times 0.025\) in \(\eta \times \phi\)) exists for better resolution of the longitudinal shower shape, and the second layer has coarser sub-divisions for \(2.5 < |\eta| < 3.2\) \((0.1 \times 0.1\) in \(\eta \times \phi\)).

The region up to \(|\eta| = 3.2\) is covered by dedicated hadronic calorimeters: a scintillator tile sampling calorimeter with steel absorbers (consisting of a three-layered barrel) covers the region with \(|\eta| < 1.7\), and a LAr hadronic calorimeter with copper plates, the regions with \(1.5 < |\eta| < 3.2\). Because of space constraints, the use of separate electromagnetic and hadronic calorimeters is not feasible in the very forward regions, so a combined, three-layered LAr forward calorimeter (FCal) is deployed in the regions with \(3.1 < |\eta| < 4.9\). The first layer again uses copper as absorber material and is optimized for measuring electromagnetic showers, while the other two layers use tungsten \([8]\).

Because showers induced by electrons and photons are attenuated more easily by interactions with matter than those induced by hadrons, the column density of the total material between the interaction point and the entry point into the electromagnetic calorimeter plays
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\[ \Delta \phi = 0.0245 \]
\[ \Delta \eta = 0.025 \]
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\[ x_4 \]
\[ 36.8 \text{mm} x_4 = 147.3 \text{ mm} \]

Figure 3.8.: Schematic view of the three layers of the electromagnetic calorimeter in the central detector region [8]. The dimension of depth is labeled both in units of length and in radiation lengths.
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Figure 3.9.: Material before and in the electromagnetic accordion calorimeter, given in units of radiation lengths (\(X_0\)). The left Figure shows the barrel region, the right Figure, the endcap. [8].
an important role in the design of the Inner Detector and central solenoid. The amount of material before the accordion calorimeter is shown in Figure 3.9 in units of the radiation length ($X_0$). The amount of material varies between about 2$X_0$ and 10$X_0$, depending on the pseudo-rapidity. For precision measurements of electromagnetic showers, the total column density before the hadronic calorimeter corresponds to between about 25$X_0$ and 40$X_0$, with the exception of the ends of the barrel (1.3 < $|\eta|$ < 1.5), where the equivalent column density declines to about 14$X_0$, while the amount before the accordion calorimeter increases to about 6$X_0$. Besides limiting the amount of material before the calorimetry, it is important to contain showers within the hadronic calorimeter in order to avoid a loss in accuracy of the energy measurement and to attenuate the shower before the muon spectrometer. The hadronic calorimeters and the FCal provide at least the equivalent of ten hadronic interaction lengths in front of the muon spectrometer for pseudo-rapidities up to $|\eta|$ < 4.9 (see Figure 3.10) [8].

The electromagnetic calorimeter and the Inner Detector allow the reconstruction of electrons with transverse momentum values between 20 and 50 GeV at an efficiency of more than 98% throughout the tracker coverage (see Figure 3.11) [136]. Depending on the transverse momentum and pseudo-rapidity of the electron, the identification efficiency varies between 72 and 86% for the tight electron identification criteria (see Subsection 6.1.2). The electron reconstruction is designed to provide an energy resolution of 1 to 4%, depending on the transverse momentum and pseudo-rapidity of the electron (see Figure 3.12) [8]. Because precision and efficiency are drastically reduced in the transition region 1.37 < $|\eta|$ < 1.52, electron candidates from these regions are not considered for the analysis presented in this thesis. The uncertainty of the energy scale calibration varies from 0.5 – 1% in the central detector region to 0.8 – 1.6% near the barrel–endcap transition region (see Figure 3.13) [136].

The amount of calorimeter activity in LHC collisions at ATLAS favors the use of anti-$k_T$ jets for the good performance in splitting overlapping jet candidates of this algorithm (see Subsection 4.1.3). The ratio of the reconstructed energy deposits to the energy of the incident parton (jet response at electromagnetic scale) for quark-induced $k_T$ jets depends strongly on the transverse energy and the pseudo-rapidity of the jet (see Figure 3.14). The jet energy scale has been determined from simulation and calibrated to match the performance in collision data within 1 – 3% in the central detector region (with uncertainties up to 6% in the forward regions). Depending on the topology of the event and the flavor of the incident parton, additional uncertainties of typically 0.5 to 3% apply [137].
Figure 3.11.: Electron reconstruction efficiency across the relevant pseudo-rapidity range (top) and efficiency of the tight electron identification criteria as a function of the transverse energy (left) and the pseudo-rapidity (right), obtained from $Z/\gamma^* \to ee$ decays recorded in 2010 [136].

Figure 3.12.: Fractional energy resolution for electrons as a function of the energy (left, shown for three different pseudo-rapidities) and the pseudo-rapidity (right, shown for an electron energy of 100 GeV), taken from simulation [8].
Figure 3.13.: Electron energy scale uncertainty in two pseudo-rapidity ranges in 2010 data-taking, showing the impact of the uncertainties of the material distribution. The range $0 < |\eta| < 0.6$ (left) has the smallest energy scale uncertainty, the range $1.52 < |\eta| < 1.8$ (right), the largest [136].

Figure 3.14.: Jet response at the electromagnetic scale as a function of pseudo-rapidity are compared for $|\eta| < 1.2$ in the right Figure, citing the statistical and total uncertainty [137].

3.2.4. The Muon Spectrometer

The Muon Spectrometer with its toroid magnets (see Figure 3.15) defines the overall dimensions of the detector. The various detector components used in the Muon Spectrometer are planar, so they are assembled in alternating smaller and larger overlapping segments to accommodate the toroid coils in the barrel region. Because of services from the Inner Detector and the central solenoid, a gap exists between the two half-barrels of the Muon Spectrometer for $|\eta| < 0.1$. The magnetic field is created by an air-core toroid in the barrel region and two endcap toroids, so the impact of multiple scattering on the momentum resolution is mitigated. The detector components are placed in three stations in the barrel, at radii of approximately 5, 7.5, and 10 m. The endcaps are realized as discs, one in front of and two behind the endcap toroid (from the IP), the outermost endcaps placed at $z = \pm 23$ m [8].

While the Muon Spectrometer measures the sagitta of the track in the toroid field in the barrel, the measurement in the endcap relies on determining the change in direction after the traversal of an endcap toroid.
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The low particle multiplicities in the Muon Spectrometer enable its use for triggering. Subsection 3.2.7 describes how a trigger decision can be reached within 2.5\,µs, thus avoiding an overflow of the buffers which temporarily store all events. The design goal of 10\% accuracy in measurements of the transverse momentum of muons with up to 1\,TeV requires a sagitta measurement with an uncertainty below 50\,µm. This cannot be achieved with fast chambers, so most stations are equipped with separate chambers for precise (monitored drift tubes (MDTs) in the barrel, MDTs and cathode strip chambers (CSCs) in the endcaps) and for fast measurements (resistive plate chambers (RPCs) in the barrel, thin gap chambers (TGCs) in the endcaps\(^4\), see Figure 3.15). The resolution of the azimuthal coordinate is irrelevant for measuring the sagitta, so only the first barrel station uses precision chambers to measure it, while the \(\phi\) measurement relies on the fast chambers in the other stations\(^5\). Because of the size of the Muon Spectrometer, the position of the precision (MDT) chambers is constantly monitored to avoid systematic uncertainties from detector deformations. They are used in all barrel and endcap stations, covering the pseudo-rapidity range \(|\eta| < 2.7\), except in the innermost endcap, where they are substituted by CSCs in the range \(2.0 < |\eta| < 2.7\) because they can manage higher expected muon rates and offer a better time resolution [8].

The MDT chambers deliver an accuracy of 35\,µm in the direction perpendicular to the tubes at a maximum drift time of 700\,ns, while the CSCs have a resolution of 40\,µm at a maximum drift time of 40\,ns [8].

By combining the Inner Detector and Muon Spectrometer measurements, the transverse momentum resolution for muons with low transverse momenta can be drastically improved with respect to a stand-alone reconstruction in the Muon Spectrometer (see Figure 3.16) [8]. A di-muon mass resolution of \(1.6 - 2.8\%\) can be achieved for \(Z/\gamma^* \rightarrow \mu\mu\) events (see Figure 3.17). The combined and stand-alone measurements rely on Muon Spectrometer hits, so the efficiency for \(\eta \approx 0\) is degraded because services (such as cooling, power supply, read-out connections, and detector control connections) for the Inner Detector and for the central

---

\(^4\) The signal spread of 15–25\,ns of the trigger chambers is sufficient for identifying individual bunch crossings, as exploited by the TDAQ system (see Subsection 3.2.7) [8].

\(^5\) The cathode strip chambers offer a resolution of 5\,mm in this direction.
solenoid prevent the placement of muon chambers there [139]. Muon candidates which are reconstructed from their Inner Detector track and minimal ionization in the calorimeters (“calomuons”) show a smaller efficiency loss in the central detector region.

### 3.2.5. Missing Transverse Energy

While the longitudinal component of the momentum of the center–of–mass system is unknown in $pp$ collision events, momenta of final-state particles are balanced in the transverse plane. Given the great detector coverage (up to $|\eta| = 4.9$), the momentum vectors of all detected objects are added\(^6\), and any significant imbalance is attributed to non-interacting particles. Because calorimeter-based measurements dominate the overall uncertainty, the resolutions of the $x$- and $y$-components are proportional to the square root of the scalar transverse energy sum ($\sum E_T$):

$$\sigma_{E_{\text{miss}}^{T,x/y}} = \alpha \sqrt{\sum E_T} \text{ GeV (3.7)}$$

with a coefficient $\alpha = 0.7$ GeV in $Z/\gamma^* \rightarrow \mu\mu$ events (see Figure 3.18). The resolution is worse for simulated $W \rightarrow e\nu$ decays than for $Z/\gamma^* \rightarrow \mu\mu$ events by about 1 GeV. In both $Z$ boson and $W$ boson decays, the impact of pileup can be significantly mitigated by using tracking information: Calorimeter clusters which do not belong to any reconstructed objects are neglected, unless a track from the primary interaction points to the respective calorimeter region (drawing an angle of less than $\Delta R < 0.3$). This use of pileup suppression limits the variation of the resolution coefficient to about $\Delta \alpha = 0.02$ GeV between $\mu = 8$ and $\mu = 40$ in $Z/\gamma^* \rightarrow \mu\mu$ events and reduces the resolution degradation by about half in $W \rightarrow e\nu$ events. Missing transverse energy can thus be exploited even under high-pileup conditions [140]. A good missing transverse energy resolution is crucial for the analysis presented within this thesis.

---

\(^6\)More details about the computation of missing transverse energy are summarized in Subsection 6.1.6.
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Figure 3.17.: Measured di-muon mass resolution for $Z/\gamma^* \rightarrow \mu\mu$ events (top row). The combined measurement (top left) profits from the strengths of the Inner Detector measurement (top center) in the central region and those of the Muon Spectrometer in the forward regions (top right). The bottom row shows the reconstruction efficiency for muons as a function of the pseudo-rapidity (bottom left) and the transverse momentum (bottom right) of the candidate [139]. The bottom left plot also compares the efficiency of reconstructing the same muon either from matching the Inner Detector track to a Muon Spectrometer track segment or by combining the full Muon Spectrometer and Inner Detector track measurements (“CB+ST muons”) to the efficiency of reconstructing the muon from Inner Detector and calorimeter information (“calomuons”).
Figure 3.18.: Measured missing transverse energy resolution for events containing $Z$ boson decays to electron and muon pairs as a function of $\sum E_T$ (top left). The performance agrees well with simulation (top right); the simulated resolution is lower for $W$ boson decays. The lower left-hand Figure shows the degradation of the expected missing transverse energy resolution for larger mean numbers of interactions per bunch-crossing ($\mu$) without and with tracker-based pileup suppression for $Z/\gamma^* \rightarrow \mu\mu$ events. The lower right-hand Figure shows the dependence of the missing transverse energy resolution on the number of reconstructed primary vertices in simulated $W \rightarrow e\nu$ events with and without pileup correction [140].
3.2.6. Forward Detectors and Luminosity Measurement

The experimental site of the ATLAS detector is equipped with additional detectors that extend into regions of very high pseudo-rapidities: The beam conditions monitor (BCM) is an integral part of the ATLAS TDAQ system which supplies fast feedback on beam conditions, emitting a beam-abort signal in case of impending beam loss into the detector. It consists of two pairs of diamond sensors on each side of the IP at $z = \pm 184 \text{ cm}$, $|\eta| = 4.2$, each featuring a very fast signal rise time of 1 ns [8].

The luminosity measurement using Cerenkov integrating detector (LUCID) uses sensors located at $z = \pm 17 \text{ m}$, $5.6 < |\eta| < 6.0$ and provides a luminosity measurement by registering collision remnants after bunch crossings, which can also be obtained from the BCM [8]. This method requires a calibration using van der Meer scans [141] to determine the transverse beam size at the IP ($\sigma^*_{\perp}$ in Eq. (3.2)). In a horizontal and a vertical scan, the focus of two beams is offset from the center of the nominal luminous area, so their overlap in the transverse plane as a function of the offset is probed. By continuously monitoring the rate change of bunch crossings without reconstructible vertices, the RMS of the transverse bunch structure can be inferred in each scan direction. Consequently, the absolute value of the luminosity can be calculated with Eq. (3.2) if the number of protons per bunch is known. As an alternative, the integrated luminosity per bunch crossing during the van der Meer scans can be normalized by using the total inelastic $pp$ cross-section.

The zero-degree calorimeter (ZDC) is located at $z = \pm 140 \text{ m}$ in the LHC tunnel. Its main use is the detection of neutrons with pseudo-rapidities above $|\eta| = 8.3$ to determine the centrality of heavy ion collisions [8].

The absolute luminosity for ATLAS (ALFA) detectors are placed at $z = \pm 240 \text{ m}$ from the ATLAS IP. Its scintillating-fiber trackers measure elastic scattering to infer the luminosity [8].

The BCM, LUCID, and ALFA detectors as well as the Inner Detector can be used alone or in various logical combinations to register bunch crossings without interactions. Taking the mean number of interactions from Inner Detector data, the luminosity results from the evaluated algorithms agree within 2%. The logical disjunction of the BCM detectors has been selected as baseline luminosity measurement [125], and a corresponding uncertainty of 3.9% is assigned to the dataset used within this thesis.

3.2.7. Trigger, Data Acquisition, Computing Model

The ATLAS subdetectors together offer more than 87.7 million readout channels. Per collision event, about 1300 kBytes of detector data are produced, leading to an unmanageable amount of (mostly irrelevant) data [8]. A three-staged trigger system selects events at a sustainable rate of about 400 Hz [142, 143], requiring the persistification and reconstruction of about 500 MBytes/s of raw ATLAS data.

The detector is fully read out into buffers by 932 readout drivers (RODs), with a buffer depth corresponding to 2.5 $\mu$s of collisions at a bunch spacing of 25 ns, defining the maximum L1 trigger latency. This is achieved by using specialized hardware relying on lookup tables rather than sophisticated reconstruction software, so the L1 trigger cannot use Inner Detector data, must limit the granularity from the calorimetry, and relies on the faster (but less precise) RPCs and TGCs of the Muon Spectrometer. This step is illustrated in Figure 3.19. The later stages of the trigger selection (level 2 (L2) trigger and Event Filter (EF), together known as high-level trigger (HLT)) can use data from all subsystems.

The L1 trigger processes Muon Spectrometer hits using coincidence-matrix boards, starting from hits in the middle station of the barrel or the outermost trigger station in the endcap region. These boards can be programmed with coincidence matrices for three low transverse
momentum thresholds (up to 10 GeV) and three high transverse momentum thresholds, requiring coinciding hits from two and three stations, respectively. In order to evaluate jet triggers, signatures of electrons or photons, hadronic τ lepton decay triggers, and triggers on large $\sum E_T$ or $E_T^{\text{miss}}$ values within the allowed L1 latency, calorimeter cells are merged to form trigger towers with a granularity of no more than $0.1 \times 0.1$ in $\eta \times \phi$ (see Figure 3.8). These are then subjected to a sliding-window seed search, and lookup tables are used to match the signature to predefined patterns [8].

Whenever a pattern from the trigger menu stored in the central trigger processor (CTP) is recognized, the CTP emits a L1 accept signal and the full detector response from the region surrounding it (region of interest (RoI)) is passed to the RoI builder (about 2% of the full event data), unless the rejection of a fixed fraction of passing events has been set (prescaling). The full event data are passed to the data acquisition (DAQ) system. The DAQ and RoI builder systems are designed to handle L1 accept rates up to 75–100 kHz [8]. In 2011, the L1 accept rate has been kept below 60 kHz to limit HLT computing demands [142].

The RoIs are subsequently input to the L2 trigger, which applies the appropriate feature extraction algorithms, whose output is used to test L2 hypotheses. The L2 trigger has a mean latency of 40 ms and reduces the event rate to approximately 3.5 kHz (design value, [8]) or 5 kHz (value in 2011, [142]).

The event is then fully reconstructed from the buffered detector data, employing the same algorithms that are used in the offline analysis. According to the L2 hypotheses the event passes, it is then subjected to the feature extraction and hypothesis algorithms of the EF, which require an average processing time of about 4 s [8]. The sequential application of L1 signatures and matching L2 and EF hypotheses is called a trigger chain. The choice of trigger conditions in the various chains has to match both the available computing power of the
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Figure 3.20.: Trigger bandwidth used by the single-electron trigger signatures used as a function of the instantaneous luminosity (top). The dashed lines mark the thresholds until which the corresponding trigger was available without prescaling. The $p_T$ thresholds (20 and 22 GeV) are cited, and “vh_medium1” pertains to the tighter track criteria and additional hadronic leakage requirement. The bottom row shows the trigger efficiency in data with respect to offline reconstructed medium electrons (using looser quality requirements than the event selection, see Subsection 6.1.2) as a function of the pseudo-rapidity (left) and of the transverse momentum (right) of the electron [142].

HLT computing farm and the available trigger bandwidth of, on average, 400 Hz [142, 143]. Furthermore, the menu must be balanced across the various chains to enable as broad a physics program as possible.

The performance of the single-electron trigger used within this thesis is summarized in Figure 3.20. The rise in instantaneous luminosity throughout 2011 data-taking required the tightening of the $p_T$ threshold and identification criteria to limit the usage of trigger bandwidth: A $p_T$ threshold of 20 GeV for single electrons was used for $L < 2 \cdot 10^{33} \text{cm}^{-2}\text{s}^{-1}$, and a threshold of 22 GeV, for higher luminosities. For $L > 2.3 \cdot 10^{33} \text{cm}^{-2}\text{s}^{-1}$, track quality criteria were tightened and a threshold to the amount of energy leaking into the hadronic calorimeter was set. A plateau value of 95 – 97% efficiency is achieved for electrons with a transverse momentum of more than 40 GeV. The central detector region, where services from the Inner Detector and the central solenoid are led out of the detector, as well as the regions at $|\eta| \approx 1.5$, which include the crack between the barrel and endcaps of the electromagnetic calorimeter, exhibit a reduced trigger efficiency. Electrons from the crack regions are removed in the analysis (see Subsection 6.1.2) because they carry larger systematic uncertainties [142].
Figure 3.21.: Trigger bandwidth used by the single-muon trigger signatures used as a function of the instantaneous luminosity (top). The middle (bottom) row shows the L1 (EF) trigger efficiency with respect to offline reconstructed muons as a function of the transverse momentum of the muon, distinguishing the central (left) and forward (right) regions [143].
The performance of the single-muon trigger is summarized in Figure 3.21. Besides the introduction of medium quality cuts in muon identification in period I, the same trigger threshold of 18 GeV in the HLT could be used, limiting the acceptance rate to 120 Hz. The L1 trigger requirement was tightened in the barrel region to a three-station coincidence at a threshold of 11 GeV in period I, leading to an efficiency loss of about 6% in the barrel for muons with a transverse momentum of more than 20 GeV. The L1 muon trigger offers an efficiency of about 72% (93%) for the barrel (endcap) three-station coincidence at a $p_T$ threshold of 11 GeV. The value in the barrel region is reduced by the Muon Spectrometer gap at $z = 0$ and the support structures. For both regions, the rising flank of the efficiency curve ranges from 6 – 10 GeV, while the HLT efficiency rises within a few GeV, justifying the offset of 7 GeV in $p_T$ thresholds between the L1 trigger and the HLT [142]. The HLT reconstructs muons both starting from Muon Spectrometer tracks (outside-in) and from Inner Detector tracks (inside-out), at similar efficiencies, to optimize the total reconstruction efficiency.

The electron and muon triggers are also used to form combined signatures, such as the electron–muon trigger used within this thesis (see Subsection 6.1.3 for the contributions of the individual triggers to the overall signal acceptance).

### 3.2.8. The World-Wide Large Hadron Collider Computing Grid

ATLAS and the other LHC experiments require the persistification of huge amounts of data (500 MBytes/s by ATLAS alone), which must constantly be available for calibration and analysis. In order to avoid reliance of every data-related activity on a single computing center, a hierarchical system of computing centers distributed around the world, the World-Wide Large Hadron Collider Computing Grid (WLCG) [144], has been set up. The central system at CERN (Tier-0 facility) receives the raw data from all events that the experiments select for analysis. A copy is created in persistent storage, and event reconstruction is performed with a given calibration. Consequently, the reconstructed events are exported to eleven computing centers serving ATLAS (Tier-1 sites), which each have multiple adjoined computing centers, collectively referred to as clouds. The Tier-0 center as well as most Tier-1 sites are exempt from executing physics analyses, which are executed at lower-Tier Grid sites. The Tier-1 and lower-Tier Grid sites are also used for storing a copy of the raw data, reconstructing it again when new calibration data is available, and for the generation and simulation of Monte Carlo (MC) data.
In the generation of simulated events, a combination of analytical and phenomenological methods is used to model the proton collisions and subsequent interactions, which produce the final-state particles. The final-state particles interact with the matter around them, and the detector response to energy deposits in active detector regions is simulated. The various classes of signal and background processes impose different challenges to the generators, so different programs are used for the individual processes.

Section 4.1 introduces the various aspects of proton interactions that are simulated and describes the jet definition used within this thesis. Section 4.2 summarizes how these elements are combined to model complete Large Hadron Collider (LHC) events and how the detector response is simulated.

4.1. Elements of Proton Collision Events

The description of proton collisions requires the simulation of three main stages: The parton distribution functions (PDFs) model the probabilities of finding a certain parton flavor at a certain momentum fraction of the incoming proton ($x_{1,2}$). The hard interaction is governed by the interaction Lagrangian at an energy scale ($Q$). The transition matrix element (ME) can be calculated perturbatively up to an arbitrary order of the coupling strengths ($\alpha_{ew}, \alpha_s$), achieving ever smaller associated uncertainties at each order (see below).

The transition to the lower scale of the outgoing particles is modeled in two steps: A parton shower (PS) models the emission of quantum chromodynamics (QCD) radiation, which iteratively reduces the energy of the partons while $\alpha_s$ grows. Eventually, an energy scale is reached where a phenomenological model can be applied to simulate the formation of hadrons (called hadronization process). This process results in jets of color-neutral particles (confinement, see Subsections 4.1.2 and 4.1.3). According to the factorization theorem, the overall cross-section ($\sigma$) can be factorized into the hard interaction, QCD-induced showers (connecting the hard process with both the initial-state partons and the (final-state) hadronization process), and the PDFs:

$$\sigma = \sum_{\text{parton pair}} \int_0^1 \int_0^1 dx_1 dx_2 \sigma_{ij}^\text{ME,PS}(x_1, x_2, \mu_F^2, \mu_R^2) f_i(x_1, \mu_F^2) f_j(x_2, \mu_F^2).$$

(4.1)

This separates the two domains of scales where perturbation theory holds ($Q > \mu_F$) and where non-perturbative processes dominate ($Q < \mu_F$). The factor $\sigma_{ij}^\text{ME,PS}$ depends on the sampled parton momenta $x_i$ and describes the hard interaction and QCD-induced showers, based on perturbation theory. The ME calculation also depends on the scale choice in the renormalization ($\mu_R$), which is performed to avoid large logarithmic terms in fixed-order calculations. The PDFs ($f_i, f_j$) provide a phenomenological description of the non-perturbative processes in the protons. The scale dependences are unphysical, and the cross-section is evaluated for
different values of $\mu_R$ and $\mu_F$ to estimate the systematic uncertainty (see Subsection 8.1.1) associated to the scale choices.

To illustrate these stages, a proton collision event is shown in Figure 4.1. Partons from both initial-state protons, which are both symbolized by three incoming valence quarks, produce initial-state radiation (ISR), and some of the resulting quarks and gluons interact. The main interaction, in this illustration $t$-quark-associated production of the lightest neutral Higgs boson, is evaluated at the electroweak scale. The outgoing partons (including the Higgs boson decay products) emit final-state radiation (FSR) and then hadronize. The unstable particles finally decay in one or more steps to form the final-state particles.

Particles from additional parton interactions and the proton remnants of a $pp$ collision are collectively referred to as underlying event (UE).

Figure 4.1.: Visualization of a simulated proton collision involving the $t$-quark-associated production of the lightest neutral Higgs boson [145]. The ISR before the main interaction (dark red dot) is shown. While the Higgs boson (dotted line) decays into two quarks, the $t$-quarks undergo FSR (red lines). The left $t$-quark decays hadronically and the right one, leptonically. The light red dots mark the decay vertices. A second interaction from other partons is shown in purple. The stage of hadronization is shown in light green, the decay of the hadrons in dark green. Yellow lines indicate final-state leptons and photons.
4.1.1. Modeling of Parton Distribution Functions

The PDFs cannot be directly derived from theory, but they can be measured, e.g., in electron–proton collisions. Even though such collisions involve much lower center–of–mass energy values, the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) evolution equations can be used to infer the scale dependence of the PDFs and hence a prediction at LHC energies [146]:

\[
\frac{df_i(x_i,Q^2)}{d \log Q^2} = \frac{\alpha_s}{2\pi} \int_{x_i}^{1} \frac{dy}{y} \left( f_i(y,Q^2)P_{qq} \left( \frac{x_i}{y} \right) + g(y,Q^2)P_{qg} \left( \frac{x_i}{y} \right) \right) \tag{4.2}
\]

\[
\frac{dg(x_i,Q^2)}{d \log Q^2} = \frac{\alpha_s}{2\pi} \int_{x_i}^{1} \frac{dy}{y} \left( f_i(y,Q^2)P_{gq} \left( \frac{x_i}{y} \right) + g(y,Q^2)P_{gg} \left( \frac{x_i}{y} \right) \right) \tag{4.3}
\]

The parton emission probability \((P_{XY})\) gives the probability for a parton \(Y\) to split, producing a parton \(X\) with a momentum fraction \(z\):

\[
P_{qq}(z) = \frac{4}{3} \left( \frac{1 + z^2}{1 - z} \right) \tag{4.4}
\]

\[
P_{qg}(z) = \frac{1}{2} \left( z^2 + (1 - z)^2 \right) \tag{4.5}
\]

\[
P_{gq}(z) = \frac{4}{3} \left( \frac{1 + (1 - z)^2}{z} \right) \tag{4.6}
\]

\[
P_{gg}(z) = 6 \left( \frac{1 - z}{z} + \frac{z}{1 - z} + z(1 - z) \right) \tag{4.7}
\]

The singularities in Eqs. (4.4), (4.6), and (4.7) are connected to the emission of soft gluons and lead to infrared divergences that cancel with virtual corrections.

Eqs. (4.2) and (4.3) relate the scale dependence of the PDFs for quarks \((f_i)\) and gluons \((g)\) to the circumstance that the respective particle is a daughter particle of a harder (momentum share \(y > x\)) quark \((f_i\) terms) or gluon \((g\) terms). Therefore, each term carries the appropriate splitting probability \(((4.4) \text{ through } (4.7))\) as a factor.

PDFs are supplied as sets that contain the central values and the error eigenvectors associated to the 68% CL intervals. For the analysis presented within this thesis, the MSTW2008 [147] PDF set has been used for the computation of next–to–next–to–leading order (NNLO) cross-sections. The set contains PDFs at leading order (LO), next–to–leading order (NLO), and NNLO, which are selected to match the order in \(\alpha_s\) that is used for the ME calculation. The PYTHIA [133] and AcerMC [148] samples use the MRST2007 LO**1 PDF set [149], CT10 [150] is used for MC@NLO [151], and CTEQ6L1 [152] for Alpgen [153], HERWIG [154], and SHERPA [145].

4.1.2. Modeling of QCD Radiation and Bremsstrahlung

In the collision of two hadrons, QCD radiation occurs at two stages: before the hard interaction (ISR) and afterwards (FSR). In either case, a PS arises from splitting vertices and provides a transition between different energy scales: The total energy is shared among more and more particles. Given the energy scale of the main interaction, the energy scales after ISR

\footnote{The ** notation refers to a modification introduced to better reproduce higher-order results with LO generators, while maintaining a similar value of \(\alpha_s\) as in LO PDFs.}
and before FSR are fixed. FSR is therefore simulated as sequential splittings, starting from the scale of the hard interaction. ISR modeling must perform the same evolution backwards from the scale of the hard interaction to the momentum of the incident partons.

QED-bremsstrahlung is simulated with PHOTOS [155], except for SHERPA, which uses the built-in PHOTONS++ program.

### 4.1.3. Jet Algorithms

The process of separating quarks or gluons is accompanied by a sharp increase in potential energy, which culminates in the creation of additional quark–anti-quark pairs. During hadronization, these\(^2\) recombine with the original quarks to form color-neutral objects, such as mesons (consisting a quark–anti-quark pair) or baryons (consisting of three quarks (or three anti-quarks) of different color). Owing to the momentum of the original parton and high probabilities for the emission of soft and collinear gluons, the final-state particles form a more or less collimated jet of particles. However, for this analysis, the momenta of the outgoing partons (of the hard interaction) are of interest—rather than those of the final-state hadrons. This is reflected in the reconstruction of jets, which are ideally reconstructed as a single object per outgoing parton.

In order to minimize the adverse impact of detector noise and pileup, information from neighboring calorimeter cells is merged into topological clusters, and jets are then reconstructed from the clusters. Topological clusters require the energy measured by a seed cell to exceed a threshold that is significantly higher than the noise level (by a factor of 4 − 6 [156]). Due to the large multiplicities of soft particles from minimum-bias interactions in LHC collisions, noise and pileup contributions are considered in the energy calibration of the calorimeter cells.

The reconstruction of jets from calorimeter clusters can be performed in different ways, which offer different levels of robustness against pileup influences. As laid out in the Snowmass accord [157], an acceptable jet definition should be simple to relate to theoretical and experimental quantities and result in finite cross-sections at any order of perturbation theory. The latter feature is known as infrared safety and implies that infinite terms from soft and collinear emissions cancel with virtual corrections. The cross-section prediction should depend only weakly on how partons recombine during the hadronization process.

A simple ansatz for the reconstruction of jets is given by cone algorithms, which search for local maxima in the calorimeter activity within a cone of fixed opening angle $\Delta R$. However, such algorithms lack infrared safety and perform poorly in events with overlapping jets because the opening angle between the jet axis and a calorimeter cluster does not take the properties of QCD radiation into account.

Sequential algorithms therefore use opening angles and cluster energies to determine a quantity which takes QCD properties into account, such as the Durham distance measure ($y_{ij}$) [158] in electron–positron collisions:

$$ y_{ij} = \frac{2 \min(E_i^2, E_j^2)}{\sqrt{s}} (1 - \cos \theta_{ij}). \quad (4.8) $$

$i$ and $j$ name two clusters with energies $E_i$ and $E_j$, and $\sqrt{s}$ is the center–of–mass energy.

For hadron collisions, the geometric opening angle $\theta_{ij}$ is replaced by $\Delta R_{ij}$, $\sqrt{s}$ is replaced

\(^2\)and partons from final-state radiation (FSR)

\(^3\)using the same definition as in Eq. (3.5)
by the distance parameter $R$, and only the transverse component of the energies is used [159]:

$$d_{ij} = \min(E_{t,i}^{2p}, E_{t,j}^{2p}) (\Delta R_{ij})^2. \quad (4.9)$$

The use of $\Delta R_{ij}$ maintains approximate Lorentz invariance of the distance measure. As shown in the following, the exponent $2p$ determines the order in which clusters are merged and $R$ is the maximal opening angle between the jet axis and any associated cluster.

For each cluster and combination of two clusters, the distance measure is computed, using

$$d_i = E_{t,i}^{2p} \quad (4.10)$$

for a single cluster. The smallest of the $d_i$ and $d_{ij}$ results is considered: If one of the two–
cluster combinations $d_{ij}$ yields the minimum, they are merged by adding their corresponding four-vectors. Otherwise, the respective cluster is accepted as a jet candidate and both it and the associated $d_{ij}$ values are removed from the list of clusters to be merged. From the structure of Eqs. (4.9) and (4.10), it is clear that one of the (single-cluster) values $d_i$ or $d_j$ is always smaller than the corresponding $d_{ij}$ value if $\Delta R_{ij} > R$.

The case $p = 1$ is known as the $k_t$ algorithm, $p = 0$ is called Cambridge–Aachen algorithm, and $p = -1$ corresponds to anti-$k_t$ jets, which are used within this thesis.

The resulting jet candidates are compared for the three cases in Figure 4.2, using a distance parameter value of $R = 1$, which is larger than the optimized value of 0.4 used within this thesis to illustrate how clusters are split among overlapping jets. The main difference lies in the way energy deposits located in between two jet candidates are attributed: While the Cambridge–Aachen algorithm splits such areas evenly, the $k_t$ algorithm attributes clusters to the softer seed, and the anti-$k_t$ algorithms, to the harder seed. For all three types of jet algorithms, the number of jets above a given threshold is infrared-safe. An important advantage of the anti-$k_t$ algorithms lies in the fact that jets have a circular shape in the $\eta-\phi$ plane even in the presence of a soft seed, given that the hard seeds are not too close together. The distance measure $R$ is then directly proportional to the size of the jet area, which is beneficial to the calibration against noise and soft energy deposits from pileup.

### 4.1.4. Main Interaction

The main interaction occurs at a large energy scale $\mathcal{O}(100\, \text{GeV})$, so $\alpha_s \ll 1$ enables a precise prediction of the cross-section by considering a finite perturbative expansion up to NLO or NNLO in $\alpha_s$.

Each cross-section contribution can be computed by applying the appropriate Feynman rules. Soft and collinear divergences cancel when taking virtual corrections into account.

Soft and collinear emissions are modeled by PSs, which are simulated with HERWIG or PYTHIA [133]5. Because higher-order corrections in the ME calculation and emissions within the PS both describe the same process, the combined use of the ME and PS methods results in double counting. A distance measure, such as $d_{ij}$ in the sequential algorithms mentioned above, is therefore used to separate emissions into the “hard” domain (described by the ME) or the “soft” domain (treated by the PS).

One such scheme is CKKW matching6 [162], which is used within SHERPA. This scheme correctly treats the no–emission probability within the parton shower already within the event generation step by reweighting events with the analytical Sudakov form factor [163].

---

4 The resolution degradation from energy deposits outside the jet area and from energy deposits of the underlying event (UE) are minimal for $R \approx 0.4$ at a center-of-mass energy of 7 TeV [161].

5 SHERPA does not use an external shower Monte Carlo (MC) program—see below.

6 named for the original authors
Figure 4.2.: Outcome of three sequential algorithms applied to a generic simulated event (using Herwig) overlaid with randomly distributed soft deposits [160]. The energy deposits are shown in the $\eta$–$\phi$ plane, and colors indicate to which jet candidate clusters are associated. The top Figure shows the result of the $k_t$ algorithm, the bottom Figures show the results of the Cambridge–Aachen algorithm (left) and of the anti-$k_t$ algorithm (right).

If different programs are used for calculating the ME and for simulating the PS, the Sudakov suppression has to be applied after the PS simulation and before simulating the hadronization step, as in the MLM matching scheme\(^7\) [164]. For the given use case, it carries the advantage of requiring neither a veto on jets that fall into the domain of the ME corrections nor knowledge of the analytical form of the Sudakov factor used by the PS simulation. In contrast to CKKW matching, the retention or rejection of events is decided only after the simulation of the parton shower, while MC generators using CKKW matching do not need to discard events after the generation step.

The simulation of the hard interaction and the PSs require substantially less computing power per event than the simulation of subsequent interactions with the detector. In the presence of cuts at the reconstruction or analysis steps and taking the limit solid angle coverage of tracking and calorimetry into account, many generated events do not require the detector simulation step because their kinematic properties render them ineligible. A

\(^7\)named for the original author
generator event filter (GEF) can be used to reject such events. By taking the filter efficiency into account, the cross-section of the resulting dataset can be computed from the inclusive cross-section value.

The decay of $\tau$ leptons produced in the hard process is simulated in TAUOLA [165] for the gluon fusion and $Z/\gamma^* \rightarrow \tau\tau$ processes, to take spin correlations into account. $\tau$ lepton decays in $b$-associated Higgs boson production (including spin correlations) are simulated by SHERPA itself.

The production cross-sections of the signal processes are discussed in Subsection 2.2.3. The production cross-sections of the background processes whose event yields are taken from simulation are listed in Table 8.1.

### $b$-Associated Production

$b$-associated Higgs boson production ($bb\phi$) is the most promising signal process for the given analysis. As shown later in Figure 6.3, the transverse momentum spectra of the final-state leptons contain a large fraction which is either too soft or outside the detector coverage. In order to reduce the statistical uncertainty for the selected events, the 2LepEF GEF is applied after the event generation step, requiring the presence of two light leptons that each fulfill a pseudo-rapidity cut of $|\eta| < 3$ and have a minimum transverse momentum value of 5(10) GeV for muons (electrons).

The process is modeled at LO by SHERPA\textsuperscript{8}, and the PDFs from MSTW2008 at LO have been used. Only the $CP$-odd boson is simulated\textsuperscript{9}, and the $\tan\beta$ value is not varied for the different scenarios examined within this thesis because the differences in the shapes of distributions are negligible. Therefore, one to three $A^0$ templates for different $m_{A^0}$ values are combined and the event yields are appropriately scaled to reproduce the Minimal Supersymmetric Standard Model (MSSM) scenario to be probed. As mentioned in Subsection 2.2.2, the one-loop and most important two-loop corrections are taken into account for the prediction of the production cross-section.

The Santander matching scheme [166] is used for combining two ways of treating the incident $b$-quarks in the calculation of the production cross-section: The five-flavor scheme (5FS) takes the incident $b$-quarks from a $b$-quark PDF, while the four-flavor scheme (4FS) prediction includes the $b$-quark production in the signal process. For larger Higgs boson masses, the 4FS suffers from large logarithms. The 5FS ($\sigma^{5FS}$) prediction at NNLO from $bbH@NNLO$ [79] and the 4FS prediction ($\sigma^{4FS}$) from Ref. [80] at NLO are therefore weighted by a factor $w$ according to the Higgs boson mass ($m_H$):

$$\sigma_{\text{Santander}} = \frac{\sigma^{4FS} + w\sigma^{5FS}}{1 + w} \quad w = \ln \frac{m_\phi}{m_b} - 2.$$  \hfill (4.11)

### Gluon Fusion

The Higgs boson production from gluon fusion ($gg \rightarrow \phi$) exhibits a softer Higgs boson transverse momentum spectrum than $b$-associated Higgs boson production because there are no recoiling objects at leading order. POWHEG [167, 168] is used for the ME calculation at NLO, and PYTHIA, for the PS. POWHEG uses modified shower generators that always consider the hardest emission first ($p_T$ ordering). The matching scheme therefore does not

\textsuperscript{8}with up to three additional partons

\textsuperscript{9}The $b$-quarks are treated as massless quarks for the central cross-section value, so the couplings are identical for scalar and pseudo-scalar Higgs bosons. The difference between the results for massless and massive $b$-quarks is small, as shown in Subsection 8.1.2.
need to consider other emissions, and negative event weights are avoided. In contrast to the CKKW matching method, color connections in soft emissions are respected [167].

The Higgs boson transverse momentum spectrum is subject to sizable higher-order corrections. A reweighting technique is therefore used to reproduce the spectrum to NNLO+next-to-next-to-leading logarithm (NNLL) accuracy, obtained from HqT [169]. Squark loops are neglected. The NNLO cross-section is approximated by scaling the Standard Model (SM) cross-section contributions from the t-quark and the b-quark loops and their interference term by the appropriate coupling modifications for the MSSM at NLO from HIGLU [77]. For the t-quark loop contribution, the NNLO corrections from ggH@NNLO [78] have also been taken into account [29].

In preparation of an update to Ref. [29], the contributions from third-generation squark loops, NNLO contributions involving t-quarks, and the supersymmetric correction to the light-quark contribution have been calculated for the $m_{A_0}^{\text{max}}$ scenario. The evaluation was performed [170] with the POWHEG-Box framework [171], based on POWHEG, and SusHi [172] at a center-of-mass energy of 8 TeV. For the lightest CP-even Higgs boson, the contributions from squarks and electroweak corrections have an effect of at most 2% on the production cross-section for $110 \text{ GeV} < m_A < 1000 \text{ GeV}$, while the impact on the heavier CP-even Higgs boson grows to about 5% for small values of $\tan \beta \approx 5$. The variations are for a center-of-mass energy of 7 TeV are expected to be similar, so they are covered by the cross-section uncertainties assumed in Subsection 8.1.1.

### Z/γ*+Jets

The production of Z/γ* bosons with or without additional jets is the most important background to the search channel investigated within this thesis. The dominant production modes are shown in Figure 4.3. The $Z/\gamma^* \rightarrow ee$ and $Z/\gamma^* \rightarrow \mu\mu$ processes can be efficiently rejected by selecting only events with exactly one electron and one muon that pass the identification criteria or by requiring a large amount of missing transverse energy. As described later, the $Z/\gamma^* \rightarrow \tau\tau$ background represents an irreducible background, which can only be discriminated against by reconstructing the invariant di-τ mass ($m_{\tau\tau}$) and by exploiting the different flavor composition of the associated jets in $b$-associated Higgs boson production.

While the natural width of the Z boson is $(2.4952 \pm 0.0023) \text{ GeV}$ [21] and the lepton $p_T$ resolutions are $1.5 - 3\%$, the presence of neutrinos from τ lepton decays increases the reconstructed width of the Z boson resonance, so the corresponding root mean square (RMS) is about 25 GeV (see Section 5.3). Because the $m_{\tau\tau}$ mass resolution degrades with increasing boson masses, the separation of neutral Higgs bosons and Z bosons improves slowly with the hypothetical Higgs boson mass.

Both a PYTHIA dataset and a dataset with ME calculation from Alpgen and PS simulation from HERWIG (shower) in conjunction with Jimmy [173] (hadronization and UE)\(^\text{10}\) have

\(^{10}\text{henceforth referred to as HERWIG+Jimmy}\)
been used. The overlap between additional emissions in the ME and the PS is removed, using the MLM matching scheme. Previous studies have concluded that both generators are equally reliable in predicting the \( p_T \) spectrum of the \( Z \) boson, but that Alpgen can predict the properties of additional (hard) jets more accurately. The ME is calculated at NLO in Alpgen, while the ME calculation at LO in Pythia is reweighted to NLO.

\( t \)-Quark Pair Production

\( t \)-Quark pairs are mainly produced in the processes shown at tree level in Figure 4.4. In the search for \( b \)-associated Higgs boson production, \( t\bar{t} \) production constitutes an important background when selecting events with a \( b \)-jet. \( t \)-quarks have only been observed to decay in the \( t \to qW^+ \) modes, whose dominant contribution with \((91 \pm 4\%)\) is the process \( t \to bW^+ \) [21].

The \( b \)-quarks in the final state can be used for discrimination against other processes. A large mean jet multiplicity (also the decays of the \( W \) bosons) and hard spectra of the jets and leptons dominate the detector signature. As the final-state leptons do not originate from a di-\( \tau \) resonance, the \( m_{\tau\tau} \) spectrum of \( t\bar{t} \) events is flat.

In the analysis presented within this thesis, \( t\bar{t} \) events are generated with two NLO generators: MC@NLO in conjunction with HERWIG+Jimmy for the simulation of the ME and PS, UE, and hadronization, respectively, while POWHEG with HERWIG+Jimmy is used to assess the theoretical uncertainty related to the description of kinematic distributions in the generation step (see Subsection 8.2.3). A GEF requiring at least one of the \( W \) bosons to decay via \( W^- \to \ell\bar{\nu}_\ell \) is applied in order to enhance the fraction of events with isolated leptons, which are required by the analysis (see Section 6.1).

MC@NLO uses a modified subtraction scheme [151], which performs a resummation of large logarithmic terms in the generation which is consistent with the resummation used in the PS generator. This procedure results in events with positive and negative weights, so a larger dataset is required to achieve the same level of statistical uncertainty when compared to event generation with equal weights.

Single \( t \)-Quark Production

The production of single \( t \)-quarks contributes significantly to samples requiring the presence of an identified \( b \)-jet. Like in \( t\bar{t} \) events, the reconstructed objects in single \( t \)-quark production exhibit large momenta and lead to a rather flat shape of the contribution to the \( m_{\tau\tau} \) distribution.

Three tree-level processes contribute to the production of single \( t \)-quarks (see Figure 4.5): the exchange of a \( W \) boson in the \( s \)- (3.9 pb at NLO [151]) and \( t \)-channels (58.7 pb at NLO [151]) and the production in association with a \( W \) boson (\( Wt \), 13.1 pb at NLO [151]). The latter constitutes the largest contribution to the selected single \( t \)-quark production events in this thesis (96.7 \% in a sample without \( b \)-jets and 99.5 \% for exactly one tagged \( b \)-jet) for
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Figure 4.5.: Dominant tree-level Feynman diagrams for single $t$-quark production.

Figure 4.6.: Contributing Feynman diagrams of $Wt$ processes, differing in the role of the incident $b$-quark ($b$). While heavy flavor production is unambiguous at LO (left), the matching scheme [174] used in AcerMC is needed to avoid the double-counting of flavor production processes from gluon splitting in the NLO diagram (middle) and the $b$-quark PDF (right).

two reasons: This process contains one strong vertex in addition to the $Wtb$ vertex, rather than another electroweak vertex. Furthermore, the abundance of energetic gluons in reactions with soft $b$-quarks enables the production of $t$-quarks despite their large mass.

When using a NLO ME calculation, the $b$-quark in the initial states of the $t$-channel and $Wt$ processes can be viewed as either an initial-state parton or as stemming from an energetic gluon splitting into a $b$-quark pair (see Figure 4.6). The latter case is indistinct from the emission of ISR, so a matching scheme [174] is derived from the DGLAP evolution equations (see Subsection 4.1.1) to remove the overlap, again leading to a fraction of events which are assigned negative weights. This scheme is implemented in AcerMC, which is used for the generation of all single $t$-quark production processes.

Di-Boson Production

Because of their decay modes involving leptons and also heavy quarks, gauge boson pairs also contribute to the di-lepton samples analyzed within this thesis. The corresponding $m_{\tau\tau}$ distribution is rather flat in shape for lack of particles decaying to a pair of vector bosons.

While all gauge boson combinations with a total charge of zero or one elementary charge can be produced in quark pair annihilation (see leading-order contributions in Figure 4.7), $W$ boson pairs and $Z$ boson pairs can also be produced from gluon pairs (see Figure 4.8). For the case of $W$ boson pairs, this contribution makes up 2.9% of the total cross-section [175], while the loop-induced production of $Z$ boson pairs is negligible. For the analysis of the sample without $b$-tagged jets, quark-induced processes are simulated in MC@NLO, while $GG2WW$ [176] has been used for gluon-induced production. The same UE and hadronization configuration as in the production of $t\bar{t}$ events with MC@NLO is used for both programs. The PDF CT10 is used for the MC@NLO datasets, CTEQ6m for the $GG2WW$ datasets, and MRST2007 LO**
for the \textsc{Herwig} datasets. These datasets provide a more accurate description of di-boson backgrounds than the \textsc{Herwig} datasets used for the sample with one $b$-tagged jet.\footnote{The decision for \textsc{Herwig} in the sample with one $b$-tagged jet had already been finalized when the use of the MC@NLO and GG2WW was proposed for the sample without $b$-tagged jets. The difference in the sample with one $b$-tagged jet kinematics is negligible because of its low acceptance of di-boson events.}

A GEF is applied to the GG2WW (\textsc{Herwig}) datasets, requiring at least one lepton with a transverse momentum above 10 GeV within the pseudo-rapidity range $|\eta| < 2.7(2.8)$.

**$W$+Jets**

$W$ bosons are produced in similar processes as $Z$ bosons, and the same Alpgen configuration is used as for the $Z/\gamma^* +$ Jets background. Despite the large production cross-section, this background plays a minor role: Only single leptons are produced by $W$ boson decays, so either another lepton must be produced in the decay of a heavy quark or another object be misidentified as a lepton. Because of a strong rejection of non-isolated muons and other objects producing similar detector signatures (see Section 6.1), the $W\rightarrow \mu\nu\mu$ + jets process dominates. In order to describe $W$ boson production in association with jets, Alpgen is used.

**Multi-Jet Background**

The large production cross-section ($\mathcal{O}(100\text{mb})$) makes multi-jet events another important background—despite a very low acceptance for lepton candidates from multi-jet events and a good suppression by the consequent analysis cuts.

This combination leads to large uncertainties when estimating the multi-jet background from a MC dataset of a realistic size. The present analysis therefore uses a purely data-driven approach for the multi-jet contribution.

### 4.2. Detector Simulation, Pileup, Underlying Event

In order to imitate real collision events, the hadronization step is followed by simulating the interactions of all particles with the detector. In order to reflect the concurrent interactions
(in the same as well as in previous bunch crossings), the energy deposits from multiple inter-
actions are overlaid. The resulting event takes the proton remnants and other backgrounds into account.

The complete set of energy deposits is then passed through the hit digitization, whose output is of the same format as the real detector output. The various reconstruction and identification algorithms are then applied to the event using the Athena framework [177], which is based on the Gaudi framework [178].

The following Subsections represent only a rough overview. More details can be found in Ref. [179].

4.2.1. Detector Simulation

In order to accurately reproduce the detector response, a detailed detector model exists [179] for use with Geant4 [180]. All active and passive material is included, and the placement inaccuracies of the various components (misalignment) are taken into account.

Geant4 thus models the interactions of particles from pp collisions and other sources with the detector. This step consumes about 95% of the simulation time per event [179]. The detector response is then simulated in the digitization step (see Subsection 4.2.4).

4.2.2. Pileup

As mentioned in Section 3.1, the interaction rate is much larger than the bunch crossing rate, and the time between bunch crossings is smaller than the time resolution of several sub-detectors. Both aspects are taken into account by simulating additional, overlapping interactions whose signals are synchronous (in-time) with those from the primary interaction or shifted (out-of-time) after digitization.

4.2.3. Underlying Event

The particles from the UE undergo non-perturbative interactions, whose impact is parameter-
ized within Jimmy and within Pythia. The parameters are fixed in the AUET2B LO** [181] and Perugia 2011 [182] tunes—the former is used as default.

Additional contributions from background radiation and beam-gas interactions are also considered before the digitization step.

4.2.4. Digitization, Reconstruction

Given the thorough knowledge of the real detector response from performance studies, the simulated energy deposits can be translated into a detector response, which can then be subjected to the downstream processing of raw data: The reconstruction and identification procedures are identical for collision data and simulated events.

Both steps exhibit significant dependencies on the run conditions present during the represented data-taking period. In-time and out-of-time pileup affect the performance in various ways. Tolerable detector defects, which do not require vetoing all events from the respective data-taking period, mainly impact efficiency and resolution values. Simulated data must therefore reproduce the fraction of collision-data events taken at a given instantaneous luminosity and detector status as accurately as possible. Residual discrepancies can then be compensated by weighting simulated events according to various kinematic properties (see Section 6.1).
The searches for Minimal Supersymmetric Standard Model (MSSM) Higgs bosons using 4.7 fb$^{-1}$ to 4.8 fb$^{-1}$ of ATLAS data, including the analysis detailed within this thesis, have been combined and published [10]. Section 5.1 summarizes these searches, and Section 5.2 presents an overview over the analysis strategy followed within this thesis for $e\mu$ final states. Section 5.3 explains the mass reconstruction technique employed by this analysis, which allows for the discrimination of events according to the reconstructed Higgs boson candidate mass.

5.1. Searches for Neutral Higgs Bosons in the MSSM with ATLAS

As outlined in Subsection 2.2.3, Higgs boson production in association with $b$-quarks or from gluon fusion offer the largest discovery potential in the MSSM with $\tan \beta$ values significantly larger than 1 (as well as in other type-II models with two Higgs fields and enhanced Higgs boson couplings to down-type fermions). Subsequent decays to $\tau$ lepton pairs, which have a very clean detector signature, are also enhanced, making their observation feasible. Final states with only hadronic ($\tau_{\text{had}}\tau_{\text{had}}$ channel), one leptonic in combination with one hadronic ($\tau_{\text{lep}}\tau_{\text{had}}$ channel), and only leptonic ($\tau_{\text{lep}}\tau_{\text{lep}}$ channel) charged decay products are considered separately. This strategy allows to account for the different background compositions of the channels in 4.7 fb$^{-1}$ of ATLAS data. In order to better select events with $b$-associated Higgs boson production and with gluon fusion, each channel is divided into a $b$-tagged and a $b$-vetoed sample according to the jet content of the respective events. The event selection of the $\tau_{\text{had}}\tau_{\text{had}}$ ($\tau_{\text{lep}}\tau_{\text{had}}$) channels contain a veto against events with one (two) light leptons in the final state to avoid double-counting of events across channels. Higgs boson decays to muon pairs have also been considered ($\mu\mu$ channel), again with separate $b$-tagged and $b$-vetoed selections and 4.8 fb$^{-1}$ of collision data. Because of the good mass resolution for muon pairs, the $\mu\mu$ channel contributes to the combined sensitivity—despite the much larger coupling of Higgs bosons to $\tau$ leptons.

The $\tau_{\text{lep}}\tau_{\text{lep}}$ and $\tau_{\text{lep}}\tau_{\text{had}}$ selections have been optimized with respect to the expected exclusion for Higgs boson masses near $m_{A_0} = 120$ GeV ($m_{A_0} = 130$ GeV for the $\mu\mu$ channel), while the $\tau_{\text{had}}\tau_{\text{had}}$ selection has been optimized for $m_{A_0} = 300$ GeV. Low $p_T$ thresholds on electrons and muons (compared to $\tau_{\text{had}}$ candidates) matter most for low Higgs boson masses, so the $\tau_{\text{lep}}\tau_{\text{lep}}$ contributes most significantly in this region.

The event selections of the other channels and their contributions to the combined sensitivity are discussed in more detail in Section 9.4.

As no significant excess of signal-like events has been observed across the mass range $90 \text{ GeV} < m_{\phi} < 500 \text{ GeV}$, the results have been combined to obtain 95% CL upper limits on $\tan \beta$ in the $m_{h_0}^{\text{max}}$ scenario of the MSSM and on the four combinations of production cross-section times branching fraction $\sigma(bb\phi$ or $gg \rightarrow \phi) \times \text{BR(}\phi \rightarrow \tau\tau$ or $\mu\mu$) (see Section 9.4).
5.2. The \( \tau_{\text{lep}} \tau_{\text{lep}} \) Channel

Among the \( \tau_{\text{lep}} \tau_{\text{lep}} \) decay modes, both the same-flavor modes \((\phi \rightarrow \tau_\ell \tau_\ell)\) and the different-flavor modes have initially been taken into account. Even though same-flavor signal events are as abundant as different-flavor signal events, the contribution from the \( Z/\gamma^* \rightarrow e\mu \) backgrounds is considerable and hard to suppress for these decay modes, spoiling the signal-to-background ratio and, ultimately, the sensitivity. Therefore, only the \( \tau_\ell e \tau_\mu \) final state is considered within this thesis.

An event preselection is applied, requiring exactly one electron and muon (see Section 6.1 for details), whose electric charges must add up to zero and whose invariant mass must be at least 30 GeV. This cut has been adopted from the Standard Model (SM) Higgs boson search [183]. It removes the flank of the Drell-Yan continuum and several low-mass resonances.

A cut-based selection has been optimized with respect to the MSSM signal hypothesis \( m_{A^0} = 120 \text{ GeV}, \tan \beta = 20 \), assuming the \( m_{h^0}^{\text{max}} \) scenario. This hypothesis corresponds to a total signal cross-section\(^1\) of about 3.3 pb and \( m_{A^0} \approx m_{h^0} = 118.2 \text{ GeV}, m_{H^0} = 132.0 \text{ GeV} \). 58% of the signal cross-section pertain to \( \tau \ell \rightarrow \ell \ell \rightarrow \ell \ell \), where the contributions of the \( h^0 \) and \( A^0 \) bosons dominate (about 96% of \( b\phi \rightarrow \tau \tau \rightarrow \ell \ell \)). For gluon fusion, the cross-section share of the \( h^0 \) and \( A^0 \) bosons is about 80%.

The expected significance values \((S_i)\) are calculated from the expected signal yields \( S_i \) and background yields \( B_i \) in two samples \((i)\):

\[
S_i = 2 \left( \frac{(S_i + B_i)}{B_i} \ln \left( \frac{1 + \frac{S_i}{B_i}}{S_i} \right) - S_i \right),
\]

and the expected significance values are added in quadrature.

The samples are defined by the jet content\(^2\) of the respective events as either events with exactly one tagged \( b \)-jet (called \( b \)-tagged events) or events without tagged \( b \)-jet (called \( b \)-vetoed events), according to the flavor tagging algorithm MV1 [184], which is explained in Subsection 6.1.4.

Figure 5.1 shows the kinematic properties of \( b \)-jets in simulated events with \( b \)-associated Higgs boson production. A looser set of cuts\(^3\) is applied on particle-level (compared to the preselection of the analysis) in order to illustrate the soft transverse momentum spectra. The \( p_T \) spectrum requires the selection of soft \( b \)-jets to maintain a high selection efficiency for such events. Because of the \( p_T \) threshold \((p_{T, b\text{-jet}} > 20 \text{ GeV})\) applied to jets and the limited tracker coverage of \(|\eta| < 2.5\), at most 15% of events with \( b \)-associated Higgs boson production can be expected to contain detectable \( b \)-jets. Only a minuscule fraction of gluon fusion events is expected in the \( b \)-tagged sample because of a low \( b \)-jet multiplicity and a good rejection of light jets (see Subsection 6.1.4).

The following discriminating variables have been considered for the selection:

- the transverse momentum of the di-lepton system \((p_{T}(e\mu))\),
- the scalar sum of the transverse momenta of jets \( H_T = \sum_{\text{jet}} p_{T,i} \),
- the scalar sum of the transverse momenta of the leptons and the missing transverse energy \((E_T^{\text{miss}} + p_{T,e} + p_{T,\mu})\).

\(^1\)including the decay branching ratios \( \phi \rightarrow \tau \tau \rightarrow \ell \ell \)
\(^2\)taking into account jets with transverse momenta \( p_{T,jet} > 20 \text{ GeV} \) and pseudo-rapidity values in the range \(|\eta_{jet}| < 2.5\)
\(^3\)requiring an electron and a muon of opposite charge and with \( p_{T,\ell} > 2 \text{ GeV} \), a jet \( p_T \) threshold of 10 GeV, and a minimal separation of electrons, muons, and jets of \( \Delta R > 0.2 \)
5.2 The $\tau_{lep}\tau_{lep}$ Channel

Figure 5.1.: Jet properties in signal events with $b$-associated Higgs boson production and gluon fusion after the $e\mu$ particle-level selection, normalized to unity. The Figures pertain to anti-$k_t$ jets with $R = 0.4$, reconstructed from the hadrons in simulated events.
Figure 5.2.: Normalized distributions of the variables used within the selection, drawn after the preselection for the $b$-tagged and $b$-vetoed samples.
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Figure 5.3.: Normalized distributions of the variables used within the selection (top line) and additional variables (bottom two lines), drawn after the preselection for the $b$-tagged and $b$-vetoed samples.
• the transverse opening angle between the leptons ($\Delta \phi_{e\mu}$),
• the combination of the transverse opening angles between the lepton directions and the direction of the missing transverse energy ($\sum_{\ell=e,\mu} \cos \phi_{\ell T}^{miss}$),
• the asymmetry between the scalar transverse momenta of the leptons ($\frac{|p_{eT} - p_{\mu T}|}{p_{eT} + p_{\mu T}}$),
• the $E_T^{miss}$ significance with respect to all calibrated objects (see Subsection 6.1.6) of the event for the $b$-vetoed selection $\left( \frac{E_T^{miss}}{0.5 \sum_{E_T^{calibrated}} E_T} \right)$, and
• the transverse momentum of the Higgs boson candidate $p_T(e\mu E_T^{miss}) = (\vec{p}_e + \vec{p}_\mu + \vec{p}_T^{miss})_T$ for the $b$-vetoed selection.
The di-lepton invariant mass has not been considered because of strong correlations with the Higgs boson candidate mass ($m_{\text{MMC}}$). The shapes of the distributions of the reconstructed variables are shown in Figures 5.2 through 5.5 to illustrate their discriminating power against other electroweak backgrounds. As a preselection, exactly one electron and one muon of opposite charge and with an invariant mass ($m_{e\mu}$) of more than 30 GeV are required (see Subsection 6.2.1) in addition to a $b$-jet veto or the presence of exactly one $b$-jet.

The distributions for signal and background events are much more similar in shape for the $b$-vetoed sample than for the $b$-tagged sample—a consequence of the different flavor content of the various backgrounds: Events containing $t$-quark decays are produced at a much higher rate than signal events and are very likely to have $b$-tagged jets. Therefore, they dominate the $b$-tagged sample at the preselection stage (92% of all expected background events)\textsuperscript{5}. In the $b$-vetoed sample, $Z/\gamma^* \rightarrow \tau\tau$ events contribute 68% of the expected background events at the preselection stage. The selection cuts (see Chapter 6) are also optimal for the expected limit\textsuperscript{6} for $m_A = 120$ GeV, $\tan\beta = 20$ as figure of merit.

Among the selection variables, $E_{\text{miss}} + p_{\text{T},e} + p_{\text{T},\mu}$ (see Figure 5.2) plays a special role: An upper cut is imposed, which is very efficient only in selecting signal events with low Higgs boson masses, while the decay of heavy Higgs bosons produces significantly harder lepton (and thus $E_{\text{miss}} + p_{\text{T},e} + p_{\text{T},\mu}$) spectra (see Figure 6.10 as well as Tables 6.7 and 6.9). Because no other selection variables can substitute its discriminating power and because this analysis contributes most for low Higgs boson masses (compared to the $\tau_{\text{lep}}\tau_{\text{had}}$ and $\tau_{\text{had}}\tau_{\text{had}}$ channels), this inefficiency is unavoidable.

It is possible to restrict the jet definition in $H_T$ to rely only on central jets ($|\eta| < 2.4$), whose original interaction can be identified using the technique described in Subsection 6.1.4. The resulting variable ($H_{\text{T}}^{\text{JVF}}$) is shown in Figure 5.5. However, the optimization favors the more general definition used in $H_T$, and the large $H_T$ threshold effectively mitigates the influence of additional jets from pileup interactions.

### 5.3. Reconstruction of Di-$\tau$ Invariant Mass

In the presence of the irreducible $Z/\gamma^* \rightarrow \tau\tau$ background, the di-$\tau$-invariant mass ($m_{\tau\tau}$) is the logical choice as final discriminant because it corresponds to the (unknown) Higgs boson mass(es). In order to investigate the presence of one or more narrow di-$\tau$ resonances on top of the various backgrounds, an accurate $m_{\tau\tau}$ reconstruction is crucial for the sensitivity.

Because each $\tau$ lepton decay involves one (for hadronic decays) or two (for leptonic decays) neutrinos, which cannot be directly detected, an unambiguous $m_{\tau\tau}$ reconstruction requires additional assumptions. The primary assumption states that sources of missing transverse momentum other than the momenta of the neutrinos from the $\tau$ lepton decays are negligible. In this case, the missing transverse momentum can be interpreted as the vectorial sum of the transverse momenta of the neutrinos. The following discussion assumes the case of two

---

\textsuperscript{4}dominated at this stage by $Z/\gamma^* \rightarrow \tau\tau$ ($t\bar{t}$) in the $b$-vetoed ($b$-tagged) sample; the composition at the various stages of the selection is discussed in Section 6.2

\textsuperscript{5}including the multi-jet background

\textsuperscript{6}the factor by which the predicted cross-section has to be scaled to obtain an expected exclusion at a CL of 95%
Figure 5.5.: Normalized distributions of additional variables, drawn after the preselection for the $b$-tagged and $b$-vetoed samples.

(different-flavor) final state leptons ($\tau_e \tau_\mu$). $m_{\tau\tau}$ can be calculated in similar ways for $\tau_{\text{lep}} \tau_{\text{had}}$ and $\tau_{\text{had}} \tau_{\text{had}}$ decays.

Neglecting the invariant mass $(m_{\nu\nu\nu\nu\nu})$ and $z$-component of the momentum $(p_z)$ of the neutrino system defines the effective mass ($m_{\tau\tau}^{\text{eff}}$). The effective mass is thus calculated as the invariant mass of the sum of the missing transverse momentum four-vector and the lepton four-vectors. Though this mass reconstruction technique yields a result for any preselected event, the resulting $m_{\tau\tau}^{\text{eff}}$ value depends on the momentum of the Higgs boson and how this momentum is distributed among the final state particles. The neglected terms $p_z$ and $m_{\nu\nu\nu\nu\nu}$ lead to lower results for $m_{\tau\tau}^{\text{eff}}$ than the true di-$\tau$ invariant mass $m_{\tau\tau}^{\text{true}}$ even for perfectly well-measured lepton and neutrino momenta. It has been used as final discriminant in the predecessor [13] to the present analysis.

Instead of assuming $m_{\nu\nu\nu\nu\nu} = p_z = 0$, the collinear mass ($m_{\tau\tau}^{\text{coll}}$) [185] exploits the large momenta of the $\tau$ leptons, which result from $m_{\tau\tau}^{\text{true}} \gg m_{\tau}$ for $Z$ bosons and Higgs bosons. In consequence, the momenta of each $\tau$ lepton and its invisible decay products are assumed to be collinear with that of the charged lepton in the final state, as depicted in Figure 5.6. This assumption is called the collinear approximation.

This method decomposes the missing transverse momentum vector into two components along the directions of the lepton momenta, so the mass resolution deteriorates if the transverse opening angle between the two final state leptons gets close to either 0 or $\pi$. In general, the collinear mass reconstruction performs best when the di-$\tau$ resonance recoils against other objects, such as additional jets in the event.

The di-$\tau$ invariant mass in the collinear approximation can be reconstructed from the invariant mass of the sum of the four-momenta of the electron and the muon ($m_{e\mu}$) as:

$$m_{\tau\tau}^{\text{coll}} = m_{e\mu} \sqrt{x_1 x_2}$$

(5.2)
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The visible momentum fractions \( x_i \) of the di-τ leptons are:

\[
\begin{align*}
    x_1 &= \frac{\mathbf{P}_{\tau,1}}{\mathbf{P}_{T,\tau}} = \frac{\mathbf{p}_{\mu,x} p_{e,y} - \mathbf{p}_{\mu,y} p_{e,x}}{\mathbf{p}_{\mu,x} p_{e,y} + \mathbf{p}^{\text{miss}}_{e,y} p_{e,x} - \mathbf{p}^{\text{miss}}_{\mu,y} p_{e,x}} \\
    x_2 &= \frac{\mathbf{P}_{\tau,2}}{\mathbf{P}_{T,\tau}} = \frac{\mathbf{p}_{\mu,x} p_{e,y} - \mathbf{p}_{\mu,y} p_{e,x}}{\mathbf{p}_{\mu,x} p_{e,y} - \mathbf{p}^{\text{miss}}_{\mu,y} p_{e,x} + \mathbf{p}^{\text{miss}}_{\mu,y} p_{e,x}}.
\end{align*}
\]  

In cases where \( x_1 x_2 < 0 \), the collinear mass is undefined, leading to an inefficiency of the mass reconstruction. This inefficiency and the di-τ mass resolution depend on the true invariant di-τ mass and the transverse momentum of the di-τ system.

It is, however, also possible to drop the assumption of collinearity by use of the missing mass calculator (MMC) technique \cite{186}: This introduces three degrees of freedom\(^7\) per leptonically decaying τ lepton (index \( i = 1, 2 \); mass \( m_\tau \)): The spatial direction \( (\phi_{\nu\nu,i}, \theta_{\nu\nu,i}) \) and the invariant mass \( m_{\nu\nu,i} \) of each \( \nu_\tau \nu_\ell \) system. A full reconstruction of the event therefore involves solving a set of four equations for eight unknowns:

\[
\begin{align*}
    E_x^{\text{miss}} &= \mathbf{p}_{\nu\nu,1} \sin \theta_{\nu\nu,1} \cos \phi_{\nu\nu,1} + \mathbf{p}_{\nu\nu,2} \sin \theta_{\nu\nu,2} \cos \phi_{\nu\nu,2} \\
    E_y^{\text{miss}} &= \mathbf{p}_{\nu\nu,1} \sin \theta_{\nu\nu,1} \sin \phi_{\nu\nu,1} + \mathbf{p}_{\nu\nu,2} \sin \theta_{\nu\nu,2} \sin \phi_{\nu\nu,2} \\
    m_\tau^2 &= m_{\nu\nu,1}^2 + m_{\ell,1}^2 + 2 \sqrt{p_{\ell,1}^2 + m_{\ell,1}^2} \sqrt{p_{\nu\nu,1}^2 + m_{\nu\nu,1}^2} \\
    &\quad - 2 p_{\ell,1} \mathbf{p}_{\nu\nu,1} \cos \Delta \theta_{(\nu\nu,1),1} \\
    m_\tau^2 &= m_{\nu\nu,2}^2 + m_{\ell,2}^2 + 2 \sqrt{p_{\ell,2}^2 + m_{\ell,2}^2} \sqrt{p_{\nu\nu,2}^2 + m_{\nu\nu,2}^2} \\
    &\quad - 2 p_{\ell,2} \mathbf{p}_{\nu\nu,2} \cos \Delta \theta_{(\nu\nu,2),2}.
\end{align*}
\]

\( E_x^{\text{miss}} \) and \( E_y^{\text{miss}} \) are the measured \( x \)- and \( y \)-components of \( E_T^{\text{miss}} \). \( \Delta \theta_{(\nu\nu,\ell),i} \) are the opening angles in addition to the momentum of the di-\( \nu \) system (\( \mathbf{p}_{\nu\nu,i} \)).

---

\(^7\)in addition to the momentum of the di-\( \nu \) system (\( \mathbf{p}_{\nu\nu,i} \)).
angles between $p_{\nu_{\mu,i}}$ and $p_{\ell_{\nu,i}}$ in the rest systems of the $\tau$ leptons. They can be calculated from the values in the lab frame by a Lorentz transformation.

This system of equations is under-constrained, but subject to well-known three-body decay kinematics, assuming unpolarized $\tau$ leptons. A probability is thus assigned, and the $m_{\tau\tau}$ value of the solution that best fulfills Eqs. (5.5) to (5.8) is registered in a histogram with equidistant binning, using the probability as a weight. The mass bin with the largest sum of weights is then taken as MMC mass ($m_{\tau\tau}^{\text{MMC}}$).

The MMC implementation used within this thesis, described in detail in Ref. [187], extends this procedure to better take into account the $E_{\text{miss}}$ resolution as largest source of uncertainty in the $m_{\tau\tau}^{\text{MMC}}$ computation. The above procedure is repeated for a grid of $(E_{\text{miss}}^x, E_{\text{miss}}^y)$ pairs that lie within three standard deviations of the measured $E_{\text{miss}}^T$ vector before selecting the best $m_{\tau\tau}^{\text{MMC}}$ value.

The three $m_{\tau\tau}$ definitions are compared for three Higgs boson mass hypotheses in Figure 5.7 for the $b$-tagged sample and in Figure 5.8 for the $b$-vetoed sample. The mean and RMS values of the distributions are summarized in Table 5.1 along with the efficiency of the mass reconstruction after the selection$^9$. The distributions in the $b$-tagged sample are narrower than those in the $b$-vetoed sample, and the reconstruction efficiencies for $m_{\tau\tau}^{\text{MMC}}$ and $m_{\tau\tau}^{\text{coll}}$ are larger in the $b$-tagged sample. In each case, the mean values follow $m_{\tau\tau}^{\text{eff}} < m_{\tau\tau}^{\text{MMC}} < m_{\tau\tau}^{\text{coll}}$, and the mean value for the collinear mass is significantly higher than the true Higgs boson mass. Also, the $m_{\tau\tau}^{\text{coll}}$ distributions have large tails, which are associated to a low efficiency of reconstructing a mass in the range from 0 to 480 GeV. Note that the analysis is not optimized for best separation and reconstruction efficiency of the collinear mass.

Taking into account the reconstruction efficiency and the separation between different Higgs boson masses in the crucial mass range between 90 and 150 GeV$^{10}$, the MMC constitutes the best available $m_{\tau\tau}$ definition.

---

$^8$to account for numerical imprecision

$^9$An upper cut of 480 GeV is also included in this number to remove the extended tail of the $m_{\tau\tau}^{\text{coll}}$ distributions.

$^{10}$where the signal and the $Z/\gamma^* \rightarrow \tau\tau$ backgrounds have a large overlap in all $m_{\tau\tau}$ distributions.
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Figure 5.7.: Comparison of $m_{\tau\tau}$ distributions after the $b$-tagged selection (excluding the requirement that a solution was found for $m_{\tau\tau}^{\text{MMC}}$) for the three definitions considered in the text, given for $b$-associated Higgs boson production, using three different mass hypotheses. The events for which a mass reconstruction technique fails (underflow) or yields a result above 480 GeV (overflow) are also considered in the normalization.
Figure 5.8.: Comparison of $m_{\tau\tau}$ distributions after the $b$-vetoed selection (excluding the requirement that a solution was found for $m_{\mathrm{MMC}}$) for the three definitions considered in the text, given for $b$-associated Higgs boson production (left) and for gluon fusion (right), using three different mass hypotheses. The events for which a mass reconstruction technique fails (underflow) or yields a result above 480 GeV (overflow) are also considered in the normalization.
Table 5.1.: Mean and RMS values of the $m_{\tau\tau}$ distributions for the MMC, the collinear mass, and the effective mass after the application of all selection cuts (excluding the requirement that a solution was found for $m^\text{MMC}_{\tau\tau}$). The efficiency of $m^\text{eff}_{\tau\tau}$ is exactly 1, as denoted by an asterisk (*).

<table>
<thead>
<tr>
<th>$m_\phi$</th>
<th>$m_{\tau\tau}$</th>
<th>Mean [GeV]</th>
<th>RMS [GeV]</th>
<th>$\varepsilon_{m_{\tau\tau}}$ in range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$m^\text{MMC}_{\tau\tau}$</td>
<td>108.4 ± 1.3</td>
<td>25.1 ± 1.0</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>$m^\text{coll}_{\tau\tau}$</td>
<td>119 ± 5</td>
<td>83 ± 3</td>
<td>0.890</td>
</tr>
<tr>
<td></td>
<td>$m^\text{eff}_{\tau\tau}$</td>
<td>76.3 ± 1.0</td>
<td>19.3 ± 0.7</td>
<td>1(*)</td>
</tr>
<tr>
<td>90</td>
<td>$bb\phi$</td>
<td>120</td>
<td>129.8 ± 0.8</td>
<td>29.7 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>$m^\text{MMC}_{\tau\tau}$</td>
<td>139 ± 2</td>
<td>81.3 ± 1.7</td>
<td>0.883</td>
</tr>
<tr>
<td></td>
<td>$m^\text{coll}_{\tau\tau}$</td>
<td>91.6 ± 0.6</td>
<td>22.5 ± 0.5</td>
<td>1(*)</td>
</tr>
<tr>
<td>120</td>
<td>$bb\phi$</td>
<td>150</td>
<td>147.3 ± 1.3</td>
<td>36.0 ± 0.9</td>
</tr>
<tr>
<td></td>
<td>$m^\text{MMC}_{\tau\tau}$</td>
<td>160 ± 3</td>
<td>85 ± 2</td>
<td>0.891</td>
</tr>
<tr>
<td></td>
<td>$m^\text{coll}_{\tau\tau}$</td>
<td>99.6 ± 0.8</td>
<td>23.3 ± 0.6</td>
<td>1(*)</td>
</tr>
<tr>
<td>150</td>
<td>$b$-TAGGED SAMPLE</td>
<td>90</td>
<td>$bb\phi$</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>$m^\text{MMC}_{\tau\tau}$</td>
<td>132.7 ± 1.5</td>
<td>103.6 ± 1.1</td>
<td>0.818</td>
</tr>
<tr>
<td></td>
<td>$m^\text{coll}_{\tau\tau}$</td>
<td>76.6 ± 0.3</td>
<td>20.2 ± 0.2</td>
<td>1(*)</td>
</tr>
<tr>
<td>90</td>
<td>$bb\phi$</td>
<td>120</td>
<td>126.8 ± 0.3</td>
<td>34.98 ± 0.19</td>
</tr>
<tr>
<td></td>
<td>$m^\text{MMC}_{\tau\tau}$</td>
<td>152.5 ± 0.9</td>
<td>107.4 ± 0.7</td>
<td>0.782</td>
</tr>
<tr>
<td></td>
<td>$m^\text{coll}_{\tau\tau}$</td>
<td>90.21 ± 0.18</td>
<td>24.13 ± 0.13</td>
<td>1(*)</td>
</tr>
<tr>
<td>120</td>
<td>$bb\phi$</td>
<td>150</td>
<td>147.6 ± 0.4</td>
<td>43.7 ± 0.3</td>
</tr>
<tr>
<td></td>
<td>$m^\text{MMC}_{\tau\tau}$</td>
<td>170.9 ± 1.3</td>
<td>111.8 ± 0.9</td>
<td>0.754</td>
</tr>
<tr>
<td></td>
<td>$m^\text{coll}_{\tau\tau}$</td>
<td>103.3 ± 0.3</td>
<td>28.7 ± 0.2</td>
<td>1(*)</td>
</tr>
<tr>
<td>150</td>
<td>$gg \rightarrow \phi$</td>
<td>90</td>
<td>103.1 ± 0.8</td>
<td>23.8 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>$m^\text{MMC}_{\tau\tau}$</td>
<td>126 ± 3</td>
<td>95 ± 2</td>
<td>0.846</td>
</tr>
<tr>
<td></td>
<td>$m^\text{coll}_{\tau\tau}$</td>
<td>76.5 ± 0.7</td>
<td>20.7 ± 0.5</td>
<td>1(*)</td>
</tr>
<tr>
<td>90</td>
<td>$gg \rightarrow \phi$</td>
<td>120</td>
<td>126.2 ± 0.8</td>
<td>32.6 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>$m^\text{MMC}_{\tau\tau}$</td>
<td>146 ± 3</td>
<td>96.4 ± 1.9</td>
<td>0.817</td>
</tr>
<tr>
<td></td>
<td>$m^\text{coll}_{\tau\tau}$</td>
<td>91.7 ± 0.6</td>
<td>24.9 ± 0.5</td>
<td>1(*)</td>
</tr>
<tr>
<td>120</td>
<td>$gg \rightarrow \phi$</td>
<td>150</td>
<td>149.0 ± 0.8</td>
<td>40.2 ± 0.6</td>
</tr>
<tr>
<td></td>
<td>$m^\text{MMC}_{\tau\tau}$</td>
<td>169 ± 2</td>
<td>101.3 ± 1.5</td>
<td>0.811</td>
</tr>
<tr>
<td></td>
<td>$m^\text{coll}_{\tau\tau}$</td>
<td>105.2 ± 0.6</td>
<td>29.1 ± 0.4</td>
<td>1(*)</td>
</tr>
</tbody>
</table>
6 Event Selection

This Chapter first summarizes the definitions of the detector signatures used within this thesis (Section 6.1) and then details the event preselection and the selection applied to the \( b \)-tagged and \( b \)-vetoed samples (Section 6.2).

6.1. Object Reconstruction

The analysis presented within this thesis relies on a thorough understanding of the reconstruction and identification of leptons, jets (including the identification of \( b \)-jets), and missing transverse energy in order to correctly estimate selection efficiencies and uncertainties of quantities derived from these objects, such as the final discriminant \( m_{\tau\tau}^{\text{MMC}} \).

In order to achieve a more accurate description of collision data by simulation, simulated events are weighted according to performance parameters, such as the average number of interactions that were simulated per bunch crossing, and to kinematic properties of reconstructed objects.

To adjust the simulated distribution of the average number of interactions per bunch crossing, which is crucial for the simulation of pileup, an event weight with a mean value of 1 and a root mean square (RMS) of 11.9% is applied. The weights are calculated in such a way that they also correct the fractions of simulated events pertaining to four groups of data-taking periods\(^1\) to match collision data. This is particularly important for the trigger simulation because the trigger menu changes according to the data-taking period. These second-order corrections allow a further reduction of systematic uncertainties related to simulation.

The performance of the measurements of the various detector signatures are summarized in Section 3.2.

6.1.1. Muons

For the reconstruction and identification of muons, input from the Inner Detector and from the Muon Spectrometer is used. Additional data from the calorimetry and the Inner Detector allows for the discrimination of isolated muon candidates: By imposing upper limits on the surrounding activity (tracks and energy deposits in the calorimeters), muons originating from hadron decays can be suppressed further.

Tracks from the Inner Detector and the Muon Spectrometer are combined in pairs, and a \( \chi^2 \) matching procedure selects the most likely combination, based on the track momentum vectors from the Inner Detector and from the Muon Spectrometer, taking into account the prevalent magnetic fields within the detector. The varying precision of the individual space points is considered by the algorithm, resulting in Statistically Combined (STACO) combined muon candidates [188].

The direction of the muon candidate is taken from the combined track as reconstructed, while the momentum and the energy are “smeared” with a Gaussian distribution for simulated muons, according to the individual and combined momentum and direction measurements.

\(^1\)The data-taking conditions are similar for each of these four groups: A–D, E–H, I–K, and L–M.
by the Inner Detector and Muon Spectrometer [189]. This correction slightly degrades the
momentum resolution in simulation (which is set to a value slightly better than the expected
performance), so the resolution of corrected muons better resembles the resolution measured
in collision data. The reconstruction efficiency is corrected by applying an event weight
that depends on the pseudo-rapidity and the azimuthal angle of the muon momentum. The
reconstruction efficiency from simulation is thus corrected by on average $-1.6\%$ with a RMS
of $2.0\%$. The efficiency of the isolation cuts has been verified in the context of Ref. [183].

The muon objects are chosen from the STACO data collection by application of the fol-
lowing cuts on the object properties:

- The transverse momentum of the muon candidate must exceed $10\, \text{GeV}$.
- The pseudo-rapidity of the combined track must be within the tracker coverage ($|\eta| < 2.5$).
- The candidate must have an Inner Detector and a Muon Spectrometer track associated
to it.
- In order to suppress muons from cosmic radiation further, the $z$-component of the point
of closest approach between the Inner Detector track of the muon and the proton beam
must not differ by more than $1\, \text{cm}$ from that of the primary vertex position.

Muon candidates are then subjected to a set of cuts that apply to the Inner Detector
track [189]:

- To guarantee correct vertex association and facilitate the removal of muons from cosmic
rays, at least one hit must come from the Pixel B-layer if a hit is expected.
- There must be hits (or the respective sensors registered as non-operational) from at
least two Pixel layers and six semi-conductor tracker (SCT) sensor layers.
- There must be at most two layers of silicon sensors not registering a matching hit.
- The requirement on transition radiation tracker (TRT) hits depends on the pseudo-
arpidity of the combined track:
  - In the central TRT region ($|\eta| < 1.9$), there need to be at least six TRT hits that
    are rated good or outlier$^3$, with the latter group representing less than $10\%$ of the
    TRT hits.
  - In the forward TRT region ($|\eta| > 1.9$), there must be at most five TRT hits or
    outliers, or the outliers are required to represent less than $10\%$ of the TRT hits.

Muons are called isolated or anti-isolated according to tracking and calorimetry information
pertaining to cones around the muon direction: If the scalar sum of the transverse momenta of
tracks not matched to the muon candidate does not exceed $6\%$ of the transverse momentum
of the candidate (track isolation fraction) and other energy deposits in the calorimeters do
not exceed $4\%$ (calorimeter isolation fraction), the muon candidate is called isolated. Cone
radii of $\Delta R = 0.2$ ($0.4$) are used for calorimetric (track) isolation. Figure 6.1 shows a
comparison of the distributions of the isolation variables in signal events and collision data

\footnote{evaluated in $b\bar{b}, m_{\phi} = 120\, \text{GeV}$ and $t\bar{t}$ events}

\footnote{TRT hits from within the correct corridor through the TRT whose inclusion in the combined track fit would
lead to an unacceptable $\chi^2$ value [188].}
Figure 6.1.: Track (left) and calorimeter (right) isolation variables for muons that pass the identification cuts in the $bb\phi$, $m_\phi = 120$ GeV signal dataset and in collision data. Because the calorimeter calibration takes the mean noise and pileup levels into account, negative cell energy values (and thus negative calorimeter isolation fraction values) can arise.

Table 6.1.: Pileup offset per reconstructed primary vertex ($a$) for the three relevant pseudo-rapidity ranges [190]. Because the calorimeter calibration takes the mean noise and pileup levels into account, negative cell energy values (and thus negative calorimeter isolation fraction values) can arise.

<table>
<thead>
<tr>
<th>Pseudo-rapidity range</th>
<th>$a$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td>$1.05 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>$2.0 &lt;</td>
<td>\eta</td>
</tr>
</tbody>
</table>

before the application of the preselection cuts. Only muon candidates that pass all above criteria are considered, so the isolation criteria play an important role in the rejection of muons with large surrounding activity, such as muons from the multi-jet background, whose contribution is estimated by inverting the isolation criteria (see Subsection 7.1.2). Pileup effects are taken into special account for calorimetric isolation by subtracting an offset value $\Delta E_{\text{cone}20} = a(\eta) \cdot N_{\text{PV}}$, according to the number of reconstructed primary vertices $N_{\text{PV}}$ and the pseudo-rapidity of the muon candidate (see Table 6.1) [190].

6.1.2. Electrons

Electron candidates are reconstructed from calorimeter clusters and matching Inner Detector tracks (cluster-based reconstruction). Discrimination against jets and hadronically decaying $\tau$ leptons is achieved by exploiting differences in the shower evolution and by isolation requirements to avoid misidentified electron candidates. Sets of cuts with different prioritizations of reconstruction efficiency and rejection of misreconstructed electrons have been introduced

\textsuperscript{4}with at least two associated tracks
before Large Hadron Collider (LHC) collision data was available [188] and tuned based on the measured performance in collision data [136, 191]. In the present analysis, an electron object definition that emphasizes the rejection of misreconstructed electrons\(^5\) is used without modification to the identification criteria (see Ref. [192] for a summary). The reconstruction and identification efficiencies are corrected by applying the product of two event weights that each depend on the pseudo-rapidity and the transverse momentum of the electron candidate. The reconstruction efficiency from simulation is thus corrected by on average \(-1.7\%\) in \(b\bar{b}\phi, m_\phi = 120\) GeV events, and no mean correction results for \(t\bar{t}\) events. The RMS of the associated scale factor is \(2.7\%\) for \(b\bar{b}\phi, m_\phi = 120\) GeV events and \(2.2\%\) for \(t\bar{t}\) events. The efficiency of the isolation cuts has been verified in the context of Ref. [183].

The four-momentum of an electron candidate uses the precision of the directional measurement of the Inner Detector and the calorimetric energy measurement. The transverse momentum \(p_T\) is calculated from the pseudo-rapidity \(\eta\) and the total energy \(E\):

\[
p_T = \frac{E}{\cosh \eta}.
\]

The total energy is then corrected, according to the recipe described in Ref. [193]:

- The energy is calibrated for electron candidates from collision data by a factor that depends on the energy and on the nominal pseudo-rapidity and azimuthal angle of the point at which the electron enters the calorimeter, accounting for an inhomogeneous detector response.
- The energy for electrons from simulation and from collision data with nominal pseudorapidities in the range \(1.42 < |\eta| < 1.55\) is corrected upwards by \(5 - 10\%\). Because electrons from the core of the barrel–endcap transition region of the electromagnetic calorimeter are not taken into account (see below), the correction is effective only in the range \(1.52 < |\eta| < 1.55\).
- For electron candidates from simulation, the energy is additionally “smeared” with a Gaussian distribution to reproduce the energy resolution in collision data.

Subsequently, the following selection cuts are applied to the electron candidates:

- The transverse momentum of the electron candidate must exceed 15 GeV.
- The pseudo-rapidity of the track must be within the tracker coverage \(|\eta| < 2.47\).
- Electrons from the barrel–endcap transition region of the electromagnetic calorimeter (with nominal pseudo-rapidities in the range \(1.37 < |\eta| < 1.52\)) are rejected.
- The object quality bit mask is checked for intolerable defects\(^6\) of the electromagnetic calorimeter near the electron candidate [194].

Electron isolation criteria are again defined in terms of cones around the track direction: If the scalar sum of the transverse momenta of tracks not matched to the electron candidate does not exceed 6\% of the transverse momentum of the candidate (\(\text{track isolation fraction}\)) and other energy deposits in the calorimeters do not exceed 8\% of the transverse momentum of the candidate (\(\text{calorimeter isolation fraction}\)), the electron candidate is called isolated. Cone radii of \(\Delta R = 0.2\) (0.4) are used for calorimetric (track) isolation. Figure 6.2 shows

\(^5\)called tightPP

\(^6\)leading to a level of uncertainty which is not covered by the nominal uncertainty
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Figure 6.2.: Track (left) and calorimeter (right) isolation variables for electrons that pass the identification cuts in the $bb\phi$, $m_\phi = 120$ GeV signal dataset and in collision data. Because the calorimeter calibration takes the mean noise and pileup levels into account, negative cell energy values (and thus negative calorimeter isolation fraction values) can arise.

A comparison of the distributions of the isolation variables in signal events and collision data before the application of the preselection cuts. Only electron candidates that pass all above criteria are considered. The calorimetric isolation value $E_{\text{cone}20}$ is corrected for pileup\(^7\) and calibrated to account for the shape of the shower, the electron candidate energy for subtraction, and the nominal pseudo-rapidity. For simulated electrons, the $E_{\text{cone}20}$ value is additionally “smeared” to reproduce the $E_{\text{T}}$ energy resolution determined from collision data \([195]\).

6.1.3. Lepton Triggers

The two final state leptons present the opportunity to perform the analysis on the data streams dedicated to events with muons and events with electrons or photons as a part of their trigger signature.

As discussed in Subsection 3.2.7, the repeated increases in the instantaneous luminosity at the beginning of a fill of the accelerator (see Subsection 3.1.1) made it necessary to tighten the loosest trigger conditions between data-taking periods in 2011. An inclusive disjunction (denoted by $||$) of a single-electron, a single-muon, and an electron–muon trigger (see $p_T$ thresholds in Table 6.2) was used to maximize the recorded number of signal events. In order to limit the impact of the uncertainty from the trigger efficiencies, the $p_T$ cuts on reconstructed analysis objects restrict the transverse momenta to ranges where the trigger efficiencies are approximately constant with respect to $p_T$ (plateau regions).

The trigger efficiencies in simulated events ($\varepsilon_{\mu}^{\text{MC}}(\eta_\mu, \phi_\mu), \varepsilon_{e}^{\text{MC}}(\eta_e, p_T,e)$) and collision data ($\varepsilon_{\mu}^{\text{data}}(\eta_\mu, \phi_\mu), \varepsilon_{e}^{\text{data}}(\eta_e, p_T,e)$) for the single-muon and single-electron triggers are available from Ref. \([196]\). The performance of the electron–muon trigger has been studied in the context of Ref. \([183]\), finding that the difference of the efficiencies of the electron signature

\(^7\) according to the number of reconstructed primary vertices with at least two associated tracks
Table 6.2.: Evolution of the lepton $p_T$ thresholds used within the trigger and within the analysis for the three types of trigger signatures used within the preselection.

<table>
<thead>
<tr>
<th>TRIGGER OBJECT</th>
<th>ELECTRON</th>
<th>MUON</th>
<th>ELECTRON + MUON</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATA-TAKING PERIODS</td>
<td>B–H</td>
<td>I–M</td>
<td>B–M</td>
</tr>
<tr>
<td>CORRESPONDING INTEGRATED LUMINOSITY $\mathcal{L}$ [fb$^{-1}$]</td>
<td>1.2</td>
<td>3.5</td>
<td>4.7</td>
</tr>
<tr>
<td>$p_T^{\text{trigger}}$ [GeV]</td>
<td>20</td>
<td>22</td>
<td>--</td>
</tr>
<tr>
<td>$p_T^{\text{analysis}}$ [GeV]</td>
<td>24</td>
<td>24</td>
<td>15</td>
</tr>
<tr>
<td>$p_T^{\text{trigger}}$ [GeV]</td>
<td>--</td>
<td>--</td>
<td>18</td>
</tr>
<tr>
<td>$p_T^{\text{analysis}}$ [GeV]</td>
<td>10</td>
<td>10</td>
<td>20</td>
</tr>
</tbody>
</table>

in data and in simulation is negligible. The efficiency of the muon signature is correctly reproduced by simulation for muons with pseudo-rapidities of $|\eta| > 1$ and has to be corrected by $-2\%$ (+4\%) for $0 < \eta < 1$ ($-1 < \eta < 0$). The efficiency for collision data taken in 2011 was 90\% (75\%) for $|\eta| > 1$ ($|\eta| < 1$) for the electron–muon trigger with respect to the reconstruction and identification of an electron–muon pair as described above.

The correct assessment of trigger efficiencies relies on correctly determining the correspondence between objects reconstructed by the trigger and the lepton candidates of the analysis. For electrons, this matching procedure looks for an Event Filter (EF) object from the same trigger chain within a cone of $\Delta R < 0.15$ around the track. Because muon trigger objects are not grouped by trigger chain, the presence of both a level 2 (L2) object and an EF object are verified within a cone of $\Delta R < 0.1$ around the combined track. Subsequently, the $p_T$ of the EF object is checked. For the electron–muon trigger, the presence of an EF electron object from the same trigger chain alongside a L2 and an EF muon object is verified, using the same cone sizes as for the single-lepton triggers.

The assumption that the three triggers are uncorrelated leads to a good description of the overall trigger efficiency [183] by event reweighting: The event reweighting factor (SF) is then simply the product of the scale factors (SFs) per trigger $i = e, \mu, e\mu$:

$$\text{SF} = \frac{\epsilon_{\text{data}}^{\text{data}}}{\epsilon_{\text{MC}}^{\text{MC}}} \left(\frac{\Gamma_\ell, \phi_\ell, p_T, \ell}{\epsilon_{\text{MC}}^{\text{MC}}} \right) = \prod_{i = e, \mu, e\mu} \text{SF}_i$$ (6.1)

with

$$\text{SF}_i = \begin{cases} \frac{\epsilon_{\text{data}}^{\text{data}}}{\epsilon_{\text{MC}}^{\text{MC}}} & \text{if } i \text{ passed} \\ \frac{1 - \epsilon_{\text{data}}^{\text{data}}}{1 - \epsilon_{\text{MC}}^{\text{MC}}} & \text{if } i \text{ failed} \\ 1 & \text{if no matching lepton(s) for } i. \end{cases}$$ (6.2)

The calculation of the inefficiency SF ($i$ failed) relies on the fact that the probabilities that a trigger is passed or failed add up to unity.

Figure 6.3 shows a particle-level comparison of the $p_T$ spectra and $\eta$ distributions for the Higgs boson mass hypotheses 120 GeV (for $b$-associated Higgs boson production and gluon fusion) and 200 GeV (for $b$-associated Higgs boson production only)\(^9\), highlighting the trigger-based analysis-level $p_T$ thresholds. A looser set of cuts is applied on particle level (compared

---

\(^8\)see Subsection 3.2.7

\(^9\)These datasets were also used for the particle-level assessment of systematic errors from Monte Carlo (MC) event simulation (see Section 8.1).
Figure 6.3.: Normalized $p_T$ and $\eta$ distributions for electrons and muons from a parton-level simulation for the production mechanisms of gluon fusion and $b$-associated Higgs boson production. A comparison of the distributions for the mass hypotheses 120 GeV and 200 GeV is shown. The $p_T$ thresholds of the analysis for events from the respective single-lepton and from the di-lepton signature are shown as dashed and solid lines, respectively.
Table 6.3.: Total trigger efficiency of the logical disjunction (denoted by $||$) of all three triggers ($e||\mu||e\mu$) with respect to all $b\bar{b}\phi, m_\phi = 120$ GeV events passing the kinematic selection of either the $b$-tagged or the $b$-vetoed sample (first data column, in percent). The fractions of events (with respect to $e||\mu||e\mu$, in percent) that are selected by using only the single-electron, single-muon, or the electron–muon triggers as well as combinations of two triggers are given also given. The efficiencies are taken from simulation and distinguish between the data-taking periods D, G, I, and L, which represent the various data-taking conditions and versions of the trigger menu employed in 2011.

<table>
<thead>
<tr>
<th>Data-Taking Period</th>
<th>Total Trigger Efficiency [%]</th>
<th>Relative Single-Trigger Efficiency [%]</th>
<th>Relative Dual-Trigger Efficiency [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$e</td>
<td></td>
<td>\mu</td>
</tr>
<tr>
<td>D</td>
<td>76.4</td>
<td>80.0</td>
<td>60.5</td>
</tr>
<tr>
<td>G</td>
<td>80.2</td>
<td>78.9</td>
<td>60.2</td>
</tr>
<tr>
<td>I</td>
<td>92.9</td>
<td>68.1</td>
<td>55.2</td>
</tr>
<tr>
<td>L</td>
<td>94.6</td>
<td>69.5</td>
<td>55.3</td>
</tr>
</tbody>
</table>

Note that this quantity depends on the efficiency of the selection cuts.
for jet finding within this thesis (distance parameter $R = 0.4$).

In order to limit the impact of pileup and the overall size of systematic uncertainties, a lower $p_T$ cut of 20 GeV is imposed. Energy deposits are reconstructed at the electromagnetic scale and corrected to reflect the approximate energy of the initial parton [137]. Jets with nominal pseudo-rapidities $|\eta| < 4.5$ are used. For jet pseudo-rapidities in the range $|\eta| < 2.4$, Inner Detector tracks are matched to overlapping jets by extrapolating the tracks to the calorimetry boundary and selecting the jet whose axis encloses the smallest angle $\Delta R$ with the track impact point. Jets can thus be assigned $p_T$ contributions associated to any of the reconstructed vertices [198]. Jets with $|\eta| < 2.4$ are accepted if more than 75% of the total track $p_T$ sum is associated to the main interaction vertex. This measure is known as jet vertex fraction (JVF). The vertex belonging to the main interaction is selected by finding the vertex candidate with the largest squared track $p_T$ sum \( \sum_{i}^{N} p_{T,i}^2 \), where $N$ is the number of associated tracks.

The flavor of the initial parton is determined for each jet with a nominal pseudo-rapidity within the tracker coverage $|\eta| < 2.5$ (flavor tagging), which can be exploited for the search for neutral Higgs bosons produced in association with $b$-quarks. Jets originating from $b$-quarks show a set of characteristics that can be used to discriminate against jets from light quarks or gluons: $b$-quarks form $b$-hadrons during hadronization, such as the $B^0$ meson, which have significant mean decay lengths ($cT_{B^0} = (0.455 \pm 0.002)$ mm, relativistically enhanced in the lab frame) and masses ($m_{B^0} = (5279.58 \pm 0.17)$ MeV [21]). $b$-hadron decays frequently involve other hadrons with significant lifetimes, such as $D$ mesons. As a result, $b$-jets can be identified by searching for tracks within the jet that show a significant offset (impact parameter) from the closest reconstructed primary vertex candidate (used by impact parameter taggers). Another method involves quantifying the significance of the separation between a primary and a secondary vertex (secondary vertex taggers). The Jet Fitter tagger [199] considers various $b$-hadron decay chains and attempts to reconstruct a $b$-hadron and a $c$-hadron decay vertex along the jet axis.

These three types of flavor tagging algorithms use complementary sets of input information. As a result, a combination of tagger outputs leads to a better performance (see Figure 6.4 and Table 6.4): Of the tagging algorithms considered in the original optimization, the IP3D+JetFitter [202] algorithm performs best. It uses an artificial neural network (ANN) which combines the outputs from Jet Fitter and the IP3D impact parameter tagger. It was then superseded as best performing flavor tagging algorithm by the MV1 tagger [184], which uses another ANN to combine the IP3D+JetFitter result with the secondary vertex tagger SV1. The working points are summarized in Table 6.4. The result of MV1 is used as flavor tagging observable in this analysis. A working point corresponding to $\varepsilon_{b}^{p_T>15 \text{ GeV}} = 74.6\%$ tagging efficiency in simulated $tt$ events [200] (using jets with $p_T > 15 \text{ GeV}$ and $|\eta| < 2.5$) has been chosen: The optimization described in Section 5.2 had been executed for all calibrated working points of the flavor tagging algorithms SV0, IP3D+SV1, and IP3D+JetFitter\textsuperscript{11}. The sum of the squared significance values favored the 69.5% efficient IP3D+JetFitter working point and showed a strong dependence on $\varepsilon_{b}^{p_T>15 \text{ GeV}}$. Furthermore, the larger $\varepsilon_{b}^{p_T>15 \text{ GeV}}$ value allows for a better rejection of $t$-quark backgrounds and a more efficient selection of a $t\bar{t}$ control sample, justifying the working point selection for MV1.

The performance has been evaluated with $b$-jets from collision data, selecting a $t\bar{t}$ sample [184]. Mistag rates have been measured with two independent methods for light jets [203] and with a sample of events containing $D^{\ast \pm}$ decays for the $c$-jet rejection factor [204].

\textsuperscript{11}The MV1 tagger was not available at the time the optimization was performed. The choice of the cut values was later verified with the MV1 tagger.
Table 6.4.: Flavor tagging working points used within the optimization of the event selection and the working points of the MV1 tagger. The efficiency for b-jets above 15 GeV ($\epsilon_{b,T>15\text{ GeV}}$) and inverse efficiencies for light jets ($R_{\text{light},T>15\text{ GeV}}$), c-jets ($R_{c,T>15\text{ GeV}}$), and $\tau_{\text{had}}$-induced jet candidates ($R_{\tau_{\text{had}},T>15\text{ GeV}}$) are given. A simulated $t\bar{t}$ dataset has been used to obtain these numbers [200]. The optimal IP3D+JetFitter working point and the MV1 working point chosen for this analysis are highlighted in boldface.

<table>
<thead>
<tr>
<th>FLAVOR TAGGING ALGORITHM</th>
<th>$\epsilon_{b,T&gt;15\text{ GeV}}$</th>
<th>$R_{\text{light},T&gt;15\text{ GeV}}$</th>
<th>$R_{c,T&gt;15\text{ GeV}}$</th>
<th>$R_{\tau_{\text{had}},T&gt;15\text{ GeV}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SV0</td>
<td>49.6</td>
<td>384</td>
<td>9</td>
<td>32</td>
</tr>
<tr>
<td>IP3D+SV1</td>
<td>59.4</td>
<td>373</td>
<td>7</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>69.4</td>
<td>71</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>79.8</td>
<td>13</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>IP3D+JetFitter</td>
<td>59.4</td>
<td>422</td>
<td>8</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td><strong>69.5</strong></td>
<td><strong>92</strong></td>
<td><strong>5</strong></td>
<td><strong>11</strong></td>
</tr>
<tr>
<td></td>
<td>79.6</td>
<td>16</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>MV1</td>
<td>59.6</td>
<td>635</td>
<td>8</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>69.6</td>
<td>134</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td><strong>74.6</strong></td>
<td><strong>58</strong></td>
<td><strong>4</strong></td>
<td><strong>9</strong></td>
</tr>
<tr>
<td></td>
<td>84.7</td>
<td>9</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 6.4.: Inverse probability to incorrectly tag a jet from a light quark or gluon as a b-jet (light jet rejection), drawn in dependence of the efficiency for true b-jets for various tagging algorithms (left). The right Figure shows the tagging efficiency for a b-jet as a function of its transverse momentum for the working point used within this thesis [201].
6.1 Object Reconstruction

Events with simulated flavor tagging response can be corrected by application of an event weight [205]: For best discrimination against $t\bar{t}$ events, this analysis takes flavor tagging results from all jets satisfying $p_T > 20$ GeV and $|\eta| < 2.5$ into account. The per-event correction factor $w_{\text{event}}$ is therefore calculated as the product of the per-jet correction factors $w_i$ [205]:

$$w_{\text{event}} = \prod_{\text{jet } i} w_i.$$  \hfill (6.3)

The per-jet correction factors ($w_i$) are the ratios of probabilities in simulated and in collision data for the tagger result (tagger response above or below threshold) that was found in the simulated event. It can be expressed in terms of the flavor-dependent\footnote{distinguishing $b$, $c$, and light jets} tagging probabilities $\varepsilon_{\text{data}}^{\text{flavor}}$ and $\varepsilon_{\text{MC}}^{\text{flavor}}$, which depend on the transverse momentum $p_T, i$ and the pseudo-rapidity $\eta_i$ of the jet:

$$w_i = \begin{cases} 
\frac{\varepsilon_{\text{data}}^{\text{flavor}}(p_T, i, \eta_i)}{\varepsilon_{\text{MC}}^{\text{flavor}}(p_T, i, \eta_i)} & \text{if the jet } i \text{ passes as } b\text{-jet} \\
\frac{1-\varepsilon_{\text{data}}^{\text{flavor}}(p_T, i, \eta_i)}{1-\varepsilon_{\text{MC}}^{\text{flavor}}(p_T, i, \eta_i)} & \text{if the jet } i \text{ fails } b\text{-jet requirement.}
\end{cases}$$  \hfill (6.4)

In principle, the flavor tagging efficiencies ($\varepsilon_{\text{MC}}^{\text{flavor}}(p_T, i, \eta_i)$) depend on the topology of the simulated event. The efficiency values for $t\bar{t}$ events are available from Ref. [184]. It has been verified for signal events from $b$-associated production ($m_{A^0} = 120$ GeV, $\tan \beta = 20$) that the values of $\varepsilon_{\text{MC}}^{\text{flavor}}(p_T, i, \eta_i)$ agree with those for $t\bar{t}$ within 1%, and the estimation of the other main backgrounds does not rely on simulated jets. Therefore, the values from $t\bar{t}$ can be used for all events with simulated jets without loss of accuracy. The per-event correction factor is—by construction—close to 1 on average in inclusive samples. The RMS is 4.1% in $bb\phi, m_\phi = 120$ GeV events, while it is substantially larger in $t\bar{t}$ events (11.4%) because of the larger jet multiplicities.

6.1.5. Overlap removal

As the various types of physics objects are reconstructed independently, electrons, muons, and jets may overlap geometrically\footnote{This includes the possibility that objects of the same type overlap, though lepton isolation and electron quality cuts reject the majority of such candidates.}. If the opening angle between two objects ($\Delta R$) is smaller than 0.2, only one object is accepted, following the prioritization (in descending order):

1. muon candidates,

2. electron candidates, and

3. jets.

This order has been chosen to reflect the good rejection against electrons and jets in reconstructed muons and the fact that electrons are also valid seeds for jet finding. Note that lepton isolation requirements are taken into account along with the other quality criteria. As a consequence, a jet with an overlapping muon will be considered a jet in an “isolated” sample because the muon fails the isolation cut. On the other hand, it will be considered a muon in an “anti-isolated” sample because of the above prioritization.
6.1.6. Missing Transverse Energy

The transverse energy sum ($\sum E_T$) and the missing transverse energy vector are reconstructed from all mutually exclusive objects in the event [206]:

- muon candidates with $|\eta_\mu| < 2.7$, including candidates which are reconstructed only from the Inner Detector (to compensate insensitive areas in the Muon Spectrometer, which are occupied by detector support structures and cables),
- electron candidates, following the calibration scheme outlined in Ref. [136],
- photon candidates at the electromagnetic scale,
- $\tau$ lepton candidates, using the local hadronic calibration (LCW) [207],
- jets, using the LCW scheme for transverse momentum values in the range $10 \text{ GeV} < p_T^{\text{jet}} < 20 \text{ GeV}$ and the LCW scheme in conjunction with the jet energy scale (JES) calibration above 20 GeV [207],
- tracks not associated to another object, and
- calorimeter topoclusters with $|\eta_{\text{cluster}}| < 4.9$ that are not associated to any jet or lepton candidate, using the LCW calibration.

In events without non-interacting final-state particles, the $x$- and $y$-components of the vectorial sum of the above contributions should vanish (within the uncertainties) because of momentum balance. The $x$- and $y$-components of the missing transverse energy vector are therefore introduced to absorb any imbalance:

$$0 \equiv \sum_{\text{contribution } i} E_{x/y,i} + E_{\text{miss } T,x/y}.$$  \hspace{1cm} (6.5)

In case that the missing transverse energy $E_{\text{miss } T} = \sqrt{(E_{\text{miss } T,x})^2 + (E_{\text{miss } T,y})^2}$ is significantly larger than zero, it is attributed to non-interacting particles escaping the detector.

6.2. Event Selection

The event selection consists of the preselection of a sample with an electron and a muon candidate and the subsequent application of kinematic cuts to improve the sensitivity of the search for the signal processes in a $b$-tagged and a $b$-vetoed sample.

6.2.1. Preselection

The data streams dedicated to events with muons and events either electrons or photons as a part of their trigger signature are filtered by application of a Good Runs List, which removes events that were recorded during times of degraded detector performance and leaves a dataset corresponding to an integrated luminosity of $(4.66 \pm 0.18) \text{ fb}^{-1}$.

Reconstructed events from good runs are then checked for the presence of at least one good vertex with at least three associated Inner Detector tracks. All jets with transverse momenta above 20 GeV that do not overlap with a preselected electron or muon are required to pass the looser bad set of quality cuts defined in Ref. [208]. These cuts remove events with calorimeter clusters of bad accuracy from the hadronic endcap calorimeter, from coherent noise in the
electromagnetic calorimeter as well as backgrounds from non-collision backgrounds, such as cosmic rays.

In data-taking periods E–H, a tolerable defect of several front-end boards affected the readout of a part of the liquid-argon calorimeter. This defect has been reproduced in simulation, so its effects are accurately modeled. However, in case of significant energy deposits in the affected region—which can be detected by the functional calorimeter parts that surround the defect—the energy measurement of the associated object and the overall \( E_{\text{miss}} \) measurement would be degraded to an unacceptable extent. Consequently, such events from data-taking periods E–H are rejected if they contain at least one jet with a \( p_T \) value\(^ {14} \) of more than 20 GeV and with the reconstructed jet axis in the affected region (\(-0.2 < \eta < 1.65 \) and \(-0.988 < \phi < -0.392 \)). Events with electron candidates (\( p_T > 15 \) GeV) in a smaller region\(^ {15} \) (\(-0.1 < \eta < 1.55 \) and \(-0.888 < \phi < -0.492 \)) are also rejected \[208\]. The object quality cuts and overlap removal procedure are not applied to these electron candidates in the veto decision.

Only events with exactly one electron (satisfying the criteria in Subsection 6.1.2) and one muon (satisfying the criteria in Subsection 6.1.1) whose invariant mass \( (m_{\ell\ell}) \) must be at least 30 GeV (see Section 5.2) are taken into account, so \( Z/\gamma^* \to \ell\ell \) and \( W + \text{jets} \) events are strongly suppressed. Events are then split into signal and control regions, according to the properties of the leptons (isolation variables and relative charge) and \( b \)-jet content (see Figure 6.5): Events without tagged \( b \)-jets with \( p_T > 20 \) GeV enter the \( b \)-vetoed sample. Exactly one \( b \)-tagged jet is required in the \( b \)-tagged sample. Events with two or more \( b \)-tagged jets are collected in control samples to estimate the contribution by \( t\bar{t} \) events. Each of these samples is sub-divided into six regions \((R)\) to estimate the contribution from multi-jet events:

---

\(^{14}\) after approximate correction for the impact of the defect

\(^{15}\) The lateral energy deposition profile of electrons is generally smaller than that of jets.
Events with exactly one isolated electron and exactly one isolated muon of opposite electric charge enter the signal regions ($A_R$ with zero or one $b$-jet(s)) and the $t\bar{t}$ control regions ($A_R$ with two $b$-jets).

Events with exactly one isolated electron and exactly one isolated muon of the same electric charge enter regions $B_R$.

Events with exactly one anti-isolated electron and exactly one anti-isolated muon of opposite electric charge enter regions $C_R$.

Events with exactly one anti-isolated electron and exactly one anti-isolated muon of the same electric charge enter regions $D_R$.

Events with exactly one isolated electron and exactly one anti-isolated muon of opposite electric charge enter regions $E_R$.

Events with exactly one isolated electron and exactly one anti-isolated muon of the same electric charge enter regions $F_R$.

The background estimation techniques that use the above control regions are described in Subsections 7.1.2 and 7.1.3. The efficiencies for the preselection of regions $A_R$ are summarized in Table 6.5 for all signal datasets along with the fractions of preselected events entering the $b$-vetoed, $b$-tagged, and $t\bar{t}$ control samples. The fact that at most 14% of $b\bar{b}\phi$ events enter the $b$-tagged sample is a consequence of the soft $b$-jet spectrum (see Section 5.2).

### 6.2.2. Selection of $b$-Tagged Sample

As illustrated in Section 5.2 and Table 6.5, the requirement of exactly one $b$-tagged jet focuses sensitivity on the production of Higgs bosons in association with $b$-quarks. It leads to a background composed of 92% events with $t$-quarks and 5% events with $Z$ boson decays at the preselection stage, evaluated with the background estimation techniques detailed in Chapter 7. As shown in Figures 5.2 and 5.3, the shapes of kinematic distributions (taken from simulation) after the preselection and $b$-jet requirement differ significantly between signal and electroweak background events. The resulting prediction, based on the background estimation techniques detailed in Chapter 7, is compared to the observation from collision data in Figures 6.6 and 6.7(a). The background contributions can be reduced by imposing a set of requirements, which optimize the sensitivity of the analysis (see Section 5.2):

- The scalar sum of lepton transverse momenta and missing transverse energy can greatly reduce the contributions from events with $t$-quarks and di-bosons (see Figure 6.7(a)).

- The large mass and the soft transverse momentum spectrum of Higgs bosons can be exploited to suppress events in which the ancestors of the final-state leptons have high transverse momenta and low invariant masses by selecting a back-to-back topology of the leptons (see Figure 6.7(b)).
Table 6.5.: Preselection efficiencies of the $b$-tagged and $b$-vetoed samples with isolated leptons for all signal datasets. The efficiency of the di-lepton requirement ($\varepsilon_{\text{presel.}}$) refers to the complete datasets (with the 2LepEF requirement applied), while the other columns also take the 2LepEF filter efficiency ($\varepsilon_{2\text{LepEF}}$) into account. The last three columns give the fractions of the preselected events entering the $b$-vetoed ($\varepsilon_{0\ b\text{-tags}}$), $b$-tagged ($\varepsilon_{1\ b\text{-tag}}$), and $t\bar{t}$ control samples ($\varepsilon_{>1\ b\text{-tags}}$).

<table>
<thead>
<tr>
<th>$m_\phi$ [GeV]</th>
<th>$\varepsilon_{\text{presel.}}$ $[10^{-3}]$</th>
<th>$\varepsilon_{2\text{LepEF}} \cdot \varepsilon_{\text{presel.}}$ $[10^{-3}]$</th>
<th>Number of Tagged $b$-Jets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\varepsilon_{0\ b\text{-tags}}$ [%]</td>
<td>$\varepsilon_{1\ b\text{-tag}}$ [%]</td>
<td>$\varepsilon_{&gt;1\ b\text{-tags}}$ [%]</td>
</tr>
<tr>
<td>$bb\phi$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>73.5</td>
<td>28.3</td>
<td>91.2</td>
</tr>
<tr>
<td>100</td>
<td>85.9</td>
<td>36.5</td>
<td>90.8</td>
</tr>
<tr>
<td>110</td>
<td>95.1</td>
<td>43.8</td>
<td>89.9</td>
</tr>
<tr>
<td>120</td>
<td>107</td>
<td>52.8</td>
<td>90.2</td>
</tr>
<tr>
<td>130</td>
<td>116</td>
<td>60.5</td>
<td>89.6</td>
</tr>
<tr>
<td>140</td>
<td>124</td>
<td>67.5</td>
<td>89.2</td>
</tr>
<tr>
<td>150</td>
<td>134</td>
<td>76.3</td>
<td>88.6</td>
</tr>
<tr>
<td>170</td>
<td>144</td>
<td>87.6</td>
<td>87.7</td>
</tr>
<tr>
<td>200</td>
<td>168</td>
<td>110</td>
<td>86.7</td>
</tr>
<tr>
<td>250</td>
<td>134</td>
<td>no 2LepEF</td>
<td>85.2</td>
</tr>
<tr>
<td>300</td>
<td>154</td>
<td>no 2LepEF</td>
<td>84.7</td>
</tr>
<tr>
<td>$gg \rightarrow \phi$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>23.5</td>
<td>no 2LepEF</td>
<td>98.3</td>
</tr>
<tr>
<td>100</td>
<td>32.9</td>
<td>no 2LepEF</td>
<td>98.1</td>
</tr>
<tr>
<td>110</td>
<td>41.3</td>
<td>no 2LepEF</td>
<td>97.1</td>
</tr>
<tr>
<td>120</td>
<td>46.7</td>
<td>no 2LepEF</td>
<td>97.0</td>
</tr>
<tr>
<td>130</td>
<td>53.2</td>
<td>no 2LepEF</td>
<td>96.5</td>
</tr>
<tr>
<td>140</td>
<td>61.4</td>
<td>no 2LepEF</td>
<td>96.5</td>
</tr>
<tr>
<td>150</td>
<td>68.0</td>
<td>no 2LepEF</td>
<td>96.7</td>
</tr>
<tr>
<td>170</td>
<td>82.3</td>
<td>no 2LepEF</td>
<td>97.0</td>
</tr>
<tr>
<td>200</td>
<td>99.3</td>
<td>no 2LepEF</td>
<td>96.8</td>
</tr>
<tr>
<td>250</td>
<td>121</td>
<td>no 2LepEF</td>
<td>96.0</td>
</tr>
<tr>
<td>300</td>
<td>141</td>
<td>no 2LepEF</td>
<td>96.0</td>
</tr>
</tbody>
</table>

The directions of the missing transverse energy vector and the lepton momenta in backgrounds involving $t$-quark production show no clear correlation. A combination of the transverse opening angles between the lepton directions and the direction of missing transverse energy can therefore be used to enhance events with $E_T^{\text{miss}}$ from di-$\tau$ decays by exploiting the flat distribution for such backgrounds (see Figure 6.7(c)).
The scalar jet $E_T$ sum exploits the higher mean jet multiplicity and harder spectrum of jets from background processes such as $t$-quark production (see Figure 6.7(d)).

The successful $m_{\tau\tau}$ reconstruction by the missing mass calculator (MMC) is required, which rejects configurations that are very unlikely for di-\(\tau\) decays and is very efficient for signal events (failing in fewer than 1% of the selected events for all signal hypotheses, see Table 5.1).
The distributions of the selection variables are shown in Figures 6.7 and 6.8, using the background estimation techniques described in Chapter 7. The $m_{\tilde{A}^0}^{\text{max}}$ scenario is used in these Figures with the tree-level parameter choice $m_{\tilde{A}^0} = 150$ GeV, $\tan \beta = 20$ for illustration. The MMC mass ($m_{\tau\tau}^{\text{MMC}}$) is shown in Figure 6.8 along with the statistical and systematic uncertainties. The expected event yields with their statistical and systematic uncertainties (discussed in depth in Chapter 8) are summarized in Table 6.6. While $t$-quark production dominates the $b$-tagged sample after the preselection, its contributions ($t\bar{t}$ and single $t$-quark production) can be strongly suppressed, so $Z/\gamma^* \rightarrow \tau\tau$ events contribute about half the total background after the complete kinematic selection.
Figure 6.8.: $m_{\tau\tau}^{\text{MMC}}$ distribution of the $b$-tagged sample after all selection cuts.

Figure 6.9.: $m_{\tau\tau}^{\text{MMC}}$ distributions after all selection cuts for neutral Higgs bosons produced in association with $b$-quarks.

Figure 6.10.: $E_T^{\text{miss}} + p_{T,e} + p_{T,\mu}$ distributions after the requirement of exactly one $b$-tagged jet for neutral Higgs bosons produced in association with $b$-quarks.
Table 6.6: Data event count and estimation of the sample composition (b-tagged sample) after each selection cut (format: central value ± statistical error ± systematic error). The statistical error reflects the event count and event weights of the respective dataset from which the distributions of kinematic variables are taken as well as auxiliary datasets used for normalization. All systematic uncertainties discussed in Chapter 8 are included. The percentages of all preselected $e^\pm\mu^\mp$ events entering the b-tagged sample are given in parentheses in red. The individual cut efficiencies per process are also given as percentages in parentheses in red, while the total selection efficiencies with respect to to preselected $e^\pm\mu^\mp$ events with exactly one b-jet are given as percentages in parentheses in green. For the signal processes, the $m_{\text{miss}}^\text{max}$ scenario and $m_{\ell\ell} = 150$ GeV, $\tan \beta = 20$ have been assumed.

<table>
<thead>
<tr>
<th>Selection step</th>
<th>Expected Event Yield</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>$bb\phi$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$gg \rightarrow \phi$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z/\gamma^* \rightarrow \tau\tau$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single $t$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Di-Boson</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z \rightarrow \ell\ell$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W + \text{jets}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi-Jet</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Sigma \text{BG}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preselection $e^\pm\mu^\mp$</td>
<td>$310^{+70}_{-74}$</td>
<td>$164^{+36}_{-34}$</td>
</tr>
<tr>
<td>Exactly one $b$-jet</td>
<td>$33.2^{+0.9}_{-0.89}$</td>
<td>$5.3^{+0.12}_{-0.11}$</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} + p_T, e + p_T, \mu$</td>
<td>$23.8^{+0.6}_{-0.4}$</td>
<td>$3^{+0.7}_{-0.1}$</td>
</tr>
<tr>
<td>$&lt; 125$ GeV</td>
<td>$22.0^{+1.7}_{-1.5}$</td>
<td>$2.8^{+0.6}_{-0.5}$</td>
</tr>
<tr>
<td>$\Delta \phi_{e, \mu} &gt; 2$</td>
<td>$20.8^{+5.3}_{-5.5}$</td>
<td>$2.7^{+0.6}_{-0.4}$</td>
</tr>
<tr>
<td>$\sum_{\ell=e, \mu} \cos \Delta \phi_{E_T^{\text{miss}}, \ell} &gt; -0.2$</td>
<td>$18.4^{+4.9}_{-4.9}$</td>
<td>$2.3^{+0.5}_{-0.4}$</td>
</tr>
<tr>
<td>$H_T &lt; 100$ GeV</td>
<td>$18.4^{+4.4}_{-4.7}$</td>
<td>$2.3^{+0.6}_{-0.4}$</td>
</tr>
<tr>
<td>$m_{\ell\ell}^{\text{reconstructible}}$</td>
<td>$18.4^{+4.4}_{-4.7}$</td>
<td>$2.3^{+0.6}_{-0.4}$</td>
</tr>
</tbody>
</table>
Table 6.7.: Total selection efficiencies of the $b$-tagged sample for all signal datasets. Values are given after the requirement of exactly one $b$-tagged jet ($\varepsilon_{b\text{-tag presel.}} = \varepsilon_{2\text{LepEF}} \cdot \varepsilon_{\text{presel.}} \cdot \varepsilon_{1\ b\text{-tag}}$, using the values from Table 6.5) and after the application of all topological cuts ($\varepsilon_{b\text{-tag sel.}} = \varepsilon_{b\text{-tag presel.}} \cdot \varepsilon_{b\text{-tag kin. sel.}}$). The impact of the relative efficiency of the $E_T^{\text{miss}} + p_{T,e} + p_{T,\mu}$ cut ($\varepsilon_{E_T^{\text{miss}} + p_{T,e} + p_{T,\mu}}$) on $\varepsilon_{b\text{-tag kin. sel.}}$ is shown in the final three columns.

<table>
<thead>
<tr>
<th>$m_\phi$ [GeV]</th>
<th>$\varepsilon_{b\text{-tag presel.}}$ [10^{-3}]</th>
<th>$\varepsilon_{b\text{-tag sel.}}$ [10^{-3}]</th>
<th>$\varepsilon_{b\text{-tag kin. sel.}}$ [%]</th>
<th>$\varepsilon_{E_T^{\text{miss}} + p_{T,e} + p_{T,\mu}}$ [%]</th>
<th>$\varepsilon_{b\text{-tag kin. sel.}}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$bb\phi$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>2.4</td>
<td>1.4</td>
<td>57</td>
<td>92</td>
<td>63</td>
</tr>
<tr>
<td>100</td>
<td>3.2</td>
<td>2.0</td>
<td>63</td>
<td>91</td>
<td>69</td>
</tr>
<tr>
<td>110</td>
<td>4.2</td>
<td>2.6</td>
<td>61</td>
<td>88</td>
<td>69</td>
</tr>
<tr>
<td>120</td>
<td>4.9</td>
<td>3.1</td>
<td>63</td>
<td>86</td>
<td>73</td>
</tr>
<tr>
<td>130</td>
<td>5.9</td>
<td>3.7</td>
<td>64</td>
<td>82</td>
<td>77</td>
</tr>
<tr>
<td>140</td>
<td>6.9</td>
<td>4.1</td>
<td>60</td>
<td>78</td>
<td>77</td>
</tr>
<tr>
<td>150</td>
<td>8.2</td>
<td>4.5</td>
<td>55</td>
<td>71</td>
<td>77</td>
</tr>
<tr>
<td>170</td>
<td>10.0</td>
<td>5.3</td>
<td>53</td>
<td>63</td>
<td>84</td>
</tr>
<tr>
<td>200</td>
<td>13.7</td>
<td>5.7</td>
<td>42</td>
<td>51</td>
<td>81</td>
</tr>
<tr>
<td>250</td>
<td>18.5</td>
<td>4.4</td>
<td>24</td>
<td>29</td>
<td>83</td>
</tr>
<tr>
<td>300</td>
<td>22.0</td>
<td>3.9</td>
<td>18</td>
<td>23</td>
<td>79</td>
</tr>
<tr>
<td>$gg \to \phi$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.4</td>
<td>0.1</td>
<td>30</td>
<td>57</td>
<td>53</td>
</tr>
<tr>
<td>100</td>
<td>0.6</td>
<td>0.2</td>
<td>40</td>
<td>62</td>
<td>63</td>
</tr>
<tr>
<td>110</td>
<td>1.1</td>
<td>0.4</td>
<td>38</td>
<td>69</td>
<td>54</td>
</tr>
<tr>
<td>120</td>
<td>1.4</td>
<td>0.5</td>
<td>37</td>
<td>57</td>
<td>65</td>
</tr>
<tr>
<td>130</td>
<td>1.8</td>
<td>0.8</td>
<td>43</td>
<td>61</td>
<td>70</td>
</tr>
<tr>
<td>140</td>
<td>2.1</td>
<td>1.0</td>
<td>50</td>
<td>72</td>
<td>70</td>
</tr>
<tr>
<td>150</td>
<td>2.2</td>
<td>1.0</td>
<td>44</td>
<td>59</td>
<td>75</td>
</tr>
<tr>
<td>170</td>
<td>2.4</td>
<td>1.0</td>
<td>42</td>
<td>52</td>
<td>81</td>
</tr>
<tr>
<td>200</td>
<td>3.0</td>
<td>1.0</td>
<td>35</td>
<td>43</td>
<td>82</td>
</tr>
<tr>
<td>250</td>
<td>4.4</td>
<td>0.9</td>
<td>21</td>
<td>24</td>
<td>86</td>
</tr>
<tr>
<td>300</td>
<td>5.2</td>
<td>0.4</td>
<td>9</td>
<td>14</td>
<td>60</td>
</tr>
</tbody>
</table>

Besides the MMC mass (see Figure 6.9), the shape of the $E_T^{\text{miss}} + p_{T,e} + p_{T,\mu}$ distribution also shows a strong correlation with the Higgs boson mass hypothesis (see Figure 6.10). The $E_T^{\text{miss}} + p_{T,e} + p_{T,\mu}$ cut drives the dependence of the selection efficiency on the Higgs boson mass hypothesis (see Table 6.7). However, the $E_T^{\text{miss}} + p_{T,e} + p_{T,\mu}$ cut is crucial for the sensitivity for $m_\phi \approx 120$ GeV.
### 6.2 Event Selection

#### 6.2.3. Selection of b-Vetoed Sample

In contrast to the $b$-tagged sample, $Z/\gamma^* \rightarrow \tau\tau$ decays dominate the background composition already after requiring the absence of $b$-jets (about 68% of the expected background). As shown in Figures 5.2 and 5.3, the kinematic variables (taken from simulation) at this stage are distributed similarly for signal and electroweak background events. The resulting prediction, based on the background estimation techniques detailed in Chapter 7, is compared to the observation from collision data in Figures 6.11 and 6.12(a). Because of this similarity in shape, only a small improvement of the signal–to–background ratio is possible in this sample by applying kinematic cuts, which optimize the sensitivity of the analysis (see Section 5.2):

A cut on the scalar sum of lepton transverse momenta and missing transverse energy is performed to reduce contributions from events with $t$-quarks and di-bosons

$$E_T^{\text{miss}} + p_T,e + p_T,\mu < 150\text{ GeV}$$

---

**Figure 6.11:** Selection variables after the preselection of the $b$-vetoed sample.
The large mass and the soft transverse momentum spectrum of Higgs bosons can be exploited to suppress events in which the ancestors of the final-state leptons have high transverse momenta and low invariant masses by selecting a back–to–back topology of the leptons (see Figure 6.12(b)).

A cut on a combination of the transverse opening angles between the lepton directions and the direction of missing transverse energy can be used to enhance events with $E_T^{\text{miss}}$ from di-$\tau$ decays by exploiting the flat distribution in di-boson events (see Figure 6.12(c)).

The successful $m_{\tau\tau}$ reconstruction by the MMC is required, which rejects configurations that are very unlikely for di-$\tau$ decays and is very efficient for signal events (failing in fewer than 1% of the selected events for all signal hypotheses, see Table 5.1).

The distributions of the selection variables are shown in Figures 6.12 and 6.13, using the background estimation techniques described in Chapter 7. The $m_{h^0}^\text{max}$ scenario is used in these Figures with the tree-level parameter choice $m_{A^0} = 150$ GeV, $\tan \beta = 20$ for illustration. The MMC mass ($m_{\tau\tau}^\text{MMC}$) is shown in Figure 6.13 along with the statistical and systematic uncertainties. The expected event yields with their statistical and systematic uncertainties (discussed in depth in Chapter 8) are summarized in Table 6.8. Because the irreducible $Z/\gamma^* \to \tau\tau$ contribution remains the dominant background throughout the selection, the optimization yielded a softer set of cuts than for the $b$-tagged sample. While the efficiency of the kinematic selection ranges from 42 to 57% for $bb\phi$, $m_{\phi} = 90 - 200$ GeV in the $b$-tagged sample (see Table 6.7), signal events from $b$-associated production and gluon fusion with $m_{\phi} = 90 - 200$ GeV are selected with efficiencies between 77 and 95% here (see Table 6.9).

As in the $b$-tagged sample, the MMC mass (see Figure 6.14) and the shape of the $E_T^{\text{miss}} + p_T,e + p_T,\mu$ distribution (see Figure 6.15) show a strong correlation with the Higgs boson mass hypothesis. The $E_T^{\text{miss}} + p_T,e + p_T,\mu$ cut drives the dependence of the selection efficiency on the Higgs boson mass hypothesis (see Table 6.9) and plays an important role in the reduction of the $t$-quark- and the di-boson-induced background contributions.

16 Note that the expected di-boson contributions are estimated from different simulated datasets in the $b$-tagged (Table 6.6) and $b$-vetoed samples (Table 6.8). The two predictions agree within one standard deviation.

17 Note that the optimized selection of the $b$-vetoed sample does not contain a cut on $H_T$. 
Table 6.8: Data event count and estimation of the sample composition (b-vetoed sample) after each selection cut (format: central value ± statistical error ± systematic error). The statistical error reflects the event count and event weights of the respective dataset from which the distributions of kinematic variables are taken as well as auxiliary datasets used for normalization. All systematic uncertainties discussed in Chapter 8 are included. The percentages of all preselected $e^\pm\mu^\mp$ events entering the b-vetoed sample is given in parentheses in red. The individual cut efficiencies per process are also given as percentages in parentheses in red, while the total selection efficiencies with respect to to preselected $e^\pm\mu^\mp$ events without b-jets are given as percentages in parentheses in green. For the signal processes, the $m_{t\bar{t}}^{\text{max}}$ scenario and $m_{A^0} = 150$ GeV, $\tan\beta = 20$ have been assumed.

<table>
<thead>
<tr>
<th>Selection step</th>
<th>Expected Event Yield</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$b\bar{b}\phi$</td>
<td>$gg\rightarrow \phi$</td>
</tr>
<tr>
<td>Preselection $e^\pm\mu^\mp$</td>
<td>310 ±13</td>
<td>164 ±7</td>
</tr>
<tr>
<td>No $b$-jets</td>
<td>±3.0</td>
<td>±3.0</td>
</tr>
<tr>
<td>$E_T^{\text{miss}} + p_{T,\ell} + p_{T,\mu} &lt; 150$ GeV</td>
<td>269 ±24</td>
<td>147 ±12</td>
</tr>
<tr>
<td>$\Delta\phi_{e\mu} &gt; 1.6$</td>
<td>267 ±24</td>
<td>144 ±12</td>
</tr>
<tr>
<td>$\sum_{\tau=e,\mu} \cos \Delta\phi_{E_T^{\text{miss}},\ell} &gt; -0.4$</td>
<td>266 ±24</td>
<td>143 ±12</td>
</tr>
<tr>
<td>$m_{YY}$ reconstructable</td>
<td>265 ±24</td>
<td>143 ±12</td>
</tr>
</tbody>
</table>
6 Event Selection

Figure 6.12.: Selection variables of the $b$-vetoed sample.

(a) $E_{T}^{\text{miss}} + p_{T,e} + p_{T,\mu}$ distribution after the veto on $b$-tagged jets

(b) $\Delta\phi_{e\mu}$ distribution after the $E_{T}^{\text{miss}} + p_{T,e} + p_{T,\mu}$ cut

(c) $\sum_{l=e,\mu} \cos \Delta\phi_{E_{T}^{\text{miss}},l}$ distribution after the $\Delta\phi_{e\mu}$ cut
6.2 Event Selection

Figure 6.13.: $m_{\tau\tau}^{\text{MMC}}$ distribution of the $b$-vetoed sample after selection cuts.

Figure 6.14.: $m_{\tau\tau}^{\text{MMC}}$ distributions after all selection cuts for neutral Higgs bosons produced in association with $b$-quarks (left) and in gluon fusion (right).
6 Event Selection

Figure 6.15: $E_T^{\text{miss}} + p_{T,e} + p_{T,\mu}$ distributions after requiring the absence of $b$-tagged jets for neutral Higgs bosons produced in association with $b$-quarks (left) and in gluon fusion (right).
Table 6.9.: Total selection efficiencies of the $b$-vetoed sample for all signal datasets. Values are given after the $b$-jet veto ($\varepsilon_{b\text{-veto presel.}} = \varepsilon_{2\text{LepEF}} \cdot \varepsilon_{\text{presel.}} \cdot \varepsilon_{\text{0 b-tags}}$, using the values from Table 6.5) and after the application of all topological cuts ($\varepsilon_{b\text{-veto sel.}} = \varepsilon_{b\text{-veto presel.}} \cdot \varepsilon_{b\text{-veto kin. sel.}}$). The impact of the relative efficiency of the $E_{T}^{\text{miss}} + p_{T,e} + p_{T,\mu}$ cut ($\varepsilon_{E_{T}^{\text{miss}} + p_{T,e} + p_{T,\mu}}$) on $\varepsilon_{b\text{-veto kin. sel.}}$ is shown in the final three columns.

<table>
<thead>
<tr>
<th>$m_\phi$ [GeV]</th>
<th>$\varepsilon_{b\text{-veto presel.}}$ [$10^{-3}$]</th>
<th>$\varepsilon_{b\text{-veto sel.}}$ [$10^{-3}$]</th>
<th>$\varepsilon_{b\text{-veto kin. sel.}}$ [%]</th>
<th>$\varepsilon_{E_{T}^{\text{miss}} + p_{T,e} + p_{T,\mu}}$ [%]</th>
<th>$\varepsilon_{E_{T}^{\text{miss}} + p_{T,e} + p_{T,\mu}}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b\bar{b}\phi$</td>
<td>90</td>
<td>25.8</td>
<td>24.6</td>
<td>95</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>33.2</td>
<td>31.8</td>
<td>96</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>110</td>
<td>39.4</td>
<td>37.9</td>
<td>96</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>47.6</td>
<td>46.3</td>
<td>97</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>130</td>
<td>54.2</td>
<td>52.9</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>140</td>
<td>60.2</td>
<td>58.5</td>
<td>97</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>67.6</td>
<td>65.1</td>
<td>96</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>170</td>
<td>76.8</td>
<td>71.2</td>
<td>93</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>95.6</td>
<td>80.0</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>115</td>
<td>74.7</td>
<td>65</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>131</td>
<td>66.0</td>
<td>51</td>
<td>51</td>
</tr>
<tr>
<td>$gg \rightarrow \phi$</td>
<td>90</td>
<td>23.1</td>
<td>20.2</td>
<td>87</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>32.3</td>
<td>29.0</td>
<td>90</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>110</td>
<td>40.1</td>
<td>36.3</td>
<td>91</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>45.4</td>
<td>41.3</td>
<td>91</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>130</td>
<td>51.3</td>
<td>46.7</td>
<td>91</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>140</td>
<td>59.3</td>
<td>53.9</td>
<td>91</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>65.8</td>
<td>59.0</td>
<td>90</td>
<td>92</td>
</tr>
<tr>
<td></td>
<td>170</td>
<td>79.8</td>
<td>69.2</td>
<td>87</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>96.1</td>
<td>74.1</td>
<td>77</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>116</td>
<td>66.8</td>
<td>57</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>135</td>
<td>58.6</td>
<td>43</td>
<td>44</td>
</tr>
</tbody>
</table>
7 Background Estimation

The precise estimation of background contributions to the signal regions is crucial for the sensitivity and robustness of the analysis. Both the event yields and the shapes of the $m_{\text{MMC}}^{\tau\tau}$ distributions have to be predicted at the lowest possible level of systematic uncertainty.

The main backgrounds are therefore estimated from data if possible (see Section 7.1), resulting in smaller systematic uncertainties than an estimation that is purely based on simulation. Other background contributions are sufficiently small, so the sensitivity of the analysis is hardly affected by the uncertainties introduced by the simulation of these processes (see Section 7.2).

7.1 Data-Driven Background Estimation Techniques

In order to reduce the level of systematic uncertainty within the background estimation, the $Z/\gamma^* \to \tau\tau$ background is estimated with the embedding technique [14] (see Subsection 7.1.1), which has been augmented for this thesis by the emulation of the lepton trigger. The cut efficiencies of all cuts after the preselection and the shape of all discriminating variables can thus be estimated from data.

The multi-jet background is estimated from sets of control regions with an extended ABCD Method (see Subsection 7.1.2), which enables the estimation of the event yields and the shape of the discriminating variables from data. The method employed within this thesis uses additional control regions to estimate systematic uncertainties from correlations on the event yield in the signal regions (as in Ref. [12]) and on the shape of the $m_{\text{MMC}}^{\tau\tau}$ distributions.

The background contribution from $t$-quark pairs is estimated with a method developed for this thesis. It takes the event yield from control regions (see Subsection 7.1.3), while the shape of the discriminating variables is taken from simulation.

7.1.1. $Z/\gamma^* \to \tau\tau$ Background Estimation from Hybrid “Embedded” Events

As mentioned before, $Z$ boson decays to $\tau$ lepton pairs constitute a background that is difficult to distinguish from the signal and is produced at a much larger cross-section than the signal. The suppression of this background relies on two factors: Depending on the Higgs boson mass hypothesis, the mass difference of the Higgs boson and the $Z$ boson can be exploited by reconstructing the di-$\tau$ invariant mass. The mass of the Higgs boson candidates (reconstructed with the missing mass calculator (MMC) technique [186,187], see Section 5.3) is therefore taken as final discriminant, whose shape is used within the test statistic (see Section 9.1). Furthermore, the relatively lower $b$-jet multiplicity in $Z$ boson decays (when compared to Higgs boson production in association with $b$-quarks) leads to a better ratio of the signal yield to the $Z/\gamma^* \to \tau\tau$ background yield in the $b$-tagged sample than in the $b$-vetoed sample.

It is challenging to accurately describe the jet content (including its flavor composition), the missing transverse energy (used within the $m_{\tau\tau}$ reconstruction)—especially the contributions from the underlying event (UE) and additional interactions from pileup—and the event kinematics in simulation. The resulting uncertainties can be avoided by estimating...
the $Z/\gamma^* \rightarrow \tau\tau$ background from data. However, no sufficiently signal-free control region is easily found for this process. A solution to this is the embedding technique [14], whose current implementation is described in Ref. [209]. This method produces “hybrid” events, i.e., events that contain objects from the original collision event as well as from simulation. The outer boxes represent reconstructed events, while the smaller boxes refer to tracks or energy deposits. Fine dashed lines symbolize a collection of two four-vectors only.

As a first step, a more than 99\% pure [210] sample of events containing $Z$ boson decays into muon pairs is selected by requiring two muons with an invariant mass satisfying $m_{\mu\mu} > 40\text{ GeV}$ from all runs in the Good Runs List also used for the signal region. This procedure ensures consistency of the data taking conditions, such as the instantaneous luminosity, in the embedded sample and the collision data evaluated for the analysis. Muon candidates must satisfy a cut on their transverse momenta ($p_T,\mu > 15\text{ GeV}$), have a pseudo-rapidity value of $|\eta| < 2.4$, and fulfill a track-based isolation criterion applying to a cone of $\Delta R < 0.2$ around the direction of the muon track: $p_{\text{cone}20}^{\mu}/p_T,\mu < 0.2^1$. Due to the small coupling of Higgs bosons to muons, the signal contamination is negligible within this sample.

The reconstructed muon momenta are input into the detector simulation step to determine their expected energy deposits within the calorimeter cells. These deposits are subtracted from the original event, and the original tracks are subsequently removed, resulting in a simulated event resembling a $Z/\gamma^* \rightarrow \nu\bar{\nu}$ decay with kinematics and calorimeter objects from collision data.

The reconstructed muons are replaced by $\tau$ leptons with modified momenta.

---

\[ ^1 \text{This matches the definition of the track isolation fraction in Subsection 6.1.1.} \]
\[ p_T = \sqrt{E_T^2 - m_T^2}, \] thus taking into account the mass difference between muons and \( \tau \) leptons. TAUOLA \cite{165} is used to simulate \( \tau \) lepton decays into electrons or muons; and PHOTOS \cite{155} simulates the bremsstrahlung of the final state leptons.

The final state leptons are input into the detector simulation and the tracks and energy deposits in the calorimeter cells from the resulting mini event are superimposed on the quasi-\( Z/\gamma^* \rightarrow \nu \bar{\nu} \) event. The digitization step is then run on the calorimeter information of the entire event—without the emulation of detector noise in order to avoid double-counting of noise contributions.

Because the \( \tau \) lepton decay kinematics and interactions of electrons and muons with the detector can be modeled very accurately, the embedding technique provides a hybrid \( Z/\gamma^* \rightarrow \tau \tau \) control sample with a very low associated systematic uncertainty (see Subsection 8.2.1). Each leptonic \( \tau \) lepton decay involves two neutrinos, so the cut on the momentum of the original muon (\( p_T > 15 \text{ GeV} \)), which is then replaced by a \( \tau \) lepton, translates to a lower cutoff value for the momentum distributions of the final state leptons. This fact strongly mitigates the impact on the muon transverse momentum spectrum (see Figure 7.3). The pseudo-rapidity and azimuthal angle distributions of leptons in the embedded sample follow the respective muon efficiencies for the triggering, the reconstruction, and the identification of the original muons. Because the reconstruction efficiency for muons varies significantly throughout the pseudo-rapidity range \( |\eta| < 2.5 \) and because a cut \( |\eta_{\mu}| < 2.4 \) is applied to the original muons, the kinematic properties of the final state leptons from the embedded sample differ from those of leptons from true \( Z/\gamma^* \rightarrow \tau \tau \) events. However, the discriminating variables used within the kinematic selection do not directly depend on the lepton directions, and the impact of this bias is much smaller than the observed differences in the missing transverse energy and \( H_T \) distributions (see below).

The replacement procedure has been validated in the context of Ref. \cite{183}: By simulating muons instead of decaying \( \tau \) leptons, the \( Z/\gamma^* \rightarrow \mu \mu \) hybrid events can be compared to the original \( Z/\gamma^* \rightarrow \mu \mu \) events. Figure 7.2 shows three basic quantities: the transverse momenta of the muons, the missing transverse energy, and the sum of transverse energy contributions. The transverse mass of the \( \mu \mu - E_T^{\text{miss}} \) system, which is calculated from missing transverse energy, the transverse momentum of the di-muon system (\( p_{T,\mu\mu} \)), and the transverse projection of the opening angle between the di-muon system and missing transverse energy (\( \Delta \phi_{\mu\mu, E_T^{\text{miss}}} \)), is also shown:

\[
m_T = \sqrt{2p_{T,\mu\mu}E_T^{\text{miss}}(1 - \cos \Delta \phi_{\mu\mu, E_T^{\text{miss}}})}.
\] (7.1)

Only small differences occur in samples with \( \mu \mu \rightarrow \mu \mu \) embedding, most noticeably in the \( p_{T,\mu} \) and \( m_T \) distributions. The differences in these quantities can be attributed to the embedding technique, and the small differences that can be observed are covered by the systematic variations used in Subsection 8.2.1 to estimate the contribution to the systematic uncertainty.

Currently, the effect of the trigger cannot be simulated in embedded samples. To obtain the correct normalization, the event yield is determined from simulation at the preselection stage, which includes the trigger condition and the requirement that an electron–muon pair has been found, avoiding any larger dependence on simulated jets or missing transverse energy. The predicted event yields\footnote{normalized to the production cross-section result of Refs. \cite{175,211,211–213}, see Table 8.1} are \((11623 \pm 64)\) events for Alpgen and \((11663 \pm 347)\) events for PYTHIA, so the predictions agree within the statistical uncertainties. The value from Alpgen is therefore taken as central prediction to determine the \( Z/\gamma^* \rightarrow \tau \tau \) event yield after preselection.
Figure 7.2.: Comparison of the transverse momentum (top left) [209], the transverse mass distribution (top right) [209], the missing transverse energy (bottom left) [183, 209], and the total transverse energy sum (bottom right) [209] from the selected data and the embedded $Z/\gamma^* \rightarrow \mu\mu$ sample. The embedded sample is normalized to the number of $Z/\gamma^* \rightarrow \mu\mu$ events in data.

Because of the lack of a proper trigger simulation in the embedded sample, differences in kinematic distributions between simulation and embedded $Z/\gamma^* \rightarrow \tau\tau$ events can arise. In particular, the various lepton $p_T$ thresholds imposed by the trigger (see Table 6.2) change the lepton $p_T$ distributions: Figure 7.3 shows the lepton $p_T$ spectra in simulation (Alpgen) and those obtained from the embedded sample (noTrig). The comparison shows that a feature exists near the single-lepton trigger thresholds in simulation, but not in the embedded sample, which shows smooth falling flanks in the $p_T$ spectra. In order to correctly reproduce this feature, which is also expected in data, in the embedded sample, a correction is applied to emulate the trigger efficiency. Three cases are discussed:

- All events are weighted equally, so no trigger emulation is performed (notated as noTrig).
- Events are reweighted$^3$, using the trigger efficiency obtained from data $\varepsilon_{e\mu|e\mu}$ from Refs. [183,196] (see Subsection 6.1.3) applied as event weight (trigReweighting), or
- using factors of 0 or 1, based on the trigger emulation detailed below (trigEmulation).

$^3$The normalization of the embedded sample is corrected according to the sum of weights.
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Figure 7.3.: Comparison of the electron (left) and muon (right) $p_T$ spectra for $Z/\gamma^* \rightarrow \tau\tau$ events in the embedded sample and for Alpgen after the preselection (electron–muon pair of opposite charge, irrespective of the jet content).

The embedding trigger emulation (trigEmulation) provides a trigger decision, based on the trigger efficiencies of the single-lepton triggers obtained from data [196], by subsequently checking the three available triggers:

1. If the transverse momentum of the muon in the event fulfills $p_{T,\mu} > 20 \text{ GeV}$, the event is accepted with a probability of $\varepsilon_{data}^{\mu}(\eta_\mu, \phi_\mu)$ (emulating the single-muon trigger).

2. If the event is not accepted by the previous condition, the event is accepted with a probability of $\varepsilon_{data}^{e}(\eta_e, p_{T,e})$ if the momentum of the electron in the event fulfills $p_{T,e} > 24 \text{ GeV}$ (emulating the single-electron trigger).

3. Events not accepted by the previous conditions are accepted with a probability of $\varepsilon_{data}^{\mu}(\eta_\mu, \phi_\mu)$ because the contribution by the muon trigger dominates the total inefficiency of the electron–muon trigger (emulating the electron–muon trigger).

The resulting kinematics of the three cases are compared to those obtained from simulation and two other weighting schemes for the embedded sample in Figures 7.3 through 7.5.

Of the three weighting methods, the embedding trigger emulation best reproduces the feature that the combination of the single-lepton and the electron–muon triggers introduces into the transverse momentum spectra of the final state leptons (see Figure 7.3), which is accurately described by simulation (see Subsection 3.2.7). Even though the feature cannot be perfectly modeled by the simple reweighting schemes detailed above, the associated uncertainty is reduced to the level of the other uncertainties (see Subsection 8.2.1). It can be modeled by comparing the distributions obtained using trigEmulation and trigReweighting.

Trigger emulation is therefore applied to the nominal $Z/\gamma^* \rightarrow \tau\tau$ prediction in the $b$-vetoed sample. In the $b$-tagged sample, the statistical uncertainties dominate, so all events are used with equal weights (noTrig) for the central $Z/\gamma^* \rightarrow \tau\tau$ prediction in the $b$-tagged sample\(^4\).

\(^4\)As the analysis of the $b$-tagged sample was finalized and preliminarily published [214] before this difference was discovered in the $b$-vetoed sample and it constitutes a subdominant effect, no trigger emulation was included in the analysis of the $b$-tagged sample.
While the three weighting methods produce different lepton $p_T$ spectra, the effect on the reconstructed Higgs boson candidate mass ($m_{\mathrm{MMC}}$) is only noticeable between values of about 50 and 85 GeV (see Figure 7.4). The predicted distribution from the corresponding Alpgen datasets, on the other hand, exhibits a systematic shift, which can be attributed to the $E_{\mathrm{T}}^{\text{miss}}$ distribution, shown in the same Figure.

The distributions of the variables used within the kinematic selection (see Figure 7.5) show several differences: While the $\Delta\phi_{\ell\ell}$ and $\sum_{\ell=e,\mu} \cos \Delta\phi_{E_{\mathrm{T}}^{\text{miss}},\ell}$ distributions agree well between all four predictions, the three different lepton trigger weighting scenarios in the embedded samples only significantly impact the $E_{\mathrm{T}}^{\text{miss}} + p_T, e$ and $E_{\mathrm{T}}^{\text{miss}} + p_T, \mu$ and $m_{\tau\tau}^{\mathrm{MMC}}$ distributions. The different predictions of the distributions of missing transverse energy and the lepton transverse momenta (see Figures 7.3 and 7.4) lead to differences in the $E_{\mathrm{T}}^{\text{miss}} + p_T, e$ and $p_T, \mu$ distribution below values of 100 GeV$^5$, and simulation shows a significantly larger fraction of events without valid jets ($H_T = 0$). The estimation of missing transverse energy and jet-related quantities from data in $Z/\gamma^* \rightarrow \tau\tau$ events is therefore one of the most important advantages of the embedded sample (see Subsection 8.1.3).

Because the impact of the missing trigger simulation can be recovered with trigger emulation and many sources of systematic uncertainty can be eliminated by the data-driven approach, the embedded sample constitutes the most promising source for an accurate description of the $Z/\gamma^* \rightarrow \tau\tau$ background.

---

$^5$Note that the lowest cut value is 125 GeV in the kinematic selection of the $b$-tagged sample, so these differences are irrelevant to the cut efficiencies.
Figure 7.5.: Distributions of the variables used within the kinematic selection in simulation and embedded events at the preselection stage (electron–muon pair of opposite charge, irrespective of the jet content).
### 7.1.2. Multi-Jet Background Estimation from Control Regions

As shown in Ref. [15] for a previous analysis of the $\tau\ell_\text{lep}$ $\tau\ell_\text{had}$ final states, the multi-jet contribution can be estimated with the so-called *ABCD method* by using a set of control regions (as mentioned in Subsection 6.2.1 and illustrated in Figure 6.5). The method uses two selection variables which must be uncorrelated with each other and with the final discriminant ($m_{\tau\tau}^{\text{MMC}}$) for the multi-jet background. The multi-jet contribution in a signal region can be computed from the event yields in the control regions, and the shape of the $m_{\tau\tau}^{\text{MMC}}$ distribution is obtained from a control region.

The control regions differ from the respective signal region $A_R$ of the sample $R^6$ only by the isolation or charge requirements applied:

- **$A_R$** Events with exactly one isolated electron and exactly one isolated muon of opposite electric charge enter the signal regions ($A_{b\text{-tag}}$, $A_{b\text{-veto}}$) and the $t\bar{t}$ control regions ($A_{CR\ b\text{-tag}}$, $A_{CR\ b\text{-veto}}$).

- **$B_R$** Events with exactly one isolated electron and exactly one isolated muon of *the same* electric charge enter regions $B_R$.

- **$C_R$** Events with exactly one *anti-isolated* electron and exactly one *anti-isolated* muon of opposite electric charge enter regions $C_R$. The shapes of distributions in the signal region are extracted from this region (see below).

- **$D_R$** Events with exactly one *anti-isolated* electron and exactly one *anti-isolated* muon of *the same* electric charge enter regions $D_R$.

The *ABCD* method exploits the small correlations between these quantities and the final discriminant ($m_{\tau\tau}^{\text{MMC}}$) in order to obtain an estimate for the event yield as well as the shapes of distributions of kinematic variables from the control regions $B_R$, $C_R$, and $D_R$. In order to assess the impact of correlations, the method is extended by another set of isolation criteria, which introduce the additional control regions, $E_R$ and $F_R$:

- **$E_R$** Events with exactly one isolated electron and exactly one *anti-isolated* muon of opposite electric charge enter regions $E_R$.

- **$F_R$** Events with exactly one isolated electron and exactly one *anti-isolated* muon of *the same* electric charge enter regions $F_R$.

By selecting one isolated electron and one anti-isolated muon in regions $E_R$ and $F_R$, the good rejection against misreconstructed muons from the identification cuts is combined with the good rejection from the isolation cuts applied to electron candidates.

The multi-jet contribution in the signal regions can be estimated by first subtracting the electroweak contributions ($N_i^{\text{ew}}$) from the yield in data ($N_i^{\text{data}}$) for all control regions $i = B_R, C_R, D_R, E_R, F_R$:

$$N_i^{\text{multi-jet}} = N_i^{\text{data}} - N_i^{\text{ew}}.$$  \hspace{1cm} (7.2)

The event yield is then extrapolated to the signal region: Assuming that the lepton isolation variables and the relative charge of the leptons are uncorrelated for multi-jet backgrounds, the ratio of yields is same for each set of regions with identical isolation requirements:

$$\frac{N_{A_R}^{\text{multi-jet}}}{N_{B_R}^{\text{multi-jet}}} = \frac{N_{C_R}^{\text{multi-jet}}}{N_{D_R}^{\text{multi-jet}}} = \frac{N_{E_R}^{\text{multi-jet}}}{N_{F_R}^{\text{multi-jet}}}.$$  \hspace{1cm} (7.3)

$^6$The region index $R$ refers to the signal regions of the $b$-tagged or $b$-vetoed samples or the associated $t\bar{t}$ control regions (see Subsection 7.1.3).
The event yield for the signal regions can then be calculated using either regions $C_R$ and $D_R$ or $E_R$ and $F_R$, which differ in the electron isolation requirement:

$$N_{A_R}^{\text{multi-jet}} = \frac{N_{C_R}^{\text{multi-jet}}}{N_{D_R}^{\text{multi-jet}}} \cdot N_{B_R}^{\text{multi-jet}}$$ (7.4)

or

$$N_{A_R}^{\text{multi-jet}} = \frac{N_{E_R}^{\text{multi-jet}}}{N_{F_R}^{\text{multi-jet}}} \cdot N_{B_R}^{\text{multi-jet}}.$$ (7.5)

In the present analysis, Eq. (7.4) is used for the central value of the multi-jet prediction, while the difference between the predictions from Eq. (7.4) and Eq. (7.5) is used as measure for the systematic uncertainty. The shape of the kinematic distributions in the regions $A_R$ is taken from region $C_R$. The preference of regions $C_R$ and $D_R$ to obtain the central value of the prediction for the multi-jet background is founded in their purity and multi-jet event yields, which are better than those for regions $E_R$ and $F_R$ (see Table 7.1). A sufficient event yield is particularly important in the region from which the shapes of kinematic distributions are taken (see below). For each multi-jet control region, the individual electroweak contributions of all background classes and the event yield in collision data are given in Table 7.2. The expected signal contribution for the $m_{\text{max}}^{\text{mix}}$ scenario and $m_{A^0} = 150$ GeV, $\tan\beta = 20$ is below 1% of the event yield in data for all control regions.

The $Z/\gamma^* \rightarrow \tau\tau$ contribution has been estimated from the Alpgen samples because the isolation variables are also taken from simulation in the embedded sample and carry an additional systematic uncertainty from the subtraction of energy deposits in calorimeter cells in the embedding procedure. The $t\bar{t}$ contribution has been estimated from the MC@NLO sample because of its small contribution to regions $B_R$ through $F_R$ (see Table 7.2), and the di-boson contribution from the HERWIG samples. The uncertainty from the subtraction of electroweak backgrounds is neglected here, but it is taken into account as a normalization uncertainty in the calculation of exclusion limits.

As mentioned before, the shapes of distributions of kinematic variables can be obtained from the control regions. The shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions after the subtraction of electroweak background contributions for regions $B_{b\text{-tag}}$ to $F_{b\text{-tag}}$ and $B_{b\text{-veto}}$ to $F_{b\text{-veto}}$ are shown in Figure 7.6. The $m_{\tau\tau}^{\text{MMC}}$ distributions of the various control regions show significant shape differences when comparing control regions with different lepton isolation criteria. These differences are expected because of differences in the transverse momenta of the leptons (see Figure 7.7), which affect the reconstruction of $m_{\tau\tau}^{\text{MMC}}$. From this point of view, it would be preferable to take the shape from region $B_R$ because the impact of the isolation variables on the $m_{\tau\tau}^{\text{MMC}}$ distributions is larger than those of the relative lepton charge. However, the low event yield in data would lead to unacceptable statistical uncertainties for the $m_{\tau\tau}^{\text{MMC}}$ shape prediction.

The resulting uncertainty on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions in the signal regions can be estimated from regions $C_R$ and $E_R$: The nominal shape is taken from region $C_R$, while the difference to the shape from region $E_R$ is taken as measure of the systematic uncertainty.
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<table>
<thead>
<tr>
<th>p-Tagger Sample</th>
<th>Selection Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region A</td>
<td>Region B</td>
</tr>
</tbody>
</table>

The numbers that refer to regions BR through 1R. The second error component of the signal region estimate is given for the 

Table 7.1: Multi-Tag estimation for an integrated luminosity of 17 fb⁻¹. Only the statistical component of the mcerror is given for the

The systematic error component calculated from the difference of the numbers that refer to regions BR through 1R. The second error component of the signal region estimate is given for the
Table 7.2.: The contribution of non-multi-jet background to the multi-jet control regions ($B_R$ through $F_R$) and the event yield in collision data after all topological selection criteria have been applied. The expected signal contribution for the $m_{h^+h^-}^{\text{max}}$ scenario and $m_A = 150\text{GeV}$, $\tan\beta = 20$ is below 1% of the event yield in data for all control regions.

<table>
<thead>
<tr>
<th>$b$-tagged sample</th>
<th>$Z/\gamma^* \rightarrow \tau\tau$</th>
<th>$\ell\ell$</th>
<th>Single $t$</th>
<th>Diboson</th>
<th>$Z/\gamma^* \rightarrow \ell\ell$</th>
<th>W+jets</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{b\text{-tag}}$</td>
<td>$1.0 \pm 0.6$</td>
<td>$0.2 \pm 0.1$</td>
<td>$0.6 \pm 0.2$</td>
<td>$0.4 \pm 0.2$</td>
<td>$0.6 \pm 0.6$</td>
<td>$4 \pm 3$</td>
<td>$15$</td>
</tr>
<tr>
<td>$C_{b\text{-tag}}$</td>
<td>$1.2 \pm 0.5$</td>
<td>$4.7 \pm 0.6$</td>
<td>$1.1 \pm 0.4$</td>
<td>$0.2 \pm 0.1$</td>
<td>$0$</td>
<td>$1.3 \pm 1.0$</td>
<td>$7944$</td>
</tr>
<tr>
<td>$D_{b\text{-tag}}$</td>
<td>$0$</td>
<td>$3.7 \pm 0.5$</td>
<td>$1.0 \pm 0.2$</td>
<td>$0$</td>
<td>$0$</td>
<td>$2.4 \pm 1.3$</td>
<td>$4344$</td>
</tr>
<tr>
<td>$E_{b\text{-tag}}$</td>
<td>$21 \pm 3$</td>
<td>$63 \pm 2$</td>
<td>$22.9 \pm 1.1$</td>
<td>$3.1 \pm 0.3$</td>
<td>$7.8 \pm 2.3$</td>
<td>$28 \pm 5$</td>
<td>$942$</td>
</tr>
<tr>
<td>$F_{b\text{-tag}}$</td>
<td>$1.8 \pm 0.8$</td>
<td>$53.4 \pm 1.8$</td>
<td>$15.4 \pm 0.9$</td>
<td>$1.3 \pm 0.2$</td>
<td>$5.3 \pm 2.0$</td>
<td>$17 \pm 4$</td>
<td>$665$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$b$-vetoed sample</th>
<th>$Z/\gamma^* \rightarrow \tau\tau$</th>
<th>$\ell\ell$</th>
<th>Single $t$</th>
<th>Diboson</th>
<th>$Z/\gamma^* \rightarrow \ell\ell$</th>
<th>W+jets</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{b\text{-veto}}$</td>
<td>$58 \pm 5$</td>
<td>$1.9 \pm 0.3$</td>
<td>$1.7 \pm 0.4$</td>
<td>$21.3 \pm 0.7$</td>
<td>$60 \pm 6$</td>
<td>$44 \pm 13$</td>
<td>$679$</td>
</tr>
<tr>
<td>$C_{b\text{-veto}}$</td>
<td>$131 \pm 7$</td>
<td>$40.1 \pm 1.5$</td>
<td>$15.9 \pm 1.0$</td>
<td>$4.3 \pm 0.4$</td>
<td>$22 \pm 3$</td>
<td>$165 \pm 32$</td>
<td>$136142$</td>
</tr>
<tr>
<td>$D_{b\text{-veto}}$</td>
<td>$9.3 \pm 1.7$</td>
<td>$32.6 \pm 1.3$</td>
<td>$9.1 \pm 0.7$</td>
<td>$1.3 \pm 0.2$</td>
<td>$15 \pm 3$</td>
<td>$32 \pm 11$</td>
<td>$68126$</td>
</tr>
<tr>
<td>$E_{b\text{-veto}}$</td>
<td>$1480 \pm 23$</td>
<td>$339 \pm 4$</td>
<td>$240 \pm 4$</td>
<td>$69.9 \pm 1.5$</td>
<td>$246 \pm 12$</td>
<td>$3353 \pm 90$</td>
<td>$21504$</td>
</tr>
<tr>
<td>$F_{b\text{-veto}}$</td>
<td>$56 \pm 5$</td>
<td>$336 \pm 4$</td>
<td>$139 \pm 3$</td>
<td>$14.1 \pm 0.6$</td>
<td>$237 \pm 11$</td>
<td>$677 \pm 43$</td>
<td>$11711$</td>
</tr>
</tbody>
</table>

Figure 7.6.: Shapes of the $m_{\MMC}^{\text{MMC}}$ distributions from multi-jet control regions $B_{b\text{-tag}}$ through $F_{b\text{-tag}}$ (left) and $B_{b\text{-veto}}$ through $F_{b\text{-veto}}$ (right), after all topological cuts have been applied. Contributions from non-multi-jet processes have been subtracted from the distributions observed in data. The distribution from region $B_{b\text{-tag}}$ is not shown because of the low event yield in this region. The signal region estimate is taken from regions $C_{b\text{-tag}/b\text{-veto}}$. 
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Table 7.2.: The contribution of non-multi-jet background to the multi-jet control regions ($B_R$ through $F_R$) and the event yield in collision data after all topological selection criteria have been applied. The expected signal contribution for the $m_{h^+h^-}^{\text{max}}$ scenario and $m_A = 150\text{GeV}$, $\tan\beta = 20$ is below 1% of the event yield in data for all control regions.
Figure 7.7.: Shapes of the lepton $p_T$ distributions from multi-jet control regions $B_R$ through $F_R$, after all topological cuts have been applied. Contributions from non-multi-jet processes have been subtracted from the distributions observed in data. The distribution from region $B_{b-tag}$ is not shown because of the low event yield in this region.
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7.1.3. $t$-Quark Pair Background Estimation from Control Regions

t-quark pair production contributes significantly to the $b$-tagged sample with 28% of the total background after the kinematic selection. In the $b$-vetoed sample, $t\bar{t}$ contributes only 1% of the total background. In order to control systematic uncertainties from simulation, it should therefore also be estimated from data, especially in the $b$-tagged sample.

It has therefore been investigated whether the $t\bar{t}$ background can be estimated from data in a similar way as the multi-jet background by using an $ABCD$ method, taking different sets of variables into account:

- The impact parameters of the final-state leptons have initially been considered as discriminating variables, exploiting the fact that about 90% of the $e\mu$ final states in $t\bar{t}$ decays originate from $t\to W(e/\mu+\nu)b$ decays. Leptonically decaying $\tau$ leptons in the signal and $Z/\gamma^*\to \tau\tau$ processes, however, have too small decay lengths to be separated sufficiently well, so they were not considered for the optimization of the event selection or the final $t\bar{t}$ estimation.

- For the $b$-tagged sample, an estimation with the variables $E_{\text{miss}}+p_{T,e}+p_{T,\mu}$ and $H_T$ is possible (see Appendix A), but it requires the compensation of correlations from simulation. Because $H_T$ (or an equally well-suited second discriminant against $t\bar{t}$ events) is not used in the kinematic selection of the $b$-vetoed sample, this method cannot be as easily adopted to the $b$-vetoed sample as the background estimation method detailed within this Subsection.

No set of variables has been found that offers negligible correlations of the variables to each other and to $m_{\tau\tau}^\text{MMC}$, while also having sufficient event yields in the control regions.

In this analysis, the event yields of the $t\bar{t}$ background are obtained from a control region, using an extrapolation factor taken from simulation, and the shapes of the kinematic variables in the signal regions are also taken from simulation: While the $b$-tagged ($b$-vetoed) samples require exactly 1 (0) $b$-jets with transverse momenta above 20 GeV (at an efficiency of $\varepsilon_b = 75\%$ for $b$-jets with $p_T > 15$ GeV in simulated $t\bar{t}$ events), these control regions contain events with at least two tagged $b$-jets. The event yields in the signal regions in data $(N_{\text{SR}}^{b\text{-tag/b-veto}})$ can be obtained from the event yields in the control regions $(N_{\text{CR}}^{b\text{-tag/b-veto}})$, using extrapolation factors $k_{\text{tag/b-veto}}^\text{MC}$ from simulation:

$$N_{t\bar{t}}^{\text{SR b-tag/b-veto}} = k_{\text{CR b-tag/b-veto}}^\text{MC} \cdot N_{t\bar{t}}^{\text{CR b-tag/b-veto}}.$$ (7.6)

For the $b$-tagged sample, the $H_T$ requirement is dropped in the control region to reduce the statistical uncertainties. Because of different $b$-jet multiplicities, the contribution from the production of single $t$-quarks cannot be estimated from the same control regions, so it is taken from simulation. The control regions for the $b$-tagged and the $b$-vetoed sample are both defined by the requirement of at least two $b$-tagged jets. The set of cuts applied to the control region for the $b$-tagged sample is tighter than that of the control region for the $b$-vetoed sample. Consequently, the former is a subset of the latter.

For simulated $t\bar{t}$ samples from MC@NLO and POWHEG+Jimmy, the event yields in the signal and control regions are determined, and their ratios give the extrapolation factors $k_{\text{tag/b-veto}}^\text{MC}$ for each Monte Carlo (MC) event generator (see Table 7.3). For each sample, the predictions from the two simulated samples are weighted with their uncertainties. The weighted mean is used as central value for $k_{\text{MC}}^{b\text{-tag/b-veto}}$, using half the difference of the two
### 7 Background Estimation

#### Table 7.3.: Determination of the $t\bar{t}$ extrapolation factors $k_{\text{MC@NLO}}^{b\text{-tag/b-veto}}$ and $k_{\text{POWHEG+Jimmy}}^{b\text{-tag/b-veto}}$ for each stage of the selection of the $b$-tagged and $b$-vetoed samples.

<table>
<thead>
<tr>
<th>$b$-TAGGED SAMPLE</th>
<th>MC@NLO</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SR yield</td>
<td>CR yield</td>
</tr>
<tr>
<td>Preselection $e^{\pm}\mu^{\mp}$</td>
<td>6993±19</td>
<td>2545±11</td>
</tr>
<tr>
<td>Exactly one $b$-jet</td>
<td>3314±13</td>
<td>2545±11</td>
</tr>
<tr>
<td>$E_{T}^{\text{miss}} + p_{T,e} + p_{T,\mu} &lt; 125$ GeV</td>
<td>504±5</td>
<td>414±4</td>
</tr>
<tr>
<td>$\Delta \phi_{e\mu} &gt; 2$</td>
<td>198±3</td>
<td>166±3</td>
</tr>
<tr>
<td>$\sum_{\ell=e,\mu} \cos \Delta \phi_{E_{T}^{\text{miss},\ell}} &gt; -0.2$</td>
<td>135±3</td>
<td>110.1±2.3</td>
</tr>
<tr>
<td>$H_{T} &lt; 100$ GeV</td>
<td>46.3±1.5</td>
<td>110.1±2.3</td>
</tr>
<tr>
<td>$m_{\tau\tau}^{\text{MMC}}$ reconstructible</td>
<td>44.8±1.5</td>
<td>107.9±2.3</td>
</tr>
</tbody>
</table>

| PowHeg+Jimmy | |
|-------------------|--------|---|
|                   | SR yield | CR yield | $k_{\text{POWHEG+Jimmy}}^{b\text{-tag/b-veto}}$ |
| Preselection $e^{\pm}\mu^{\mp}$ | 6675±79 | 2881±52 | 2.317±0.050 |
| Exactly one $b$-jet | 2904±52 | 2881±52 | 1.008±0.026 |
| $E_{T}^{\text{miss}} + p_{T,e} + p_{T,\mu} < 125$ GeV | 457±21 | 446±19 | 1.025±0.064 |
| $\Delta \phi_{e\mu} > 2$ | 171±13 | 168±12 | 1.019±0.104 |
| $\sum_{\ell=e,\mu} \cos \Delta \phi_{E_{T}^{\text{miss},\ell}} > -0.2$ | 118±10 | 122±10 | 0.963±0.115 |
| $H_{T} < 100$ GeV | 51±7 | 122±10 | 0.413±0.063 |
| $m_{\tau\tau}^{\text{MMC}}$ reconstructible | 49±6 | 120±10 | 0.409±0.064 |

<table>
<thead>
<tr>
<th>$b$-VETOED SAMPLE</th>
<th>MC@NLO</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SR yield</td>
<td>CR yield</td>
</tr>
<tr>
<td>Preselection $e^{\pm}\mu^{\mp}$</td>
<td>6993±19</td>
<td>2545±11</td>
</tr>
<tr>
<td>No $b$-jets</td>
<td>1133.2±8.1</td>
<td>2545±11</td>
</tr>
<tr>
<td>$E_{T}^{\text{miss}} + p_{T,e} + p_{T,\mu} &lt; 150$ GeV</td>
<td>356.1±4.6</td>
<td>840.2±6.4</td>
</tr>
<tr>
<td>$\Delta \phi_{e\mu} &gt; 1.6$</td>
<td>200.9±3.4</td>
<td>452.4±4.6</td>
</tr>
<tr>
<td>$\sum_{\ell=e,\mu} \cos \Delta \phi_{E_{T}^{\text{miss},\ell}} &gt; -0.4$</td>
<td>140.2±2.8</td>
<td>324.3±4.0</td>
</tr>
<tr>
<td>$m_{\tau\tau}^{\text{MMC}}$ reconstructible</td>
<td>126.1±2.6</td>
<td>297.6±3.8</td>
</tr>
</tbody>
</table>

| PowHeg+Jimmy | |
|-------------------|--------|---|
|                   | SR yield | CR yield | $k_{\text{POWHEG+Jimmy}}^{b\text{-veto}}$ |
| Preselection $e^{\pm}\mu^{\mp}$ | 6675±79 | 2881±52 | 2.317±0.050 |
| No $b$-jets | 890±29 | 2881±52 | 0.309±0.012 |
| $E_{T}^{\text{miss}} + p_{T,e} + p_{T,\mu} < 150$ GeV | 295±17 | 928±28 | 0.318±0.021 |
| $\Delta \phi_{e\mu} > 1.6$ | 158±12 | 477±20 | 0.331±0.029 |
| $\sum_{\ell=e,\mu} \cos \Delta \phi_{E_{T}^{\text{miss},\ell}} > -0.4$ | 110±10 | 347±17 | 0.318±0.033 |
| $m_{\tau\tau}^{\text{MMC}}$ reconstructible | 97.5±9.4 | 325±17 | 0.300±0.033 |
single predictions as measure of the systematic uncertainty (see Table 7.4). This estimate assumes that the differences in the jet properties of the two samples are characteristic for the overall theoretical uncertainties. Because $t$-quark pairs are produced predominantly at low $|\eta|$, two central $b$-jets from the $t$-quark decays are expected for most events already at leading order. As a consequence, the $b$-jet multiplicity can be expected to be well-described by both generators. The $t\bar{t}$ control regions have a purity of 92% (96%) after the application of the selection cuts (with exception of the $H_T$ cut, see above). Other contributions (predominantly events with $Z/\gamma^* \rightarrow \tau\tau$ or single $t$-quark decays) are estimated from simulation, except for the multi-jet background, which is estimated using an $ABCD$ method in the $t\bar{t}$ control regions as described in Subsection 7.1.2. Their contributions are subtracted from the number of observed events, and the result is scaled by $k_{MC}$ to obtain the signal region prediction (see Table 7.5).

A comparison of the signal region predictions by MC@NLO and the extrapolation method shows that the prediction from simulation is lower by 20% (17%) for the $b$-tagged ($b$-vetoed) sample. This is consistent with the observations of the Standard Model $H \rightarrow WW^{(*)} \rightarrow \ell\nu\ell\nu$ search [215].

Figure 7.8 shows the $t\bar{t}$ background and other contributions to the control regions of the $b$-tagged and $b$-vetoed samples. The $t\bar{t}$ background has been normalized to $N_{CR}^{b\text{-tag}/b\text{-veto}}$. Figure 7.9 shows a comparison of the $m^{\text{MMC}}_{\tau\tau}$ shapes in the control regions (left) and the signal regions (right) after the application of all selection cuts. The signal region predictions of the two simulated datasets agree within statistical uncertainties, and the collision-data distributions in the control regions (with non-$t\bar{t}$ contributions subtracted) agree with simulation. This is supported by the high $p$-values obtained from KS tests between the simulated datasets\footnote{The $p$-value of a KS test for two sets of data that stem from the same underlying probability density function}, which are quoted in the figure. Therefore (and because of the agreement observed

### Table 7.4: $t\bar{t}$ extrapolation factors $k_{MC}^{b\text{-tag}/b\text{-veto}}$ with systematic uncertainties included. Central values are obtained as weighted means, the systematic uncertainty reflects the difference between the values obtained from MC@NLO and POWHEG+Jimmy.

<table>
<thead>
<tr>
<th>$b$-TAGGED SAMPLE</th>
<th>$k_{MC}^{b\text{-tag}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preselection $e\mu\tau\tau$</td>
<td>2.716±0.014±0.231</td>
</tr>
<tr>
<td>Exactly one $b$-jet</td>
<td>1.278±0.007±0.163</td>
</tr>
<tr>
<td>$E_T^{miss} + p_{T,e} + p_{T,\mu} &lt; 125$ GeV</td>
<td>1.202±0.018±0.103</td>
</tr>
<tr>
<td>$\Delta\phi_{e\mu} &gt; 2$</td>
<td>1.180±0.027±0.092</td>
</tr>
<tr>
<td>$\sum_{t=e,\mu} \cos\Delta\phi_{E^{miss},t} &gt; -0.2$</td>
<td>1.199±0.034±0.143</td>
</tr>
<tr>
<td>$H_T &lt; 100$ GeV</td>
<td>0.420±0.016±0.004</td>
</tr>
<tr>
<td>$m^{MMC}_{\tau\tau}$ reconstructible</td>
<td>0.415±0.016±0.004</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$b$-VETOED SAMPLE</th>
<th>$k_{MC}^{b\text{-veto}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preselection $e\mu\tau\tau$</td>
<td>2.716±0.014±0.231</td>
</tr>
<tr>
<td>No $b$-jets</td>
<td>0.433±0.004±0.078</td>
</tr>
<tr>
<td>$E_T^{miss} + p_{T,e} + p_{T,\mu} &lt; 150$ GeV</td>
<td>0.432±0.004±0.078</td>
</tr>
<tr>
<td>$\Delta\phi_{e\mu} &gt; 1.6$</td>
<td>0.415±0.006±0.059</td>
</tr>
<tr>
<td>$\sum_{t=e,\mu} \cos\Delta\phi_{E^{miss},t} &gt; -0.4$</td>
<td>0.434±0.008±0.063</td>
</tr>
<tr>
<td>$m^{MMC}_{\tau\tau}$ reconstructible</td>
<td>0.412±0.010±0.070</td>
</tr>
</tbody>
</table>
Table 7.2: Determination of event yields for different processes in the tt control regions and the final signal region prediction. The second column indicates the expected signal contamination for $m_W = 110$ GeV. The final column is derived from the systematic uncertainty of the extrapulation factor (cf. Table 7.4). The error quoted in the final column is derived from the systematic uncertainty of the extrapulation factor (cf. Table 7.4).
in the alternative shape estimation in Chapter A), the $m_{\tau\tau}^{\text{MMC}}$ shape in the signal region is taken from MC@NLO, which has lower statistical uncertainties than the predicted shape from data.

### 7.2. Background Estimation from Simulation

The single $t$-quark, di-boson, $W$+jets, and $Z/\gamma^* \rightarrow ll$ processes are estimated from simulation. Because the expected event yields are sufficiently low, the associated uncertainties have only a small impact on the sensitivity.

The production of single $t$-quarks constitutes about 8\% (0.3\%) of the $b$-tagged $b$-vetoed sample. It cannot be estimated from the $t\bar{t}$ control regions because the jets in single $t$-quark production exhibit different multiplicity distributions, flavor compositions, and spectra than those in $t\bar{t}$ events. In order to obtain the best description of additional jets in events with single $t$-quark production, AcerMC [148] is used.

HERWIG has been used for the estimation of the di-boson background in the $b$-tagged sample, to which it contributes about 2\% of the background, and its corresponding control samples. MC@NLO has been used in the signal (about 4\% of the total background) and control regions of the $b$-vetoed sample. This background is dominated by $W$ boson pair production (95\% of the di-boson contribution).

The $Z/\gamma^* \rightarrow ll$ contribution is strongly suppressed by lepton identification. It is dominated by $Z/\gamma^* \rightarrow \mu\mu$ events (97\% of the $Z/\gamma^* \rightarrow ll$ backgrounds at the preselection stage) and contributes about 0.5\% (1.5\%) of the total background in the $b$-tagged ($b$-vetoed) sample. $W$ boson production in association with jets also plays a minor role due to the requirement

---

**Figure 7.8.** Distributions of $m_{\tau\tau}^{\text{MMC}}$ in the $t\bar{t}$ control regions of the $b$-tagged (left) and the $b$-vetoed sample (right) after the full selection. The $t\bar{t}$ distribution is taken from MC@NLO and rescaled from data. Good agreement between the shape of the MC prediction and data in this control region is observed.
Figure 7.9.: Shape of reconstructed $m_{\tau\tau}$ (MMC) in the $t\bar{t}$ control regions (left) and in the signal regions (right) for the $b$-tagged (top) and the $b$-vetoed (bottom) samples after the full selection. Other background contributions have been subtracted from data in the control region. The results of KS tests that quantify the similarity of the $m_{\tau\tau}^{\text{MMC}}$ shapes predicted by MC@NLO on one hand and POWHEG+Jimmy or data on the other hand are also given.
of two good leptons (0.6% (0.9%) of the total background in the $b$-tagged ($b$-vetoed) sample). Because of the importance of a good description of additional jets in the event, these backgrounds are estimated from simulated events produced with Alpgen. The simulation of $Z/\gamma^* \rightarrow \ell\ell$ and $W$ boson production is supplemented by events with enhanced $b$-jet fractions to provide a more accurate estimate in the $b$-tagged sample.
The presence of a signal in addition to the Standard Model (SM) background is assessed with a hypothesis test that is based on the predicted and observed $m_{\tau\tau}^{\text{MMC}}$ distributions (see Chapter 9 for details). Therefore, uncertainties associated to the expected event yields (normalization uncertainties) have to be taken into account to quantify the sensitivity. Because the test statistic depends on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions, shape uncertainties must also be estimated.

For each signal and background contribution, the normalization and shape uncertainties must be evaluated according to the estimation method used. The contributions that were estimated with simulated datasets are discussed in Section 8.1. The uncertainties of the data-driven background estimation techniques are described in Section 8.2.

The systematic uncertainties are summarized in Section 8.3.

8.1. Uncertainties of Event Simulation

The uncertainties associated to simulated events can be divided into three groups: The uncertainty of the production cross-section affects the normalization of the event sample.

The prediction of kinematic distributions of a given final state imposes another class of uncertainties in the presence of kinematic cuts, which are called acceptance uncertainties. This uncertainty is treated purely as a normalization uncertainty, so the contribution to the shape uncertainty is neglected.

The precision of the detector response, including reconstruction, identification, and isolation efficiencies as well as energy scales and resolutions, is determined by the kinematic properties of each event. The resulting $m_{\tau\tau}^{\text{MMC}}$ distributions for variations of the detector response have been compared to the central estimate. In cases where a significantly different shape was observed, they were taken into account as shape and normalization uncertainties, otherwise, as pure normalization uncertainties.

8.1.1. Production Cross-Sections

The calculation of the cross-section values is described in Subsection 4.1.4. They take the one-loop and most important two-loop corrections into account. For the estimation of the cross-section uncertainties, variations of the parton distribution function (PDF) as well as of the factorization and renormalization scales must be considered. The total error is calculated from the error eigenvectors of the PDF MSTW2008 at next-to-next-to-leading order (NNLO) and variations of the factorization and renormalization scales by factors of two around the central value [147]: By assuming that the goodness of the global PDF fit ($\chi^2$) is quadratic in the parameters of the PDF near the best fit value, variations can be expressed as a linear combination of eigenvectors of the associated Hessian matrix [216].

The production cross-section is evaluated for the central value and variations by ±1 times each of the 20 error eigenvectors, using the respective $\alpha_s$ value of the variation. Furthermore,
the cross-section is calculated for variations of the factorization and renormalization scales by factors of two and $1/2$. After evaluating each set $i$ of opposite variations from the error eigenvectors ($\uparrow$ and $\downarrow$), the larger positive and the larger negative (signed) variations ($V_{\uparrow}$ and $V_{\downarrow}$) from all sets are separately added in quadrature to find the uncertainty values of PDF and $\alpha_s$ in the positive ($\Sigma_+$) and negative ($\Sigma_-$) directions:

$$\Sigma_+ = \sqrt{\sum_i (\max(0, V_{\uparrow}, V_{\downarrow}))^2}$$

$$\Sigma_- = \sqrt{\sum_i (\min(0, V_{\uparrow}, V_{\downarrow}))^2}. \tag{8.2}$$

Finally, the error component from the variation of the factorization and renormalization scales is added linearly to the uncertainty of PDF and $\alpha_s$ to find the total cross-section uncertainty.

The uncertainty of the production cross-section is discussed in depth in Ref. [29] and ranges from 6 – 13%, depending on the choice of $m_{\tilde{A}}$ and $\tan \beta$. The uncertainties of the total signal cross-sections are shown in Figure 8.1 for Higgs boson production in association with $b$-quarks and for the gluon fusion production process. The relative uncertainties of all three neutral Higgs bosons have been weighted with the respective cross-section contributions.

Except for the $t\bar{t}$ and multi-jet backgrounds, which are normalized with data-driven methods, all background predictions rely on theoretical predictions of the underlying production cross-section. These are calculated as perturbative series up to varying orders in $\alpha_s$ and $\alpha_{\text{ew}}$, and the associated uncertainties have again been evaluated by varying the renormalization and factorization scales and repeatedly evaluating the cross-section for each of the error eigenvectors of the respective PDF. The results and the associated uncertainties are summarized in Table 8.1. For the di-boson contribution, the uncertainty for $WZ$ production has been assumed for all three processes in the statistical combination with the other channels in Ref. [10] to simplify the background model.
Table 8.1.: Inclusive cross-sections used for background processes within the analysis. The highest order of perturbative corrections considered and the associated uncertainty are given along with the reference of the calculation. For the di-boson contribution, the uncertainty for $WZ$ production has been assumed for all three processes in the statistical combination with the other channels [10]. The $t\bar{t}$ background is normalized from data within the analysis, so the production cross-section is only given for completeness.

<table>
<thead>
<tr>
<th>Process</th>
<th>Central Value [pb]</th>
<th>Order</th>
<th>Relative Uncertainty [%]</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z/\gamma^* \rightarrow ll$, $m_{ll} &gt; 40$ GeV</td>
<td>1070</td>
<td>NNLO</td>
<td>5</td>
<td>[175,211,213]</td>
</tr>
<tr>
<td></td>
<td>3900</td>
<td></td>
<td></td>
<td>[175,211–213]</td>
</tr>
<tr>
<td>$Z/\gamma^* \rightarrow ll$, $10$ GeV $&lt; m_{ll} &lt; 40$ GeV</td>
<td>3900</td>
<td></td>
<td></td>
<td>[175,211–213]</td>
</tr>
<tr>
<td>Single $t$</td>
<td>58.7 (t-channel), 3.9 (s-channel), 13.1 (Wt)</td>
<td>NLO</td>
<td>13</td>
<td>[151]</td>
</tr>
<tr>
<td>Di-Boson</td>
<td>46.2 (WW), 18.0 (WZ), 5.6 (ZZ)</td>
<td>NLO</td>
<td>5/7, 7/7</td>
<td>[175,211,213]/ [10]</td>
</tr>
<tr>
<td>$W + $jets</td>
<td>10460</td>
<td>NNLO</td>
<td>5</td>
<td>[175,211,213]</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>160.1</td>
<td>NNLL</td>
<td>$^{+8}_{-9}$</td>
<td>[217]</td>
</tr>
</tbody>
</table>

8.1.2. Acceptance Uncertainties

The accurate modeling of kinematic distributions in simulated samples is very challenging: Even though perturbation theory can, in principle, yield results at arbitrarily high precision, the input parameters still limit the precision of the resulting predictions. The PDF choice and generator settings impact the distributions of observables like momenta and pseudo-rapidities. The resulting normalization uncertainties are assumed to outweigh the accompanying shape uncertainties, which are neglected. This significantly simplifies the signal and background models.

Main Acceptance Uncertainty Contributions of Signal Processes

The signal samples for $b$-associated Higgs boson production have been produced using SHERPA [145]. The acceptance uncertainties are evaluated by implementing the analysis cuts on particle level and reweighting the events according to the flavor tagging efficiency obtained from data in Ref. [201]. The predicted event yields in the $b$-tagged and $b$-vetoed samples is determined for the following variations [218] of the $bbA^0$ samples with $m_{A^0} = 120$ GeV and $m_{A^0} = 200$ GeV:

- The CKKW matching parameter $Q_{cut}$ is by default set to a value of $\sqrt{20\text{GeV}/E_{CMS}}$, where $E_{CMS}$ is the center–of–mass energy. The variations $\uparrow$ and $\downarrow$ refer to values of $\sqrt{30\text{GeV}/E_{CMS}}$ and $\sqrt{15\text{GeV}/E_{CMS}}$, respectively.

- The factorization scale is by default set to a value of $\mu_0 = \frac{m_{A^0}}{4}$ and has been varied to values of $2\mu_0 (\uparrow)$ and $\frac{\mu_0}{2} (\downarrow)$.

- The renormalization scale is by default set to a value of $\mu_0 = m_{A^0}$. Because SHERPA uses the same scale for the simulation of parton showers, it is only varied up and down by 10% by recommendation of the SHERPA authors [219].

- $b$-quarks are by default treated as massless particles. A varied sample simulates massive $b$-quarks to estimate the systematic uncertainty on this assumption. Only two
Table 8.2.: Relative changes in the signal event yield after selection cuts (evaluated on particle level) for the $b\bar{b}\phi$ signal process. In the $b$-tagged sample, the observed change in the event yield for the alternative PDF choice has been inflated from $-6.2\%$ ($-6.5\%$) for $m_\phi = 120 (200)$ GeV to $\pm 12\%$ because taking CTEQ6.6m as only available alternative PDF choice does not comply with the recommendations of the PDF4LHC Working Group [220].

<table>
<thead>
<tr>
<th>$m_\phi = 120$ GeV</th>
<th>$m_\phi = 200$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$-TAGGED SAMPLE</td>
<td></td>
</tr>
<tr>
<td>CKKW matching parameter $\uparrow / \downarrow$</td>
<td>$+13.9% / -12.4%$</td>
</tr>
<tr>
<td>Factorization scale $\uparrow / \downarrow$</td>
<td>$-10.2% / -4.6%$</td>
</tr>
<tr>
<td>Renormalization scale $\uparrow / \downarrow$</td>
<td>$-0.1% / +0.4%$</td>
</tr>
<tr>
<td>Massive $b$-quarks</td>
<td>$-4.7%$</td>
</tr>
<tr>
<td>PDF choice</td>
<td>$-6.2% \to \pm 12%$</td>
</tr>
<tr>
<td>UE activity $\uparrow / \downarrow$</td>
<td>$+0.5% / +2.0%$</td>
</tr>
<tr>
<td>Total acceptance uncertainty</td>
<td>$+19% / -21%$</td>
</tr>
<tr>
<td>$b$-VETOED SAMPLE</td>
<td></td>
</tr>
<tr>
<td>CKKW matching parameter $\uparrow / \downarrow$</td>
<td>$-2.2% / +1.3%$</td>
</tr>
<tr>
<td>Factorization scale $\uparrow / \downarrow$</td>
<td>$+1.6% / -0.9%$</td>
</tr>
<tr>
<td>Renormalization scale $\uparrow / \downarrow$</td>
<td>$-0.2% / -0.2%$</td>
</tr>
<tr>
<td>Massive $b$-quarks</td>
<td>$+0.1%$</td>
</tr>
<tr>
<td>PDF choice</td>
<td>$-0.7%$</td>
</tr>
<tr>
<td>UE activity $\uparrow / \downarrow$</td>
<td>$-1.1% / -0.1%$</td>
</tr>
<tr>
<td>Total acceptance uncertainty</td>
<td>$+2.1% / -2.9%$</td>
</tr>
</tbody>
</table>

Additional partons can be considered in SHERPA when treating $b$-quarks as massive (rather than three for massless $b$-quarks). Samples with up to two additional partons are therefore compared to assess the impact of neglecting the $b$-quark mass.

- The default PDF (CTEQ6L1) has been replaced by CTEQ6.6m in one sample to assess the uncertainty from the PDF choice, following a recommendation of the SHERPA authors [219].

- The activity from the underlying event (UE) (measured in the transverse region) has been increased ($\uparrow$) or decreased ($\downarrow$) by 10\%, following a recommendation of the SHERPA authors [219].

The resulting relative uncertainties on the acceptance are summarized in Table 8.2. The total uncertainty is again calculated using Eqs. (8.1) and (8.2). In the $b$-tagged sample, the observed change in the event yield for the alternative PDF choice has been inflated from about $\pm 6\%$ to $\pm 12\%$ because taking CTEQ6.6m as only available alternative PDF choice does not comply with the recommendations of the PDF4LHC Working Group [220], but rather follows the recommendations of the SHERPA authors [219]. The uncertainties for the $b$-tagged sample are much larger than for the $b$-vetoed sample because of the tighter cuts of the kinematic selection. In both cases, the uncertainties from the variations of the CKKW matching parameter and the factorization scale contribute significantly. The inflation of the estimated uncertainty from the PDF choice in the $b$-tagged sample also results in a significant contribution.
Table 8.3.: Relative changes in the signal event yield in the b-vetoed samples after selection cuts (evaluated on particle level) for the $gg \rightarrow \phi$ signal process.

<table>
<thead>
<tr>
<th></th>
<th>$m_\phi = 120$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>b-vetoed sample</strong></td>
<td></td>
</tr>
<tr>
<td>Perugia 2011</td>
<td>+2.6%</td>
</tr>
<tr>
<td>Final State Radiation ↑ / ↓</td>
<td>+2.0% / +2.0%</td>
</tr>
<tr>
<td>Initial State Radiation ↑ / ↓</td>
<td>+2.0% / +2.3%</td>
</tr>
<tr>
<td>Renormalisation/Factorisation Scale ↑ / ↓</td>
<td>+1.7% / +1.4%</td>
</tr>
<tr>
<td>Herwig Shower</td>
<td>+2.7%</td>
</tr>
<tr>
<td>Total acceptance uncertainty</td>
<td>+5.1% / −0%</td>
</tr>
</tbody>
</table>

The gluon fusion signal process has been simulated with the POWHEG generator. The following variations of the default parameters have been evaluated:

- The default UE tune AUET2B LO** has been replaced by the Perugia underlying event tune of 2011 [182].
- The amount of final state radiation simulated by PYTHIA has been increased (↑) or decreased (↓) by varying the Λ value in running $\alpha_s$ for time-like showers by a factor of 2 or $1/2$, respectively [133].
- The amount of initial state radiation simulated by PYTHIA has been increased (↑) or decreased (↓) by varying the space-like parton-shower evolution the squared transverse momentum evolution scale down by a factor of $1/4$ or up by a factor of 4 and the scale of the hard interaction (and thus the maximum parton virtuality allowed in $Q^2$-ordered space-like showers) up by a factor of 1.5 or down by a factor of $1/8$, respectively [133].
- Both the renormalization and factorization scales have been varied by a factor of 2 (↑) or 0.5 (↓) around the central value of $m_{A^0}$.
- **HERWIG** instead of PYTHIA has been used to simulate the parton shower.

The resulting relative uncertainties on the acceptance are summarized in Table 8.3 for the b-vetoed sample. The total uncertainty is again calculated using Eqs. (8.1) and (8.2). The gluon fusion contribution to the signal event yield in the b-tagged sample is very small, so an explicit evaluation would introduce large statistical uncertainties because of the limited size of simulated samples. Instead, the same uncertainties as for b-associated Higgs boson production are assumed. The POWHEG samples cannot be reevaluated with other PDFs because the Bjorken scaling variables $X_i$ are unavailable. The impact of the PDF choice is therefore neglected for the gluon fusion production mode.

These considerations motivate the estimate of the acceptance uncertainties used within Ref. [10], summarized in Table 8.4. For b-associated Higgs boson production, the uncertainties$^2$ for masses between 120 and 200 GeV have been determined by linear interpolation, while the values for $m_\phi < 120$ GeV and $m_\phi > 200$ GeV have been taken from the samples with 120 and 200 GeV, respectively. For gluon fusion, the same uncertainties have been assumed for the entire mass range.

$^2$excluding the uncertainty stemming from the discrimination according to the number of tagged b-jets, see below
Table 8.4.: Relative signal acceptance uncertainty values from the main acceptance uncertainty contributions.

<table>
<thead>
<tr>
<th>Signal Process</th>
<th>Signal Acceptance Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$m_{\phi}$ [GeV]</td>
</tr>
<tr>
<td>$bb\phi$</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>170</td>
</tr>
<tr>
<td></td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>250</td>
</tr>
<tr>
<td></td>
<td>300</td>
</tr>
<tr>
<td>$gg \to \phi$</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>170</td>
</tr>
<tr>
<td></td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>250</td>
</tr>
<tr>
<td></td>
<td>300</td>
</tr>
</tbody>
</table>

**Flavor Tagging of Signal Events**

The predicted multiplicity distribution of $b$-tagged jets also needs to be considered as a source of acceptance uncertainty of the $bb\phi$ and $gg \to \phi$ samples because the events are sorted into samples of different $b$-jet content. Such considerations lead to moderate uncertainties, which is shown explicitly for $b$-associated production in the following. However, as shown below, such considerations only have a small impact on the sensitivity of the analysis, so they are neglected in Ref. [10] and are taken into account only in this thesis. For gluon fusion, an estimate is given, justifying to neglect this contribution both in Ref. [10] and in this thesis.

Following a recipe from Ref. [221], the exclusive contributions with 0, 1, or 2 $b$-quarks with $p_T > 20\text{GeV}$, $|\eta| < 2.4$ ($\sigma_{0\text{b-quarks}}^{\text{NNLO}}, \sigma_{1\text{b-quark}}^{\text{NLO}}, \sigma_{2\text{b-quarks}}^{\text{LO}}$) can be used to approximate the exclusive contributions with 0 or 1 $b$-tagged jets ($\sigma_{0\text{b-tagged jets}}^{\text{NNLO}}, \sigma_{1\text{b-tagged jet}}^{\text{NLO}}$) at the same order in $\alpha_s$:

\[ \sigma_{0\text{b-tagged jets}}^{\text{NNLO}} = \sigma_{0\text{b-quarks}}^{\text{NNLO}} + (1 - \varepsilon_b)\sigma_{1\text{b-quark}}^{\text{NLO}} + (1 - \varepsilon_b)^2\sigma_{2\text{b-quarks}}^{\text{LO}} \]  
\[ \sigma_{1\text{b-tagged jet}}^{\text{NLO}} = \varepsilon_b\sigma_{1\text{b-quark}}^{\text{NLO}} + 2\varepsilon_b(1 - \varepsilon_b)\sigma_{2\text{b-quarks}}^{\text{LO}}. \]  

The efficiency $\varepsilon_b$ at which true $b$-jets with $p_T > 20\text{GeV}$, $|\eta| < 2.5$ are tagged as $b$-jets has been determined for the selected flavor tagging working point from the simulated samples with Higgs boson masses of 100, 120, 160, 200, and 300 GeV (see Table 8.5) and is approximately 60% for the five mass hypotheses. For other Higgs boson mass hypotheses, the value is
Table 8.5.: Exclusive and inclusive cross-sections and uncertainties for $b$-associated Higgs boson production of neutral Higgs bosons. The Yukawa coupling strengths predicted by the SM have been assumed. $\sigma_{\text{NLO}}^{b}$, $\sigma_{\text{NNLO}}^{b}$, $\alpha_s^{\text{NNLO}}$, $\sigma_{\text{LO}}^{b}$, and $\alpha_s^{\text{LO}}$ are given in Ref. [221] along with the uncertainties from PDF, $\alpha_s$, and scale variations. The total uncertainty of the inclusive cross-section is compared to the total uncertainty of the sums in Eqs. (8.3) or (8.4), adding linearly the uncertainties of the exclusive contributions. The difference is taken as measure of the additional acceptance uncertainty from

<table>
<thead>
<tr>
<th>$m_\phi$ [GeV]</th>
<th>100</th>
<th>120</th>
<th>160</th>
<th>200</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{\text{NLO}}^{b}$ [fb]</td>
<td>349</td>
<td>188</td>
<td>66.4</td>
<td>27.9</td>
<td>4.98</td>
</tr>
<tr>
<td>Scale uncertainty [%]</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$\sigma_{\text{NNLO}}^{b}$ [fb]</td>
<td>239</td>
<td>124</td>
<td>41.2</td>
<td>16.5</td>
<td>2.71</td>
</tr>
<tr>
<td>Scale uncertainty [%]</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$\sigma_{\text{LO}}^{b}$ [fb]</td>
<td>101</td>
<td>58.6</td>
<td>22.9</td>
<td>10.3</td>
<td>2.02</td>
</tr>
<tr>
<td>Scale uncertainty [%]</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$\sigma_{\text{NNLO}}^{1b\text{-quark}}$ [fb]</td>
<td>65.4</td>
<td>39.2</td>
<td>15.6</td>
<td>7.14</td>
<td>1.39</td>
</tr>
<tr>
<td>Scale uncertainty [%]</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$\sigma_{\text{NNLO}}^{0b\text{-tagged jets}}$ [fb]</td>
<td>282</td>
<td>148</td>
<td>50.3</td>
<td>20.5</td>
<td>3.52</td>
</tr>
<tr>
<td>Scale uncertainty [%]</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
</tbody>
</table>

obtained by linear interpolation, and the value for a Higgs boson mass of 100 GeV is also used at 90 GeV.

By comparison of the uncertainties of the inclusive cross-section and the sums in Eqs. (8.3) and (8.4), the additional acceptance uncertainty introduced by flavor tagging can be assessed.

The inclusive cross-section $\sigma_{\text{total}}^{\text{NNLO}}$ and the exclusive cross-sections $\sigma_{0b\text{-quarks}}^{\text{NNLO}}$, $\sigma_{1b\text{-quark}}^{\text{NNLO}}$, and $\sigma_{2b\text{-quarks}}^{\text{NNLO}}$ are given in Ref. [221] along with the uncertainties from PDF, $\alpha_s$, and scale variations. The total uncertainty of the inclusive cross-section is compared to the total uncertainty of the sums in Eqs. (8.3) or (8.4), adding linearly the uncertainties of the exclusive contributions. The difference is taken as measure of the additional acceptance uncertainty from...
the sorting into different samples. The calculation is shown in Table 8.5. The additional acceptance uncertainty reaches up to $+6\%$ at $m_\phi = 200$ GeV for the $b$-tagged sample and up to $\pm 5\%$ at $m_\phi = 100$ GeV. The double-counting of effects is avoided by considering only the difference of uncertainties: The scale, PDF, and $\alpha_s$ variations have been performed in a consistent manner between the inclusive and exclusive cross-sections.

While the acceptance uncertainty for $b\bar{b}\phi$ arising from the selection of events with exactly one $b$-jet does not significantly contribute to the total acceptance uncertainty in the $b$-tagged sample, the effect exceeds the magnitude of the other sources of acceptance uncertainty in the $b$-vetoed sample.

The impact on the expected exclusion limits on the product of the production cross-section and the branching fraction to $\tau$ lepton pairs from the $b$-tagged ($b$-vetoed) sample is less than $0.8\%$ ($0.5\%$) across the examined mass range for $b$-associated production. Consequently, the published result from the combination with the other channels [10], which does not take this contribution into account, remains valid.

For signal events with Higgs boson production from gluon fusion, no explicit evaluation of the exclusive cross-sections is necessary: At next–to–leading order (NLO), such events on average only contain about 0.02 true $b$-jets on particle level at the preselection stage (see Figure 5.1(c)).

The acceptance of signal events with Higgs boson production from gluon fusion into the $b$-tagged sample relies on the mistagging of light jets. The selected flavor tagging algorithm offers a powerful rejection against light jets $R_{p_T}\geq 15$ GeV $\approx 58$ as other source of $b$-tagged jets. Given that no jets are expected at leading order (LO) and that the ratio of the NNLO and NLO cross-sections $\frac{\sigma_{\text{NNLO}}}{\sigma_{\text{NLO}}}$ is approximately 1.16 [223], a rough upper limit on the impact of flavor tagging uncertainties can be calculated:

Say that a fraction of events matching the relative cross-section difference of NLO and NNLO , which is approximately $\frac{1.16-1}{1} = 14\%$ in the mass range from 125 to 300 GeV [223], obtained an additional light jet when taking NNLO and higher-order corrections into account. This would lead to a $\frac{14\%}{R_{p_T}\geq 15}$ $\approx 0.2\%$ change (with respect to the inclusive cross-section) from the $b$-vetoed sample into the $b$-tagged sample at the preselection stage. For gluon fusion in the $b$-vetoed sample, the expected limit on the product of the production cross-section and the branching fraction to $\tau$ lepton pairs changes by less than $0.2\%$ for all Higgs boson mass hypotheses when assuming an additional uncertainty of even $0.7\%$. This contribution is therefore neglected.

The impact on the sensitivity for Minimal Supersymmetric Standard Model (MSSM) scenarios is also small: Even though 0.2\% of the gluon fusion cross-section at the preselection stage correspond to between 6 and 15\% of the contribution from gluon fusion after the requirement of exactly one $b$-tagged jet, the resulting absolute uncertainty is dwarfed by the acceptance uncertainty and the cross-section uncertainties of the MSSM from the dominant process $b\bar{b}\phi$.

The resulting total signal acceptance uncertainties are summarized in Table 8.6.

### Acceptance Uncertainties of Background Processes

The use of data-driven background estimation techniques reduces the reliance on simulation for the background estimates, leading to an improved sensitivity of the analysis. The estimation of the dominant $Z/\gamma^* \rightarrow \tau\tau$ background mainly relies on an accurate description of the lepton $p_T$ spectra in simulation (for obtaining the correct normalization factor for

\footnote{depending on the mass hypothesis, see Table 6.5}
Table 8.6.: Relative signal acceptance uncertainty values, including the contribution from the selection of either no $b$-jets ($b$-vetoed sample) or exactly one $b$-jet ($b$-tagged sample).

<table>
<thead>
<tr>
<th>Signal Process</th>
<th>Signal Acceptance Uncertainty</th>
<th>$m_\phi$ [GeV]</th>
<th>$b$-tagged sample</th>
<th>$b$-vetoed sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>$bb\phi$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>$+20% / -21%$</td>
<td>+5.0% / -5.5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>$+20% / -21%$</td>
<td>+5.0% / -5.5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>110</td>
<td>$+20% / -21%$</td>
<td>+5.0% / -5.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>$+20% / -21%$</td>
<td>+5.0% / -5.2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>130</td>
<td>$+20% / -21%$</td>
<td>+5.2% / -4.9%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>140</td>
<td>$+20% / -20%$</td>
<td>+5.3% / -4.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>$+20% / -20%$</td>
<td>+5.5% / -4.5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>170</td>
<td>$+21% / -19%$</td>
<td>+5.8% / -4.0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>$+21% / -18%$</td>
<td>+6.2% / -3.2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>$+21% / -18%$</td>
<td>+6.0% / -3.1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>$+21% / -19%$</td>
<td>+5.9% / -2.9%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$gg \rightarrow \phi$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>$+20% / -20%$</td>
<td>+5.1% / -0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>$+20% / -20%$</td>
<td>+5.1% / -0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>110</td>
<td>$+20% / -20%$</td>
<td>+5.1% / -0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>$+20% / -20%$</td>
<td>+5.1% / -0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>130</td>
<td>$+20% / -20%$</td>
<td>+5.1% / -0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>140</td>
<td>$+20% / -20%$</td>
<td>+5.1% / -0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>$+20% / -20%$</td>
<td>+5.1% / -0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>170</td>
<td>$+20% / -20%$</td>
<td>+5.1% / -0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>$+20% / -20%$</td>
<td>+5.1% / -0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>$+20% / -20%$</td>
<td>+5.1% / -0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>$+20% / -20%$</td>
<td>+5.1% / -0%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the embedded sample after the preselection, see Subsection 7.1.1). An uncertainty of 5% is assumed, based on a comparison to the results obtained with the CTEQ6.6 PDF and with different scale choices in Ref. [12].

The same uncertainty is assumed for the $Z/\gamma^* \rightarrow \ell\ell$ backgrounds, based on the almost identical kinematic properties of the daughter particles of the $Z/\gamma^*$ boson.

As the $t\bar{t}$ sample is normalized from a control region, the acceptance uncertainty affects the extrapolation factor ($k_{b\text{-tag}/b\text{-veto}}^{MC}$). The impact is estimated from $t\bar{t}$ samples of two different Monte Carlo (MC) event generators. The systematic uncertainties of this method are described in Subsection 8.2.3.

Because of their relatively low contribution to the selected samples, a value of 5\% has also been assumed for the acceptance uncertainty for the $W + \text{jets}$ and di-boson samples without further studies.

### 8.1.3. Simulated Detector Response

In order to minimize and correctly assess the uncertainties of the detector response in simulation, a wide range of performance measurements have been performed with the ATLAS detector. The results were used to calibrate the simulated detector response to match the measured performance and to provide variations of the nominal performance which reflect the
uncertainty of the nominal performance and can be propagated through analyses to quantify
the impact of each source of systematic uncertainty.

Because the detector response also depends on the data-taking conditions, a precise pre-
diction first relies on a good description of their evolution in 2011 (see Subsection 3.1.1). The
simulated performance of the detector sub-systems is then corrected to match the measured
performance for the given data-taking conditions on an event–by–event basis.

The impact on the shapes of the $m^{\text{MMC}}_{\tau\tau}$ distributions has been examined for all systematic
variations, considering both the $b$-tagged and the $b$-vetoed sample, in order to determine
which uncertainties can be treated as pure normalization uncertainties and whose impact
on the shapes of the $m^{\text{MMC}}_{\tau\tau}$ distributions must be taken into account for the final results.
The shapes of $m^{\text{MMC}}_{\tau\tau}$ distributions of variations not considered as shape uncertainties are
collected in Appendix B.

Data-Taking Conditions

The relative systematic uncertainty of the integrated luminosity for the full set of collision
data considered for this thesis was 3.9 % [125, 126] when the data was evaluated for publi-
cation [10]. Before finalizing the results, an improved luminosity measurement [224] with a
relative uncertainty of 1.8 % became available. Because the impact on the sensitivity of the
statistical combination of all channels has been determined to be marginal, the event yields
and uncertainties have not been reevaluated for Ref. [10] or this thesis.

Muons

The momentum resolution for muons has been determined from collision data for the Inner
Detector and the Muon Spectrometer [189, 225]. To reflect the uncertainty of this measure-
ment, the calibration applied to the transverse momentum values obtained from the Inner
Detector and the Muon Spectrometer (see Subsection 6.1.1) can be varied by one standard
device (“$\mu$ ID track $p_T$ ↑”/“$\mu$ ID track $p_T$ ↓” and “$\mu$ MS track $p_T$ ↑”/“$\mu$ MS track $p_T$
↓” in Tables 8.7 and 8.8). The impact on the shapes of the $m^{\text{MMC}}_{\tau\tau}$ distributions is negligible
(see Figures B.1 and B.2).

The combined efficiency of the reconstruction and identification in simulated data is also
corrected by reweighting (see Subsection 6.1.1). The central value of the respective scale
factor (SF) is distributed with a root mean square (RMS) of 0.02 around the central value
of 0.98. The variations of the respective SF by one standard deviation are denoted as
“$\mu$ recon./ID eff. ↑”/“$\mu$ recon./ID eff. ↓” in Tables 8.7 and 8.8. The impact on the shapes of the
$m^{\text{MMC}}_{\tau\tau}$ distributions is negligible (see Figure B.3).

The efficiency of the isolation requirements has been found to agree between simulation
and collision data within the systematic uncertainties of the measurement. These have been
estimated to be 4 % for transverse momenta between 10 and 20 GeV and 1 % for larger $p_T$
values [183]. These variations are denoted as “$\mu$ iso. SF ↑”/“$\mu$ iso. SF ↓” in Tables 8.7 and
8.8. The impact on the shapes of the $m^{\text{MMC}}_{\tau\tau}$ distributions is negligible (see Figure B.4).

The normalization uncertainty contribution from muon simulation is about 2 %.

Electrons

The energy scale and resolution for electrons has been measured, and the performance in
simulation is corrected [136, 193]. The systematic uncertainties from these studies are re-
lected by the “$e$ energy scale ↑”/“$e$ energy scale ↓” and “$e$ energy res. ↑”/“$e$ energy res. ↓”
variations, respectively. The impact on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions is negligible (see Figures B.5 and B.6).

The efficiencies of the reconstruction step (including the track quality cuts) and the identification step are also corrected by reweighting [136,191], resulting in a SF, which is distributed with a RMS of about 0.02 around the mean value of 1. The efficiency of the reconstruction and identification steps are varied by one standard deviation, denoted as “$e$ recon./track qual. eff. ↑” and “$e$ ID ↑” in Tables 8.7 and 8.8, respectively. The impact on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions is negligible (see Figures B.7 and B.8).

Just as for muons, the efficiency of the electron isolation requirements has been found to agree between simulation and collision data. The uncertainties of the measurement are 4% for transverse momenta between 15 and 20 GeV and 2% for larger $p_T$ values [183]. These variations are denoted as “$e$ iso. SF ↑” in Tables 8.7 and 8.8. The impact on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions is negligible (see Figure B.9).

The total normalization uncertainty contribution from electron simulation is about 3%.

**Trigger Efficiencies**

A precise knowledge of the efficiencies of the electron, muon, and electron–muon triggers is very important for the overall uncertainties. In order to minimize the normalization uncertainty contribution related to the trigger and to avoid any bias in the kinematic distributions that rely on lepton properties, reconstructed leptons were matched to the relevant trigger signatures, and the transverse momenta were restricted to ranges above the trigger thresholds (see Subsection 6.1.3).

Events passing these requirements are reweighted to match the performance measured in collision data (see Subsection 6.1.3). The remaining uncertainty has been determined for the electron trigger (0.3%) and the muon trigger (0.5%) [196], so it is negligible in comparison to the lepton reconstruction, identification, and isolation efficiency uncertainties.

**Jets, Flavor Tagging**

The jet energy reconstruction has been calibrated and validated [226, 227], allowing for a calibration of the scale and the resolution of the reconstructed jet energy. The jet energy scale (JES) uncertainty consists of several components: The transverse momenta of jets carry an uncertainty of up to about 3% for light-flavored jets, depending mainly on the transverse momentum [226]. This contribution also takes into account the number of reconstructed vertices and other jets in the event.

A flavor-dependent component is added quadratically for simulated $b$-jets to match the measured resolution increase with respect to light jets. It amounts to 2.5% in the $p_T$ range from 20 to 40 GeV and gradually declines to 0.76% above 600 GeV [226].

The associated systematic uncertainties are propagated to the analysis by evaluating the variation by one standard deviation: “Jet energy scale ↑” and “Jet energy scale ↓” and “Jet energy resolution ↑”. These are compared to the nominal distributions for $t\bar{t}$, simulated $Z/\gamma^* \rightarrow \tau\tau$, and signal events in Figures 8.2 and 8.3. For $t\bar{t}$ events in the $b$-vetoed sample and Higgs boson production by gluon fusion in the $b$-tagged sample, statistical uncertainties dominate.

These variations have a significant impact on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions: Both the “Jet energy scale ↑” and “Jet energy resolution ↑” variations shift the $m_{\tau\tau}^{\text{MMC}}$ distributions to higher values, while the “Jet energy scale ↓” variation shifts the $m_{\tau\tau}^{\text{MMC}}$ distributions to lower values. The effect is more pronounced in the $b$-tagged than in the $b$-vetoed sample because of the larger jet multiplicity of the $b$-tagged sample and the larger $p_T$ uncertainty for
Figure 8.2.: Impact of the jet energy scale uncertainty on the shapes of the $m^{_{\text{MMC}}}_{\tau\tau}$ distributions of the b-tagged (first three Figures) and the b-vetoed (last three Figures) samples for $t\bar{t}$, simulated $Z/\gamma^* \to \tau\tau$ events, and the two Higgs boson production modes. Note that the statistical uncertainties for $t\bar{t}$ (gluon fusion) are too large to compare shapes in the b-vetoed (b-tagged) sample.
Figure 8.3.: Impact of the jet energy resolution on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions of the $b$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $t\bar{t}$, simulated $Z/\gamma^{*} \to \tau\tau$ events, and the two Higgs boson production modes. Note that the statistical uncertainties for $t\bar{t}$ (gluon fusion) are too large to compare shapes in the $b$-vetoed ($b$-tagged) sample.
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$b$-jets (see below). The given variations are used to quantify the shape uncertainties of the $m_{\tau\tau}^{\text{MMC}}$ distributions for signal and background events.

In the description of $Z/\gamma^* \rightarrow \tau\tau$ events, different shapes have been observed in the $H_T$ distribution (see Figure 7.5) at the preselection stage in simulation on one hand and in the embedded sample on the other hand. As discussed in Subsection 8.2.1, the data-driven estimate from the embedded sample is preferred over the estimate based purely on simulation because of the lower overall uncertainties.

Furthermore, the flavor tagging result in simulated events is calibrated to reproduce the efficiency measured in data by reweighting the event according to the flavor and kinematic properties of the jets (see Subsection 6.1.4). The systematic uncertainties of the efficiency measurements of light jets, $b$-jets and $c$-jets [200] are represented by the “Mistag light $\uparrow$”/“Mistag light $\downarrow$”, “$\varepsilon_{b} \uparrow$”/“$\varepsilon_{b} \downarrow$”, and “$\varepsilon_{c} \uparrow$”/“$\varepsilon_{c} \downarrow$” variations, respectively. The impact on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions is negligible (see Figures B.10 through B.12).

Missing Transverse Energy

The reconstruction of missing transverse energy (see Subsection 6.1.6) depends on the measured momenta of all objects in the event. For the missing transverse energy calculation [206], the quality criteria detailed in Subsection 6.1.6 are applied to the various reconstructed objects. The impact of all object-related systematic variations on the missing transverse energy and $\sum E_T$ values is considered [228].

The missing transverse energy value is also sensitive to changes of the pileup activity and the calibration of calorimeter clusters that do not belong to any reconstructed objects. The associated uncertainties are evaluated by considering the variations “Pileup $\uparrow$”/“Pileup $\downarrow$” and “Calo. clusters $\uparrow$”/“Calo. clusters $\downarrow$”, respectively.

As shown in Figures 8.4 and 8.5, these variations have a significant impact on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions: The “Pileup $\uparrow$” and “Calo. clusters $\uparrow$” variations shift the $m_{\tau\tau}^{\text{MMC}}$ distributions to higher values, while the shift for the “Pileup $\downarrow$” and “Calo. clusters $\downarrow$” variations goes into the opposite direction. The impact on the $b$-tagged and $b$-vetoed samples by the $E_T^{\text{miss}}$ uncertainties is similarly pronounced. The given variations are used to quantify the shape uncertainties for the $m_{\tau\tau}^{\text{MMC}}$ distributions of signal and background events.

In the description of $Z/\gamma^* \rightarrow \tau\tau$ events, different shapes have been observed in the missing transverse energy and $m_{\tau\tau}^{\text{MMC}}$ distributions (see Figure 7.4) at the preselection stage in simulation on one hand and in the embedded sample on the other hand. As discussed in Subsection 8.2.1, the data-driven estimate from the embedded sample is preferred over the estimate based purely on simulation because of the lower overall uncertainties.
Figure 8.4.: Impact of the “Calo. clusters ↑” / “Calo. clusters ↓” variations on the shapes of the \( m_{\tau\tau}^{\text{MMC}} \) distributions of the \( b \)-tagged (first three Figures) and the \( b \)-vetoed (last three Figures) samples for \( \bar{t}t \), simulated \( Z/\gamma^* \to \tau\tau \) events, and the two Higgs boson production modes. Note that the statistical uncertainties for \( \bar{t}t \) (gluon fusion) are too large to compare shapes in the \( b \)-vetoed (\( b \)-tagged) sample.
Figure 8.5.: Impact of the “Pileup ↑”/“Pileup ↓” variations on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions of the $b$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $t\bar{t}$, simulated $Z/\gamma^* \rightarrow \tau\tau$ events, and the two Higgs boson production modes. Note that the statistical uncertainties for $t\bar{t}$ (gluon fusion) are too large to compare shapes in the $b$-vetoed ($b$-tagged) sample.
8.2. Uncertainties of Data-Driven Methods

Data-driven background estimation techniques can mitigate or even eliminate some of the uncertainties discussed in Section 8.1. This Section gives an overview of the uncertainties that these methods carry.

8.2.1. Method Uncertainties of the Embedding Technique

The embedding technique produces hybrid events by selecting collision data event and subsequently subtracting and adding detector hits and energy deposits from the original muons and the simulated \( \tau \)lep decay products (see Subsection 7.1.1). Uncertainties related to the modeling of the UE and pileup effects therefore only affect the normalization, which relies on simulating the event yield at the preselection stage. The simulated detector response to jets plays only a minor role because no cuts on jets are applied at the preselection stage, but energy deposits by jets impact the lepton isolation variables and other quantities used for their identification in the case of overlap. For the \( b \)-tagged sample, on the other hand, it constitutes the dominant contribution to the systematic uncertainty for a simulation-based estimation of the \( Z/\gamma^* \rightarrow \tau\tau \) contribution (see Table 8.9): By using the embedding technique instead of simulation to estimate the \( m_{MMC}^{\tau\tau} \) shape and the cut efficiencies for the \( Z/\gamma^* \rightarrow \tau\tau \) contribution, the detector-related normalization uncertainty is reduced from \(+13.5\% \) to \(+6.9\% \), including the uncertainties introduced by the embedding procedure, which are explained in Subsection 7.1.1.

All applicable variations are evaluated at the preselection level for the Alpgen and embedded samples and after the kinematic selection for the embedded sample to quantify their impact:

- The removal of the original muons includes a subtraction of their energy deposits in the calorimeters. In order to account for mismodeling, the subtracted energy in each calorimeter cell is scaled up (down) by 30% in the “Subtracted \( \mu \) calo. deposits ↑” (“Subtracted \( \mu \) calo. deposits ↓”) variation.

- In order to estimate the potential bias of the isolation requirements applied to the original muons (see Subsection 7.1.1), the isolation requirements are dropped in the “No isolation” variation and tightened in the “Tighter isolation” variation (applying the same isolation cuts as in this analysis, see Subsection 6.1.1).

- The uncertainty of the emulation of a trigger decision in embedded events in the \( b \)-vetoed sample is evaluated by assigning a shape uncertainty to the central shape from trigger emulation, using the “Trigger reweighting” variation (see Subsection 7.1.1).

As shown in Figure 8.6, these variations have a significant impact on the shapes of the \( m_{MMC}^{\tau\tau} \) distributions in the \( b \)-tagged and the \( b \)-vetoed samples. They are therefore used to define shape uncertainties for signal and background events. Because of the larger statistical uncertainties in the \( b \)-tagged sample (compared to the \( b \)-vetoed sample), the impact of the lack of trigger simulation in embedded events is insignificant, so no trigger correction and no additional shape uncertainty needs to be applied for the central prediction in the \( b \)-tagged sample (\texttt{noTrig}, which carries smaller statistical uncertainties than the trigger emulation or event reweighting variations).

As mentioned in Subsection 7.1.1, the selection of \( Z/\gamma^* \rightarrow \mu\mu \) events for the embedded sample has a purity of about 99% [210]. The largest other contribution comes from \( t\bar{t} \) events. Because of the \( b \)-jet veto in the \( b \)-vetoed sample and further kinematic cuts particularly in the
Figure 8.6.: Impact of the uncertainties introduced by the embedding technique on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions of the $b$-tagged (left) and the $b$-vetoed (right) samples.
b-tagged sample, such events constitute an even smaller fraction of the b-tagged and b-vetoed samples at the end of the selection and therefore do not significantly bias the $Z/\gamma^* \to \tau\tau$ prediction.

In comparison to the uncertainties which affect simulated samples (related to the modeling of the UE, the detector response to jets, and pileup effects), the embedding method offers significantly lower normalization uncertainties in the b-tagged sample (see Table 8.7). For the b-vetoed sample, the contribution from jets to the normalization uncertainty plays only a small role (see Table 8.8), leading to a relative uncertainty of $\pm 4.0\%$ stemming from uncertainties related to the description of the detector performance in both the embedded sample and in simulation. As shown in Table 8.9, the total relative systematic uncertainty of the embedded sample ($\pm 11\%$) is lower than that of a prediction purely based on simulation ($\pm 16\%$) in the b-tagged sample, while the total relative systematic uncertainty of both methods is $\pm 9.0\%$ in the b-vetoed sample.

As mentioned before, simulation and embedded events have significantly different $m_{\text{MMC}}^{\tau\tau}$ distributions, which are covered by neither the detector-related shape uncertainties (see Figures 8.2 through 8.5) nor by those related to the embedding method (see Figure 8.6). The observed differences in the $m_{\text{MMC}}^{\tau\tau}$ distributions at the preselection stage persist even after correcting for trigger effects (see Subsection 7.1.1), and they can be attributed to the different $E_T^{\text{miss}}$ distributions (see Figure 7.4). The shape from the embedded sample is therefore preferred, estimating $E_T^{\text{miss}}$ from a data-driven method.

### 8.2.2. Uncertainties of the Multi-Jet Estimation

The estimation of the multi-jet background has been introduced in Subsection 7.1.2. It uses control regions of different lepton isolation and lepton charge criteria to predict the event yield and shape of the $m_{\text{MMC}}^{\tau\tau}$ distributions in the signal region. The other backgrounds are subtracted in the control regions to obtain the multi-jet contribution, taking the associated uncertainties into account. Either anti-isolated regions $C_R, D_R$ or half-isolated regions $E_R, F_R$ can then be used in conjunction with the isolated region with same-sign requirement ($B_R$) to obtain a prediction:

$$N_{AR}^{\text{multi-jet}} = \frac{N_{CR}^{\text{multi-jet}}}{N_{DR}^{\text{multi-jet}}} \cdot N_{BR}^{\text{multi-jet}} \quad (7.4)$$

or

$$N_{AR}^{\text{multi-jet}} = \frac{N_{ER}^{\text{multi-jet}}}{N_{FR}^{\text{multi-jet}}} \cdot N_{BR}^{\text{multi-jet}}. \quad (7.5)$$

The value of $N_{ER}^{\text{multi-jet}}/N_{FR}^{\text{multi-jet}}$ is lower than that of $N_{CR}^{\text{multi-jet}}/N_{DR}^{\text{multi-jet}}$ by 24% (23%) for the b-tagged (b-vetoed) sample (see Table 7.1) because of correlations between the isolation criteria and the lepton $p_T$ spectra. To take this discrepancy into account, the full difference is taken as systematic uncertainty of the multi-jet estimate.

Similarly, the shape differences between regions $C_R$ and $E_R$ are used to estimate the shape uncertainties of the $m_{\text{MMC}}^{\tau\tau}$ distributions in the signal regions (see Figure 7.6).
8.2.3. Uncertainties of the $t\bar{t}$-Quark Pair Background Prediction

As introduced in Subsection 7.1.3, the contribution of $t\bar{t}$ events to the signal regions is estimated by extrapolation from control regions:

$$N_{t\bar{t}}^{\text{SR v-tag/v-veto}} = k_{\text{MC}}^{b\text{-tag/b-veto}} \cdot N_{t\bar{t}}^{\text{CR v-tag/v-veto}}.$$  \hspace{1cm} (7.6)

Because the control regions have a high purity of $t\bar{t}$ events of 92% (96%) in the control regions of the $b$-tagged ($b$-vetoed) sample, the uncertainties introduced by the subtraction of other backgrounds are negligible compared to the uncertainties of $k_{\text{MC}}^{b\text{-tag/b-veto}}$, but taken into account for the final results nonetheless.

One source of systematic uncertainty on $k_{\text{MC}}^{b\text{-tag/b-veto}}$ arises from the underlying theoretical uncertainty: The different kinematic cuts of the signal and control regions require an accurate description of quantities such as the $b$-jet multiplicity and the jet $p_T$ spectra in $t\bar{t}$ events. These uncertainties are taken into account by comparing the predictions from MC@NLO [151], which uses HERWIG [154] for the parton shower (PS), and POWHEG+Jimmy [167, 168]. The values of $k_{\text{MC}}^{b\text{-tag/b-veto}}$ are determined for both generators, and the weighted mean is taken as central value because both generators lead to similar values. As mentioned in Subsection 7.1.3, half the difference of the predicted values is cited as theoretical uncertainty (see Table 7.4). The uncertainty on the event yields is 0.9% for the $b$-tagged sample and 17% for the $b$-vetoed sample.

The uncertainties of the simulated detector response also contribute to the $k_{\text{MC}}^{b\text{-tag/b-veto}}$ uncertainty. The variations cited in Subsection 8.1.3 are therefore evaluated for MC@NLO in the signal and control regions. Because cuts on the $b$-jet multiplicity and on jet energies are applied, uncertainties on flavor tagging efficiency and the jet energy scale dominate the overall uncertainty on the $t\bar{t}$ contribution to the $b$-tagged and $b$-vetoed samples (see Tables 8.7 and 8.8).

As shown in Figure 7.9, the $m_{t\tau}^{\text{MMC}}$ shapes that the two generators predict agree in the signal regions. In the control regions, there is also good agreement with the shape obtained from data, and the $ABCD$ method shown in Appendix A demonstrates the agreement with a data-driven shape estimate in the signal region of the $b$-tagged sample. MC@NLO is therefore used to predict the $m_{t\tau}^{\text{MMC}}$ shapes in the signal regions in order to reduce the statistical uncertainties of the shape prediction. The shape uncertainties associated to the prediction of the event kinematics are negligible, and shape uncertainties from the description of the detector performance (see Subsection 8.1.3) dominate.

Compared to a purely simulation-based $t\bar{t}$ estimation, the cross-section and preselection acceptance uncertainties are avoided. The lepton reconstruction, identification, and isolation efficiency uncertainties cancel, and the impact of the uncertainties of the jet energy scale and resolution as well as the flavor tagging efficiency uncertainty are more pronounced because they oppositely impact the event yields in the signal and control regions: The signal regions have upper cuts on the number of tagged $b$-jets and, in the $b$-tagged sample, on $H_T$, while the control regions require at least two tagged $b$-jets and impose no $H_T$ requirement. In the $b$-tagged sample, to which the $t\bar{t}$ background contributes about 28% of the total background, the total relative uncertainty is reduced from $^{+17}_{-19}$% to $^{+17}_{-12}$% by the use of the data-driven background estimation technique. In the $b$-vetoed sample, the total uncertainty of the data-driven method ($^{+38}_{-33}$%) is larger than that of a simulation-based $t\bar{t}$ estimation ($\pm 23$%). Because of the much smaller relative contribution of $t\bar{t}$ production to the $b$-vetoed

$^4$The uncertainty is expected to be larger because there is a larger difference in the $b$-jet requirements of the control region (at least two tagged $b$-jets) and the $b$-vetoed sample (no tagged $b$-jets) than for the $b$-tagged sample (exactly one tagged $b$-jet).
8.3 Summary of the Systematic Uncertainties

The detector-related normalization uncertainties and the normalization uncertainties introduced by the embedding technique are summarized in Tables 8.7 and 8.8 for three Higgs boson mass hypotheses, the dominant backgrounds, and the cumulated other electroweak backgrounds for the $b$-tagged and $b$-vetoed samples, respectively. Furthermore, the horizontal lines group uncertainties which have been assumed to be fully correlated in the limit derivation in Ref. [10].

In the $b$-tagged sample, jet-related uncertainties dominate the overall normalization uncertainties for most background processes. Consequently, the use of the embedding technique for the $Z/\gamma^* \rightarrow \tau\tau$ estimation reduces the detector-related normalization uncertainty from $+13.5\%$ to $+6.9\%$ despite the uncertainties introduced by the selection and subtraction of the original muons in the embedded sample.

Due to the low jet multiplicity in the $b$-vetoed sample, the impact of jet-related uncertainties is much smaller. An exception is the flavor tagging efficiency of the $t\bar{t}$ background because the event yields in the signal and control regions have a stronger anti-correlation than in the $b$-tagged sample. As mentioned before, the uncertainty of the $t\bar{t}$ estimation from a control region with at least two $b$-jets is larger than that of an estimation that relies purely on simulation in the $b$-vetoed sample. However, because $t\bar{t}$ contributes only about 1.2% of the total background in the $b$-vetoed sample, the impact on the overall sensitivity is negligible, so the same technique as in the $b$-tagged sample can be employed. In the $b$-tagged sample, the total relative uncertainty can be reduced from $+17\%$ to $+12\%$, and the normalization is corrected by a factor consistent with the findings of Ref. [215] (see Subsection 7.1.3).

Apart from detector-related uncertainties, the uncertainties of the integrated luminosity, the cross-section, and the acceptance are considered for the appropriate processes. The resulting overall uncertainties are shown in Figures 8.7 through 8.10 and Table 8.9. Figures 8.7 and 8.9 show a bin-by-bin assessment of the uncertainties of the background contributions, which— in contrast to the previous Figures—are evaluated separately for each process and also take shape uncertainties into account. In order to simplify the background model, the subdominant backgrounds have been merged, and the binning has been adjusted to limit statistical uncertainties. Figures 8.8 and 8.10 show the same for the signal processes of the $m_{h^0}^{\text{max}}$ scenario with $m_{A^0} = 150$ GeV, $\tan \beta = 20$. Only the shape uncertainties with a significant impact on the $m_{\tau\tau}^\text{MMC}$ distributions are taken into account in Figures 8.7 through 8.10. The impact of the jet energy scale and resolution as well as the contributions from pileup and calorimeter clusters dominate. In the embedded $Z/\gamma^* \rightarrow \tau\tau$ sample, these uncertainties are eliminated by taking the respective quantities from data. Instead, the uncertainties from the subtraction of energy deposits from calorimeter cells and the shape uncertainty stemming from the trigger emulation are taken into account as most important shape uncertainties. The $m_{\tau\tau}^\text{MMC}$ shapes of $Z/\gamma^* \rightarrow \tau\tau$ events taken from simulation on one hand and from the embedded sample on the other hand differ beyond their respective evaluated shape uncertainties. The difference is attributed to differences in the missing transverse energy distributions, which is estimated from data in the embedded sample, justifying the preference of the embedded sample over simulation also for the estimation of the $m_{\tau\tau}^\text{MMC}$ shape.

Figures 8.7 through 8.10 represent the input from the signal regions that is used for the statistical assessment of the results in Chapter 9.
Figure 8.7: $m_{\tau\tau}^{\text{MMC}}$ distribution in the $b$-tagged sample. The background prediction shown uses the techniques detailed in Chapter 7 to predict the background composition in each bin and the respective uncertainties. The variations described in this Chapter have been used to assess the systematic uncertainties. The statistical uncertainties as well as the systematic normalization uncertainties (including the uncertainty on the integrated luminosity) and the shape uncertainties have been added in quadrature to estimate the total background uncertainty.
Figure 8.8.: Expected $m_{\tau\tau}^{\text{MMC}}$ distribution of the signal processes in the $b$-tagged sample. The variations described in this Chapter have been used to assess the systematic uncertainties. The statistical uncertainties as well as the systematic normalization uncertainties (including the uncertainty on the integrated luminosity) and the shape uncertainties have been added in quadrature to estimate the total background uncertainty.
Figure 8.9: $m_{\tau\tau}^{\text{MMC}}$ distribution in the $b$-vetoed sample. The background prediction shown uses the techniques detailed in Chapter 7 to predict the background composition in each bin and the respective uncertainties. The variations described in this Chapter have been used to assess the systematic uncertainties. The statistical uncertainties as well as the systematic normalization uncertainties (including the uncertainty on the integrated luminosity) and the shape uncertainties have been added in quadrature to estimate the total background uncertainty.
Figure 8.10.: Expected $m_{\tau\tau}^{\text{MMC}}$ distribution of the signal processes in the $b$-vetoed sample. The variations described in this Chapter have been used to assess the systematic uncertainties. The statistical uncertainties as well as the systematic normalization uncertainties (including the uncertainty on the integrated luminosity) and the shape uncertainties have been added in quadrature to estimate the total background uncertainty.
Table 8.7.: Relative uncertainties in percent from the modeling of the simulated detector response for the

<table>
<thead>
<tr>
<th>Total error</th>
<th>Error from electromagnetic showers</th>
<th>Error from hadronic showers</th>
<th>Error from pdf uncertainties</th>
<th>Error from scale uncertainties</th>
<th>Error from scale uncertainties</th>
<th>Error from other sources</th>
<th>Total systematic uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>0.5%</td>
<td>3.0%</td>
</tr>
<tr>
<td>2.0%</td>
<td>1.0%</td>
<td>1.0%</td>
<td>1.0%</td>
<td>1.0%</td>
<td>1.0%</td>
<td>1.0%</td>
<td>5.0%</td>
</tr>
<tr>
<td>2.5%</td>
<td>1.5%</td>
<td>1.5%</td>
<td>1.5%</td>
<td>1.5%</td>
<td>1.5%</td>
<td>1.5%</td>
<td>7.5%</td>
</tr>
</tbody>
</table>

Note: The uncertainties have been added in quadrature to the fiducial region with the other channels.
Table 8.8: Relative uncertainties in percent from the modeling of the simulated detector response for the $b$- vetoed sample. The horizontal lines group variations that have been merged in the statistical combination with the other channels.

<table>
<thead>
<tr>
<th>Signal Process</th>
<th>$b\bar{b}, m_\phi = 90 \text{ GeV}$</th>
<th>$gg \to \phi, m_\phi = 150 \text{ GeV}$</th>
<th>$tt$</th>
<th>$Z/\gamma^* \to \tau\tau$</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID †</td>
<td>1.7</td>
<td>1.3 1.2</td>
<td>1.7 1.3 1.2</td>
<td>&lt; 0.1</td>
<td>1.2 1.8</td>
</tr>
<tr>
<td>ID ‡</td>
<td>-1.7</td>
<td>-1.3 -1.2</td>
<td>-1.7 -1.3 -1.2</td>
<td>&lt; 0.1</td>
<td>-1.2 -1.8</td>
</tr>
<tr>
<td>reco./track qual. eff. †</td>
<td>0.8</td>
<td>0.9 0.9</td>
<td>0.8 0.8 0.9</td>
<td>&lt; 0.1</td>
<td>0.4 0.8</td>
</tr>
<tr>
<td>reco./track qual. eff. ‡</td>
<td>-0.8</td>
<td>-0.9 -0.9</td>
<td>-0.8 -0.8 -0.9</td>
<td>&lt; 0.1</td>
<td>-0.8 -0.8</td>
</tr>
<tr>
<td>iso. SF †</td>
<td>2.5</td>
<td>2.2 2.2</td>
<td>2.5 2.2 2.2</td>
<td>&lt; 0.1</td>
<td>2.1 2.5</td>
</tr>
<tr>
<td>iso. SF ‡</td>
<td>-2.5</td>
<td>-2.2 -2.2</td>
<td>-2.5 -2.2 -2.2</td>
<td>&lt; 0.1</td>
<td>-2.1 -2.5</td>
</tr>
<tr>
<td>μ ID track ( p_T ) †</td>
<td>0.2</td>
<td>0.2 0.2</td>
<td>0.2 0.2 0.2</td>
<td>&lt; 0.1</td>
<td>0.2 0.2</td>
</tr>
<tr>
<td>μ ID track ( p_T ) ‡</td>
<td>-0.2</td>
<td>-0.2 -0.2</td>
<td>-0.2 -0.2 -0.2</td>
<td>&lt; 0.1</td>
<td>-0.2 -0.2</td>
</tr>
<tr>
<td>μ iso. SF †</td>
<td>2.4</td>
<td>1.8 1.6</td>
<td>2.4 1.9 1.7</td>
<td>-0.1</td>
<td>1.5 2.3</td>
</tr>
<tr>
<td>μ iso. SF ‡</td>
<td>-2.4</td>
<td>-1.8 -1.6</td>
<td>-2.4 -1.9 -1.7</td>
<td>0.1</td>
<td>-1.5 -2.3</td>
</tr>
<tr>
<td>energy scale †</td>
<td>0.6</td>
<td>0.1 -0.2</td>
<td>0.2 0.3 -0.1</td>
<td>-12.4</td>
<td>-7.6 0.7</td>
</tr>
<tr>
<td>energy scale ‡</td>
<td>-0.7</td>
<td>-0.3 -0.1</td>
<td>-0.7 -0.2 &lt; 0.1</td>
<td>-0.2</td>
<td>0.2 0.5</td>
</tr>
<tr>
<td>energy res. †</td>
<td>0.1</td>
<td>&lt; 0.1 0.1</td>
<td>-0.1 -0.3 0.2</td>
<td>-0.2</td>
<td>-0.2 &lt; 0.1</td>
</tr>
<tr>
<td>energy res. ‡</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1 &lt; 0.1</td>
<td>0.1 0.4 -0.1</td>
<td>0.6</td>
<td>0.4 &lt; 0.1</td>
</tr>
<tr>
<td>μ ID track ( p_T ) †</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1 &lt; 0.1</td>
<td>&lt; 0.1 &lt; 0.1 &lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1 &lt; 0.1</td>
</tr>
<tr>
<td>μ ID track ( p_T ) ‡</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1 &lt; 0.1</td>
<td>&lt; 0.1 &lt; 0.1 &lt; 0.1</td>
<td>0.4</td>
<td>0.1 &lt; 0.1</td>
</tr>
<tr>
<td>μ MS track ( p_T ) †</td>
<td>0.1</td>
<td>&lt; 0.1 -0.2</td>
<td>&lt; 0.1 -0.2 0.1</td>
<td>0.7</td>
<td>-1.8 &lt; 0.1</td>
</tr>
<tr>
<td>μ MS track ( p_T ) ‡</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1 &lt; 0.1</td>
<td>&lt; 0.1 &lt; 0.1 &lt; 0.1</td>
<td>-0.1</td>
<td>&lt; 0.1 &lt; 0.1</td>
</tr>
<tr>
<td>Jet energy scale †</td>
<td>0.1</td>
<td>-0.1 -0.4</td>
<td>0.2 -0.7 -1.2</td>
<td>0.8</td>
<td>-4.1 &lt; 0.1</td>
</tr>
<tr>
<td>Jet energy scale ‡</td>
<td>0.6</td>
<td>0.7 0.8</td>
<td>0.1 0.2 0.2</td>
<td>4.3</td>
<td>3.0 0.1</td>
</tr>
<tr>
<td>Jet energy resolution †</td>
<td>-0.3</td>
<td>-0.1 -0.4</td>
<td>-0.1 &lt; 0.1 -0.4</td>
<td>1.5</td>
<td>-1.6 &lt; 0.3</td>
</tr>
<tr>
<td>Pileup †</td>
<td>&lt; 0.1</td>
<td>-0.2 -0.5</td>
<td>-0.3 -0.3 -0.8</td>
<td>-0.7</td>
<td>-1.3 &lt; 0.1</td>
</tr>
<tr>
<td>Pileup ‡</td>
<td>-0.2</td>
<td>0.3 0.4</td>
<td>0.4 0.2 0.6</td>
<td>0.9</td>
<td>1.2 &lt; 0.1</td>
</tr>
<tr>
<td>Calo. clusters †</td>
<td>&lt; 0.1</td>
<td>-0.5 -1.3</td>
<td>-0.4 -0.7 -1.4</td>
<td>-0.6</td>
<td>-1.7 &lt; 0.4</td>
</tr>
<tr>
<td>Calo. clusters ‡</td>
<td>-0.4</td>
<td>0.4 0.7</td>
<td>0.7 0.3 0.9</td>
<td>1.2</td>
<td>2.1 &lt; 0.1</td>
</tr>
<tr>
<td>Mistag light †</td>
<td>-0.1</td>
<td>-0.1 -0.2</td>
<td>-0.2 -0.3 -0.2</td>
<td>-0.9</td>
<td>-0.4 &lt; 0.1</td>
</tr>
<tr>
<td>Mistag light ‡</td>
<td>0.1</td>
<td>0.1 0.2</td>
<td>0.2 0.3 0.2</td>
<td>0.9</td>
<td>0.4 &lt; 0.1</td>
</tr>
<tr>
<td>( e_b ) †</td>
<td>-0.4</td>
<td>-0.5 -0.5</td>
<td>&lt; 0.1 &lt; 0.1 &lt; 0.1</td>
<td>-25.2</td>
<td>-15.8 &lt; 0.1</td>
</tr>
<tr>
<td>( e_b ) ‡</td>
<td>0.4</td>
<td>0.5 0.5</td>
<td>&lt; 0.1 &lt; 0.1 &lt; 0.1</td>
<td>35.5</td>
<td>17.7 &lt; 0.1</td>
</tr>
<tr>
<td>( e_\tau ) †</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1 &lt; 0.1</td>
<td>&lt; 0.1 &lt; 0.1 &lt; 0.1</td>
<td>-0.2</td>
<td>-0.1 &lt; 0.1</td>
</tr>
<tr>
<td>( e_\tau ) ‡</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1 &lt; 0.1</td>
<td>&lt; 0.1 &lt; 0.1 &lt; 0.1</td>
<td>0.2</td>
<td>0.1 0.1</td>
</tr>
<tr>
<td>Subtracted μ calo. deposits †</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subtracted μ calo. deposits ‡</td>
<td>-0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No isolation</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tighter isolation</td>
<td>-0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trigger reweighting</td>
<td>&lt; 0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total up           | 4.0                             | 3.5 3.4                        | 4.1 3.4 3.4 | 33.9           | 10.9 4.0 | 4.0 3.1 |
Total down         | -4.1                            | -3.4 -3.5                      | -4.1 -3.5 -3.8 | -28.2         | -13.1 -4.0 | -4.0 -3.6 |
Table 8.9: Relative systematic uncertainties in percent in the $q$-tagged and $p$-tagged samples. Lumi uncertainties are shown.
9 Statistical Assessment of Results

The $m_{\tau\tau}^{MMC}$ distributions in the $b$-tagged and $b$-vetoed samples are used to quantitatively evaluate the signal–plus–background and background–only hypotheses.

In absence of a clear signal, exclusion limits are derived, using the $CL_s$ method [88]. The procedure, summarized in Section 9.1, uses the profile likelihood as a test statistic [229] to assess the compatibility of binned distributions under the two hypotheses. Section 9.2 describes the signal and background model used to construct the likelihood functions that enter the calculation of the test statistic.

The individual and combined results from the $b$-tagged and $b$-vetoed samples are shown in Section 9.3. The combination with the other decay channels is discussed in Section 9.4.

9.1. The Profile Likelihood and the $CL_s$ Method

In the most basic terms, the evaluation of an upper limit on the cross-section of a signal process is performed by considering a test statistic derived from the expected $m_{\tau\tau}^{MMC}$ distributions under the assumption of the background–only and the signal–plus–background hypotheses and evaluating it for the measured $m_{\tau\tau}^{MMC}$ distributions. The profile likelihood ratio (PLR) is selected as test statistic [229], and the limit is calculated using the modified frequentist method [88], called $CL_s$ method in the following.

The expected event yield in bin $i$ of the $m_{\tau\tau}^{MMC}$ histogram from region $R$ is given by the sum of the expected signal event yield ($S^i_R$) and the expected background event yield ($B^i_R$). A signal strength parameter ($\mu$) is defined to scale the signal event yield, leading to an expected event yield of $\mu S^i_R + B^i_R$ in the signal–plus–background hypothesis. The signal strength is defined as parameter of interest of the test, with a value of zero pertaining to the background–only hypothesis and a value of one to the signal–plus–background hypothesis.

Taking into account the expected contributions from signal and background events, a single-bin likelihood function for the signal strength is given for $N^i_R$ events in this bin by a Poisson distribution with expectation value $\langle N^i_R \rangle = \mu S^i_R + B^i_R$:

$$L^i_R(\mu) = \mathcal{F}_{\text{Poisson}}(N^i_R | \mu S^i_R + B^i_R).$$

(9.1)

The overall likelihood value is obtained by multiplying all single-bin likelihood functions:

$$L_{\text{stat.}}(\mu) = \prod_{R,i} L^i_R(\mu).$$

(9.2)

The signal and background models are parametrized in such a way that they can accommodate systematic uncertainties. The additional parameters are called nuisance parameters (NPs) of the model ($\vec{\theta}$). Using the systematic normalization and shape variations pertaining to the $+1\sigma/-1\sigma$ variations$^1$ of the model, the NPs are inserted into the model in such a way that a value of $\alpha = +1$ ($\alpha = -1$) in the model then leads to the normalization or shape of

$^1$which are obtained from auxiliary measurements
Figure 9.1.: Illustration of the distributions of the test statistic for the signal–plus–background and background–only hypotheses. The $p$-values $p_0$ and $p_\mu$ for an observed value $q_\mu$ of the test statistic are also shown.

The $+1\sigma$ ($-1\sigma$) variation of the associated source of systematic uncertainty. Assuming each NP follows a normal distribution, the likelihood function becomes:

$$
L(\mu, \hat{\theta}) = L_{\text{stat.}}(\mu) \prod_{\alpha \in \hat{\theta}} F_{\text{normal}}(\alpha).
$$

The test statistic is derived from the overall likelihood:

$$
\tilde{q}_\mu = \begin{cases} 
-2 \ln \frac{L(\mu, \hat{\theta}_\mu)}{L(0, \hat{\theta}_0)} & \text{for } \hat{\mu} < 0, \\
-2 \ln \frac{L(\mu, \hat{\theta}_\mu)}{L(\mu, \hat{\theta})} & \text{for } 0 \leq \hat{\mu} \leq \mu, \\
0 & \text{for } \hat{\mu} > \mu.
\end{cases}
$$

The first and last cases limit the model to non-negative signal strength values and enforce the requirement that a one-sided limit is to be obtained, respectively. The hat symbol $(\hat{\mu}, \hat{\theta})$ refers to the corresponding maximum-likelihood estimators (MLEs) from a global fit to data. $\hat{\mu}$ and $\hat{\theta}_0$ refer to MLEs from a fit to data which constrains $\mu$ to the given value (called profiling). The test statistic is therefore called PLR, and the MLEs of the NPs are functions of the parameter of interest ($\mu$). This enables the straightforward evaluation of a confidence interval for $\mu$.

Figure 9.1 illustrates the probability distributions of the test statistic for the signal–plus–background and background–only cases. The distribution of the signal–plus–background case is shifted to the left with respect to the background–only case because the numerator in Eq. (9.4) is larger in the former case.

The probability density functions for the signal–plus–background ($f(q_\mu|\mu, \hat{\theta}_\mu)$) and background–only ($f(q_\mu|0, \hat{\theta}_0)$) hypotheses can be obtained by performing a large number of pseudo-experiments. The median of $q_\mu$ along with the surrounding ranges that contain 68 or 95% of the results of the pseudo-experiments from background–only pseudo-experiments can
be used to obtain an expected limit with error bands corresponding to one or two standard deviations.

It has been verified by comparison to pseudo-experiments in the context of Ref. [10] that the median values and the associated error bands of the test statistic under the background–only and signal–plus–background hypotheses can be obtained by the so-called asymptotic approximation: As shown in Ref. [229] by use of Wilks’ theorem [230] and the Wald approximation [231], an Asimov dataset can be used to estimate the median and error bands of the test statistic in under the background–only hypothesis.

The separation of the probability density functions for the signal–plus–background \( f(\tilde{q}_\mu|\mu, \tilde{\theta}_\mu) \) and background–only \( f(\tilde{q}_\mu|0, \tilde{\theta}_0) \) hypotheses is a measure for the sensitivity of the measurement. It can be calculated from the \( p \)-values of the two hypotheses for an observed value \( \tilde{q}_\mu \) of the test statistic: \( p_0 \) is the probability to observe a more signal-like outcome of the experiment (compared to the actual outcome) under the background–only hypothesis. It constitutes the probability to reject the background–only hypothesis based on the experiment if the background–only hypothesis is true. \( p_\mu \) is the probability to observe a more background-like outcome of the experiment (compared to the actual outcome) under the signal–plus–background hypothesis. It constitutes the probability to reject the signal–plus–background hypothesis based on the experiment if the signal–plus–background hypothesis is true:

\[
p_0 = \int_{-\infty}^{\tilde{q}_\mu} dq_\mu f(q_\mu|0, \tilde{\theta}_0) \tag{9.5}
\]

\[
p_\mu = \int_{\tilde{q}_\mu}^{\infty} dq_\mu f(q_\mu|\mu, \tilde{\theta}_\mu). \tag{9.6}
\]

The two \( p \)-values can be used to define [88]:

\[
CL_\alpha(\mu) = \frac{p_\mu}{1 - p_0}. \tag{9.7}
\]

An upper limit on the signal strength at a confidence level (CL) of 95\% = 1 – \( \alpha \) can be computed by setting \( \alpha = CL_\alpha(\mu) = 5\% \). Eq. (9.6) is tested for different values of \( \mu \) to iteratively find the smallest value of \( \mu \) with \( CL_\alpha(\mu) < 5\% \). Larger signal strengths are thus excluded at the 95\% CL.

An important advantage of the \( CL_\alpha \) method lies in the behavior for very similar distributions of the test statistic in the signal–plus–background and background–only cases, i.e., the case of vanishing sensitivity to the signal: In this case, an exclusion based solely on the requirement \( p_\mu < \alpha \) occurs with approximately the same probability whether the background–only or the signal–plus–background hypothesis is true. With the \( CL_\alpha \) method, the signal–plus–background hypothesis is not excluded in the case of a downward fluctuation of the background because the numerator and the denominator of Eq. (9.7) have almost identical values.
9.2. Summary of the Full Signal and Background Models

Events passing the kinematic cuts are collected with respect to their $m_{\tau\tau}^{\text{MMC}}$ value in histograms with these bin borders:

- **$b$-tagged sample**: $[0, 50, 80, 100, 120, 140, 160, 180, 220, 280, 500]$ GeV
- **$b$-vetoed sample**: $[0, 50, 60, 70, 80, 90, 100, 110, 130, 140, 150, 160, 170, 180, 200, 210, 220, 240, 260, 280, 330, 380, 500]$ GeV.

This binning enables the distinction between various Higgs boson mass hypotheses, while avoiding large statistical uncertainties in the individual bins.

For the production of neutral Higgs bosons in association with $b$-quarks or from gluon fusion, simulated signal events are available for the mass hypotheses $m_\phi = 90, 100, 110, 120, 130, 140, 150, 170, 200, 250,$ and $300$ GeV.

Out of these templates, two types of signal models are formed:

- For upper limits on cross-sections of neutral Higgs boson production in association with $b$-quarks or in gluon fusion, a single signal template (containing only $\phi \to \tau\tau \to \ell\ell + 4\nu$ decays) is normalized corresponding to an arbitrary cross-section. The product of this cross-section value, the branching fraction for di-leptonic $\tau\tau$ decays, and the resulting upper limit on the signal strength is given as upper limit on the product of production cross-section and decay branching fraction into $\tau$ leptons.\footnote{The efficiency of the 2LepEF generator event filter (GEF) (see Table 6.5), which applies to the $bb\phi$ samples with $90$ GeV $\leq m_\phi \leq 200$ GeV, is also applied as a factor.}

  Given the low sensitivity to the width of the decaying bosons (because of the low $m_{\tau\tau}$ resolution, see Section 5.3), this signal model can be used to obtain model-independent limits on the production of generic Higgs bosons ($\phi$) that couple to $\tau$ leptons.

- In order to probe the $m_{A^0}\tan\beta$ plane of the $m_h^{\text{max}}$ scenario of the Minimal Supersymmetric Standard Model (MSSM), the contributions of the three neutral Higgs bosons $h^0$, $A^0$, and $H^0$ are matched to the templates with the smallest mass differences, which are then assigned the associated cross-section times branching ratio values. The same signal strength ($\mu$) is used to scale the (up to six) signal templates of a given choice of $m_{A^0}$, $\tan\beta$. A value of 1 corresponds to cross-section values equal to the MSSM prediction. The respective point in the $m_{A^0}$–$\tan\beta$ plane is (expected to be) excluded if the observed (expected) upper limit on $\mu$ is smaller than one.\footnote{The excluded contour is evaluated by linear interpolation between the points in the $m_{A^0}$–$\tan\beta$ plane for which the $CL_s$ values are explicitly calculated.}

  Because the signal event yield grows with $\tan\beta$ for a fixed value of $m_{A^0}$, an upper limit on the signal strength translates to an upper limit on $\tan\beta$.

These signal models define the signal contributions $\mu S^i_R$ for each region $R$ and bin $i$. The uncertainty introduced by the distinction of events according to the number of tagged $b$-jets is taken into account as described in Subsection 8.1.2.

As mentioned in Section 9.1, the likelihood function can accommodate statistical and systematic uncertainties, which are modeled by Poisson and Gaussian distributions. For both the $b$-tagged and the $b$-vetoed samples, the likelihood function is the product of the single-bin likelihood functions from one $t\bar{t}$ control region (CR), three multi-jet control regions...
(B-D), and all bins of the respective signal region (SR):
\[
L_{b\text{-}\text{tag}/b\text{-}\text{veto}}(\mu, \bar{\mu}) = L_{\text{CR}}^{b\text{-}\text{tag}/b\text{-}\text{veto}}(\mu, \bar{\mu}) \cdot L_{B}^{b\text{-}\text{tag}/b\text{-}\text{veto}}(\mu, \bar{\mu}) \cdot L_{C}^{b\text{-}\text{tag}/b\text{-}\text{veto}}(\mu, \bar{\mu}) \cdot L_{D}^{b\text{-}\text{tag}/b\text{-}\text{veto}}(\mu, \bar{\mu}) \cdot \prod_{m_{\tau\tau}, \text{bin } i} L_{\text{SR}, i}^{b\text{-}\text{tag}/b\text{-}\text{veto}}(\mu, \bar{\mu}).
\]

(9.8)

The impact of shape uncertainties of other backgrounds, which are subtracted in control regions \(C_R\) and \(E_R\), on the shape of the \(m_{\tau\tau}^{\text{MMC}}\) distributions of multi-jet events is neglected. This simplification is justified by the high purity of multi-jet events (particularly) in regions \(C_R\), which leads to very small correlations between the shapes of the \(m_{\tau\tau}^{\text{MMC}}\) distributions of multi-jet events observed in the control regions and variations of the other backgrounds.

As explained in Subsection 7.1.3, only the event yield is taken from data for \(t\bar{t}\) events, while the shape of the \(m_{\tau\tau}^{\text{MMC}}\) distributions in the signal regions is taken from simulation. The \(t\bar{t}\) contribution to bin \(i\) in the signal regions \(k_{\text{MC}}^{b\text{-}\text{tag}/b\text{-}\text{veto}}(t\bar{t})\) carries a common normalization factor for the \(b\)-tagged (b-vetoed) sample \(k_{\text{MC}}^{b\text{-}\text{tag}/b\text{-}\text{veto}}\), which is constrained in the fit predominantly from the \(t\bar{t}\) control region due to its high purity. The MC@NLO prediction for \(t\bar{t}\) is used in the signal and control regions, so this definition of \(k_{\text{MC}}^{b\text{-}\text{tag}/b\text{-}\text{veto}}\) does not take the (small) difference of the MC@NLO prediction of \(k_{\text{MC}}^{b\text{-}\text{tag}/b\text{-}\text{veto}}\) \(k_{\text{MC@NLO}}^{b\text{-}\text{tag}/b\text{-}\text{veto}}\) in Table 7.3) and the weighted mean of the two generators (see Table 7.4) into account. The contribution is therefore corrected by a factor \(k_{\text{corr}}^{b\text{-}\text{tag}/b\text{-}\text{veto}}\), which is equal to one in the \(t\bar{t}\) control regions and equal to the ratio of the combined value and the MC@NLO prediction in the signal and multi-jet control regions. Because the statistical uncertainty in the \(t\bar{t}\) control regions is much smaller than the systematic uncertainties, the impact of the overlap between the \(t\bar{t}\) control regions on the statistical uncertainties of the \(t\bar{t}\) estimation is neglected in the background model. As mentioned in Subsection 7.1.3, half the difference of the extrapolation factors obtained from MC@NLO and POWHEG+Jimmy and the statistical error of their weighted mean are assigned as normalization uncertainties (with NPs \(\bar{\sigma}\) following normal distributions) in the signal regions.

In the multi-jet estimate with the ABCD method (see Subsection 7.1.2), the normalization in the signal regions \(N_{\text{multi-jet}}\) is constrained from the event yields in the control regions \(B_R\) through \(D_R\). They are implemented as:

\[
N_{\text{multi-jet}, R}^i = \begin{cases} 
N_{\text{multi-jet}}^i \cdot R_{\text{same charge/opposite charge}} & \text{for region } B_R \\
N_{\text{multi-jet}}^i \cdot R_{\text{anti-isol./isol.}} & \text{for region } C_R \\
N_{\text{multi-jet}}^i \cdot R_{\text{same charge/opposite charge}} \cdot R_{\text{anti-isol./isol.}} & \text{for region } D_R,
\end{cases}
\]

(9.9)

with

\[
R_{\text{same charge/opposite charge}} = \frac{N_{\text{multijet}}^{\text{D}_R}}{N_{\text{multijet}}^{\text{C}_R}} \quad \quad R_{\text{anti-isol./isol.}} = \frac{N_{\text{multijet}}^{\text{D}_R}}{N_{\text{multijet}}^{\text{C}_R}}.
\]

(9.10)

The uncertainty on \(R_{\text{anti-isol./isol.}}\), which is determined by comparing \(N_{\text{multijet}}^{\text{C}_R}\) and \(N_{\text{multijet}}^{\text{D}_R}\), is taken into account as an explicit normalization uncertainty; the corresponding shape difference, as an independent shape uncertainty.

All other background contributions are merged into a category “other electroweak”, which is dominated by single \(t\)-quark production in the \(b\)-tagged sample and by di-boson production in the \(b\)-vetoed sample and assigned the corresponding cross-section and acceptance uncertainties.
The bin-wise expectation value of Eq. (9.1) is thus extended to:

\[
\langle N_{iR} \rangle = \mu S_{iR} + k_{b-tag/b-veto}^{R} k_{corr}^{R} t_{iR}^{R} + N_{\text{others},R}^{i} + N_{\text{multi-jet},R}^{i}.
\] (9.11)

Contributions which are normalized from simulation additionally carry cross-section, acceptance, and luminosity uncertainties, which are modeled by NPs (\(\vec{\alpha}\)) with underlying normal distributions as described above. The shape uncertainties mentioned in Subsection 8.1.3 and Section 8.2 are taken into account. They are treated as fully correlated to the respective normalization uncertainties.

The parameters \(k_{b-tag/b-veto}^{R}\), \(N_{\text{multi-jet}}^{AR}\), \(R_{\text{same charge/opposite charge}}^{AR}\), and \(R_{\text{anti-isol./isol.}}^{AR}\) are modeled as NPs with underlying flat probability density distributions (\(\vec{\tau}\)), so the likelihood function only depends on them implicitly (due to their correlations with the other NPs and \(B_{R}^{i}\)).

If the relative statistical uncertainty of the total background estimation (\(\sigma_{iR}^{\text{stat}}\)) exceeds 5% and thus becomes relevant for a bin \(i\), it is taken into account by an additional NP (\(\gamma_{iR}\)) with an underlying Gamma distribution. The Gamma distribution of a variable (\(x\)) depends on three parameters: the shape parameter (\(\delta\)), the location parameter (\(\chi\)), and the scale parameter (\(\beta\)):

\[
F_{\Gamma}(x|\delta,\chi,\beta) = \frac{1}{\beta \Gamma(\delta)} \left(\frac{x-\chi}{\beta}\right)^{\delta-1} \exp\left(-\frac{x-\chi}{\beta}\right).
\] (9.12)

\(\Gamma(\delta) = \int_{0}^{\infty} dt \ t^{\delta-1} \exp(-t)\) is the Gamma function. For each bin in each region with a relative statistical uncertainty larger than 5% of the background expectation (\(B_{R}^{i}\)), the shape parameter is set to \(\delta = \left(\sigma_{iR}^{\text{stat}}\right)^{-2} + 1\), the location parameter to \(\chi = 0\), and the scale parameter to \(\beta = \left(\sigma_{iR}^{\text{stat}}\right)^{-2}\).

The full likelihood function is therefore given by:

\[
L(\mu, \vec{\theta}) = \prod_{R \in \text{regions}} \prod_{i \in \text{bins}} F_{\text{Poisson}} \left( S_{iR}^{R}(\vec{\theta}) + B_{R}^{i}(\vec{\theta}) \right) \cdot \prod_{j \in \text{syst. uncert.}} F_{\text{normal}}(\alpha_{j}) \cdot \prod_{R \in \text{regions}} \prod_{k \in \text{bins with large rel. stat. uncert.}} F_{\Gamma}(\gamma_{iR} \bigg| \left(\sigma_{iR}^{\text{stat}}\right)^{-2} + 1, 0, \left(\sigma_{iR}^{\text{stat}}\right)^{-2}) \right).
\] (9.13)

The expected signal (\(\mu S_{iR}^{R}\)) and background (\(B_{R}^{i}\)) event yields depend on different subsets of the NPs: The signal event yields depend on the signal strength (\(\mu\)) as parameter of interest and on the values of the NPs pertaining to simulated events (\(\vec{\alpha}\), with underlying normal distributions). The background event yields depend on \(\vec{\alpha}\) and also on the NP pertaining to the statistical uncertainty (\(\vec{\gamma}\)) and the free parameters (\(\vec{\tau}\)):

\[
S_{iR}^{R}(\vec{\theta}) = S_{iR}(\vec{\alpha}) \quad \text{and} \quad B_{iR}^{R}(\vec{\theta}) = B_{R}(\vec{\alpha}, \vec{\gamma}, \vec{\tau}).
\] (9.14)

The likelihood functions for the b-tagged and the b-vetoed samples each contain twelve NPs pertaining to statistical uncertainties (\(\vec{\gamma}\)) and four free parameters (\(\vec{\tau}\)). Fifteen NPs with

\(^{4}\text{except for signal processes in the determination of limits on cross-section times branching ratio } \phi \rightarrow \tau\tau\)
underlying normal distributions ($\bar{\alpha}$) appear in both samples, which have four (five\textsuperscript{5}) unique NPs to accommodate the uncertainties of the data-driven background estimation methods.

For the published results, the signal and background models have been simplified as described in Appendix C to improve the numerical stability of the combination with the other channels.

### 9.3. Results from the $b$-Tagged and $b$-Vetoed Samples

Using the $CL_s$ method, limits at the 95\% CL have been derived for three different scenarios.

#### 9.3.1. Model-Independent Limit

As discussed in Section 9.2, the presence of the individual signal processes can be probed individually by computing a cross-section limit for each individual signal template. The excluded signal strength represents the product of the production cross-section and the branching ratio. By probing both processes across the mass range, a model-independent limit can be set. A wide range of models can be probed, including the parameter sets of the pMSSM-7 (see Subsubsection 2.3.2.3) that agree best with the observation of a Higgs boson at about 126 GeV, as discussed in Subsection 9.3.3.

The model-independent limits are shown in Figure 9.2 for the $b$-tagged and $b$-vetoed samples and their statistical combination. Because of the low signal acceptance of the gluon fusion process in the $b$-tagged sample, no limit is given for this case. For both production modes, lower values of the product of production cross-section and branching fraction to $\tau$ lepton pairs can be excluded with increasing Higgs boson mass. This is connected to the similarity of the $m_{\text{MMC}}^{\tau\tau}$ shapes of the signal and $Z/\gamma^* \rightarrow \tau\tau$ background: In the case of coinciding Higgs boson and $Z$ boson masses, the signal is concentrated in $m_{\text{MMC}}^{\tau\tau}$ bins which also contain a large portion of the background, while the estimated background event yield is generally smaller for the high-mass region. Because $Z/\gamma^* \rightarrow \tau\tau$ events account for a smaller fraction of the total background in the $b$-tagged sample than in the $b$-vetoed sample, this effect is much less pronounced in the $b$-tagged sample. The combined cross-section limit is driven mainly by the $b$-vetoed sample—with the exception of the limit on $b$-associated Higgs boson production with $m_{\phi}$ values below approximately 150 GeV, where the reduced $Z/\gamma^* \rightarrow \tau\tau$ background yield in the $b$-tagged sample most benefits the sensitivity.

The inclusion of the $b$-tagged sample also leads to an improvement of the combined gluon fusion limit with respect to considering only the $b$-vetoed sample because it provides additional constraints to common NPs. Figure 9.3 shows a comparison for both signal processes between the expected and observed limits, using both samples in the limit calculation, with respect to the limits derived by considering only the $b$-vetoed sample. The expected limit shows the largest improvement for Higgs boson mass values close to the $Z$ boson mass: about 8\% for gluon fusion and 55\% for $b$-associated Higgs boson production.

Another noteworthy feature of the limits on the product of production cross-section and branching fraction to $\tau$ lepton pairs is the similarity of the expected limits in the $b$-vetoed sample for both production modes. This is the consequence of two opposing effects, which almost cancel: On one hand, the multiplicity of tagged $b$-jets in $b$-associated Higgs boson production is larger than in gluon fusion (see Table 6.5), leading to a lower fraction of events entering of the $b$-vetoed sample. On the other hand, the efficiencies of the kinematic cuts

\textsuperscript{5}As mentioned in Subsection 7.1.1, the shape uncertainty associated with the trigger emulation is only considered in the $b$-vetoed sample.
Figure 9.2.: Upper limits at 95% CL on the product of production cross-section and branching fraction to $\tau$ lepton pairs for the signal processes. The results for Higgs boson production in association with $b$-quarks (black) are given for the $b$-tagged sample (top), the $b$-vetoed sample (bottom left), and their statistical combination (bottom right), while a limit on Higgs boson production in gluon fusion events (red) has been evaluated only for the $b$-vetoed sample and the statistical combination of both samples.
imposed are generally larger for signal events with Higgs bosons produced in association with $b$-quarks than in signal events with gluon fusion (see Table 6.9).

The shape differences between simulated and embedded $Z/\gamma^* \rightarrow \tau\tau$ samples that were observed for boson masses near the $Z$ boson mass impact the observed limit in the $b$-vetoed sample because they are larger than the estimated uncertainty in the individual bins. Despite a good agreement of the event yield predicted by the background–only hypothesis (see Table 6.8), a small signal admixture is favored by the fit to the corresponding missing mass calculator (MMC) mass distribution of the $b$-vetoed sample for $m_\phi \lesssim 110$ GeV. This effect is not observed in the combined observed limit on $b$-associated Higgs boson production from the combination of the two samples. Here, the $b$-tagged sample constrains common NPs (such as those connected to the electron and muon scale factors and those connected to the
Figure 9.4.: Comparison of the upper limits on the product of the production cross-section of neutral Higgs bosons and the branching fraction to \( \tau \) lepton pairs for gluon fusion (solid black dots) and \( b \)-associated production (hollow blue dots). The left Figure shows the previous ATLAS result from Ref. [13], while the right Figure shows the results of this thesis on the same scale.

Cross-section and acceptance uncertainties of the \( Z/\gamma^* \rightarrow \tau \tau \) and di-boson backgrounds) and the signal strength, leading to a combined observed limit that is smaller than the combined expected limit\(^6\).

In consequence, the production of neutral Higgs bosons can be excluded up to values of \( 3-5 \) pb for the product of the production cross-section and the branching fraction to \( \tau \) lepton pairs for both production modes in the Higgs boson mass range between 170 and 300 GeV (see Figure 9.2). The exclusion limit gradually declines to about 230 pb (32 pb) at \( m_\phi = 90 \) GeV for gluon fusion (\( b \)-associated Higgs boson production) because of growing overlap between the expected signal shape and that of \( Z/\gamma^* \rightarrow \tau \tau \) decays. The much weaker limit for gluon fusion at \( m_\phi = 90 \) GeV is a result of the very low signal acceptance of the \( b \)-tagged sample for this process.

Figure 9.4 shows a comparison of the results of the \( \tau_e \tau_\mu \) channel to the previous ATLAS result of \( \tau_e \tau_\mu \) final states [13], which does not rely on the distinction of a \( b \)-tagged and a \( b \)-vetoed sample and uses a dataset that corresponds to \( 1.06 \text{ fb}^{-1} \). While the observed fluctuation prevented an improvement of the observed limit for gluon fusion for \( m_\phi = 90 - 100 \) GeV, the overall sensitivity was improved by a factor of about four.

9.3.2. Limit in the \( m_{A^0} - \tan \beta \) plane of the MSSM

The results are also interpreted in the \( m_{A^0}^{\text{max}} \) scenario of the MSSM (see Figure 9.5). The \( m_{A^0} \) dependence of the expected sensitivity is a convolution of the expected limit on the product of production cross-section and branching fraction to \( \tau \) lepton pairs and the decline of the production cross-section with growing values of \( m_{A^0} \) (see Figures 2.7 through 2.9). Furthermore, in the intense coupling region (\( m_{A^0} \approx 130 \) GeV, \( \tan \beta \gg 1 \)), the mass differences

---

\(^6\)The event yield for gluon fusion in the \( b \)-tagged sample is too small to impose a strong constraint on the signal strength.
9.3 Results from the $b$-Tagged and $b$-Vetoed Samples

Figure 9.5.: Upper limits at 95% CL on $\tan \beta$ in the $m_{h_0}^{\text{max}}$ scenario of the MSSM as a function of $m_{A^0}$ and the exclusion area from the LEP experiments, which is taken from Ref. [71]. The results are given for the $b$-tagged sample (top), the $b$-vetoed sample (bottom left), and their statistical combination (bottom right).

between all neutral Higgs bosons are small compared to the $m_{\tau\tau}^{\text{MMC}}$ resolution, resulting in a single, narrow signal peak.

As in the model-independent limit, the fit to the $b$-vetoed sample favors a small—but non-zero—signal strength value at $m_{\phi} = 90 - 100$ GeV. As shown in the $m_{h_0}^{\text{max}}$ interpretation, the observed limit of the statistical combination of both processes does not exceed the 2$\sigma$ band in the $b$-vetoed sample. Furthermore, the combined limit from the $\tau_{e}\tau_{\mu}$ channel stays within one standard deviation of the expected exclusion for $m_{A^0} = 90$ GeV because $\mu = 0$ is favored by the data from the $b$-tagged sample.

From the $\tau_{e}\tau_{\mu}$ channel, an upper limit on $\tan \beta$ of about 12–14 for $m_{A^0}$ values between 110 and 150 GeV is derived (see Figure 9.5). For lower masses, the proximity of the $Z$ boson resonance deteriorates the exclusion limit to about 24 at $m_{A^0} = 90$ GeV. Both the cuts against high-$p_T$ objects and the declining production cross-section values predicted by the MSSM lead to weaker limits with growing $m_{A^0}$ values above $m_{A^0} = 130$ GeV.
9.3.3. Limit on pMSSM-7 Scenarios

As mentioned in Subsubsection 2.3.2.3, Ref. [118] demonstrates the compatibility of the MSSM with various Standard Model (SM) precision measurements and an interpretation of the observed Higgs boson as either the lightest Higgs boson ($h^0$ interpretation) or as the heavier $CP$-even Higgs boson ($H^0$ interpretation). FeynHiggs 2.9.4 has been used for obtaining the corresponding values for the production cross-section, branching fraction to $\tau$ lepton pairs, and Higgs boson mass for each of the Higgs bosons $h^0$, $H^0$, and $A^0$. Their decay widths are below 5 GeV whenever a mass below 300 GeV is predicted—and each of the best-fitting pMSSM-7 points predicts at least one Higgs boson in the mass range probed. Consequently, the model-independent limits of Subsection 9.3.1 can be used to evaluate the compatibility of a given pMSSM-7 point with the results from the $\tau_\tau\tau_\tau$ channel.

The limit calculation for the combined signal contributions from gluon fusion and $b$-associated production for each parameter set requires considerable computational effort. Therefore, the contributions ($\sigma_\phi \times \text{BR}(\phi \rightarrow \tau\tau)$) of the three neutral Higgs bosons of the pMSSM-7 are computed for the pMSSM-7 points with a low $\chi^2$ value of the fit to data (see Subsubsection 2.3.2.3). The contributions are then compared to the model-independent limit, merging the signal expectation from Higgs bosons that are not individually resolved due to the limited $m_{\text{MMC}}^{\tau\tau}$ resolution: The contributions of Higgs bosons within 15 GeV of a given sliding mass $m_\phi$ are added and drawn at the weighted\footnote{according to their $\sigma_\phi \times \text{BR}(\phi \rightarrow \tau\tau)$ contribution} mean $m_\phi$ value, color-coded according to the goodness of the fit from Ref. [118], in Figure 9.6. As in Subsubsection 2.3.2.3, the color-coding refers to the difference of the $\chi^2$ values ($\Delta\chi^2$) to the best-fitting parameter sets of the two scenarios. In the Gaussian limit, the thresholds of $\Delta\chi^2 = 2.3$ and $\Delta\chi^2 = 5.99$ correspond to the 68 and 95 % CL contours for two degrees of freedom, respectively.

Depending on how many Higgs boson masses lie within the same mass windows, a given pMSSM-7 point can thus correspond to between one and three dots in the $\sigma_\phi \times \text{BR}(\phi \rightarrow \tau\tau)$–$m_\phi$ plane. Only the dot with the largest value of the ratio of $\sum_\phi \sigma_\phi \times \text{BR}(\phi \rightarrow \tau\tau)$ to the expected limit is drawn to provide a measure for the sensitivity to this scenario. For both signal processes and interpretations, most parameter points feature their most prominent signal contribution near the mass of the discovered Higgs boson. Because the sensitivity of the search improves with growing values of $m_\phi$ and because the coupling of a SM-like $h^0$ boson to $b$-quarks is small, a fraction of the best-fitting pMSSM-7 points exist in another region of the $m_{A^0}$–$\tan\beta$ plane: For the green dots and the red dots points at higher $m_\phi$ values, the sensitivity to decays of $A^0$ and $H^0$ bosons exceeds the sensitivity to the observed Higgs boson.

The measured signal strengths in the individual SM search channels favor SM-like contributions near the measured Higgs boson mass for the best-fitting pMSSM-7 point in the $h^0$ interpretation. In comparison, the $H^0$ interpretation results in larger signal contributions near the mass of the discovered Higgs boson. The bulk of the best-fitting points in the $H^0$ interpretation corresponds to signal contributions below the excluded level by a factor of three to five, while only a few of the best-fitting points in the $h^0$ interpretation are within one to two orders of magnitude of the observed cross-section limit.

Because of smaller Yukawa couplings to down-type fermions in the SM and, as a consequence, a smaller contribution of the $b$-quark loop, its gluon fusion prediction is out of the reach of the presented analysis by at least one order of magnitude despite sensitivity to previously not excluded parts of the MSSM parameter space. The same holds true for the SM prediction for Higgs boson production in association with $b$-quarks, which is out of reach by four orders of magnitude.
Figure 9.6.: Comparison of the upper limits at 95\% CL on the product of production cross-section and branching fraction to $\tau$ lepton pairs for the signal processes gluon fusion (top row) and $b$-associated Higgs boson production (bottom row) with the predictions of the SM [29] (only gluon fusion) and the best-fitting pMSSM-7 parameter sets for the $h^0$ (left) and $H^0$ interpretations (right) [118]. Red points pertain to a deviation of the goodness of the fit from the respective best-fitting sets ($\Delta\chi^2_{h^0/H^0}$) below 2.3, while the green points pertain to values of $2.3 < \Delta\chi^2_{h^0/H^0} < 5.99$. 
9.4. Statistical Combination

In Ref. [10], the analysis of the $\tau_\ell\tau_\mu$ channel from this thesis is combined with the $\tau_\text{lep}\tau_\text{had}$, $\tau_\text{had}\tau_\text{had}$, and $\mu\mu$ decay channels to maximize the sensitivity to neutral MSSM Higgs bosons. A brief description of the corresponding analyses is given in this Section, followed by a discussion of the results of the combined results.

The signal and background uncertainty models in the $b$-tagged and $b$-vetoed samples have been simplified as described in Appendix C to overcome computational problems in the combination with the other decay channels. It has been verified that the expected exclusion limit is robust under these simplifications: The expected limit on the product of the production cross-section and the branching ratio to $\tau$ lepton pairs obtained from the simplified signal and background models agrees with the result of the full model within 5% for the $b$-tagged sample and within 15% for the $b$-vetoed sample and the $\tau_\ell\tau_\mu$ combination. The widths of the 1σ bands of the expected limit, for comparison, are about $^{+50}_{-30}$% for the $b$-tagged sample and $^{+40}_{-30}$% for the $b$-vetoed sample.

The $\mu\mu$ Channel

The good momentum resolution for muon candidates and the good rejection against fake muon signatures can be exploited for the search for Higgs boson decays to muon pairs. The same single-muon trigger and subsequent $p_T$ cuts as in the $\tau_\ell\tau_\mu$ channel are used. The oppositely charged muon pair with the largest transverse momenta in the event are subjected to a cut on their invariant mass: $m_{\mu\mu} > 70$ GeV. Also, the absolute value of the missing transverse energy vector is required to be smaller than 40 GeV. Depending on whether a $b$-tagged jet with a transverse momentum $p_T > 20$ GeV exists, events are collected in a $b$-tagged or a $b$-vetoed sample [10].

The shape of the total background contribution is modeled by a rational function which depends on the natural width of the $Z$ boson and five other parameters, which are constrained from sidebands in data [10].

The shape of the signal contributions is also parametrized, taking the sum of a Landau function and the convolution of a Breit–Wigner function and a Gaussian function. The resulting parametrization is fitted to each available fully simulated signal sample and interpolated to obtain templates for other signal hypotheses [10].

Because of the good mass resolution, the $b$-tagged and $b$-vetoed samples can achieve an expected upper limit on the product of the production cross-section and the branching fraction to muon pairs which is better than that of the di-$\tau$ channel combination by a factor of about 100 in the mass range $120$ GeV $< m_\phi < 300$ GeV [10]. In the $m_{h^0}^{\text{max}}$ scenario of the MSSM, however, the contribution to the combined sensitivity is small because of the smaller predicted decay branching fraction to muon pairs (about 0.04%), compared to 8 – 10% for $\tau$ lepton pairs. The best expected limit ($\tan \beta \lesssim 20$) is achieved at $m_{A^0} = 120$ GeV, and it rapidly deteriorates at larger Higgs boson masses.

The $\tau_\text{had}\tau_\text{had}$ Channel

The analysis of the $\tau_\text{had}\tau_\text{had}$ channel relies on the reconstruction and identification of $\tau_\text{had}$ candidates. The presence of at least one $\tau$ lepton with a transverse momentum above 29 GeV and another $\tau$ lepton with $p_T > 20$ GeV is required at the trigger level. This requirement is tightened to 45 GeV and 30 GeV, respectively, at the analysis level and opposite reconstructed charge signs of the $\tau_\text{had}$ candidates are required [10].
The absolute value of the missing transverse energy vector is required to be larger than 25 GeV. Events with jets with a transverse momentum value above 50 GeV are rejected. If the jet with the largest transverse momentum value is identified as a $b$-jet, the event enters the $b$-tagged sample; otherwise, it is sorted into the $b$-vetoed sample. The cut on the $\tau$ lepton with the largest $p_T$ value is tightened to 60 GeV for the $b$-vetoed sample [10].

The electroweak backgrounds are estimated from simulation, while an $ABCD$ method is used for the contribution of multi-jet backgrounds, using the $\tau$ lepton charge product and $\tau_{\text{had}}$ identification criteria as discriminants [10].

Because of the tight $p_T$ cuts applied to the $\tau_{\text{had}}$ candidates, the sensitivity deteriorates quickly below Higgs boson masses of 150 GeV, but a good suppression of $Z$ boson decays and a good sensitivity to heavy Higgs bosons are achieved [10]. For Higgs boson masses above 190 GeV, the $\tau_{\text{had}}\tau_{\text{had}}$ channel constitutes the second-largest contribution to the combined sensitivity.

The $\tau_{\text{lep}}\tau_{\text{had}}$ Channel

Events containing neutral Higgs bosons that decay via the $\tau_{\text{lep}}\tau_{\text{had}}$ channel can be selected by using the same single-lepton triggers as in the $\tau_{\text{lep}}\tau_{\mu}$ channel. A transverse momentum cut of 25 (20) GeV is applied to the electron (muon) in the event, the $\tau_{\text{had}}$ candidates must be of opposite charge and have a transverse momentum above 20 GeV [10].

A cut on the transverse mass (as defined in Eq. (7.1)) of the momentum vector of the light lepton and the missing transverse energy vector ($m_T < 30$ GeV) reduces the contributions from the $W + \text{jets}$ and $t\bar{t}$ backgrounds. Events are sorted into a $b$-tagged and a $b$-vetoed sample, following the same prescription as in the $\tau_{\text{had}}\tau_{\text{had}}$ channel. A cut on the missing transverse energy vector ($E_{\text{miss}}^{\text{transverse}} > 20$ GeV) is applied to the $b$-vetoed sample [10].

The $t\bar{t}$ contribution is normalized from a control region with at least two $b$-tagged jets and with a modified requirement for the jet with the largest transverse momentum value ($50 \text{ GeV} < p_{T,jet} < 150 \text{ GeV}$ instead of $20 \text{ GeV} < p_{T,jet} < 50 \text{ GeV}$ in the signal regions). The $Z/\gamma^* \rightarrow \tau\tau$ background is estimated with the embedding technique. The multi-jet background is estimated with an $ABCD$ method, like in the other di-$\tau$ channels, using the relative charge sign of the $\tau$ lepton and the light lepton as well as the light lepton isolation variables as discriminants [10].

The $\tau_{\text{lep}}\tau_{\text{had}}$ channel dominates the sensitivity for Higgs boson masses above 100 GeV. This dominance stems from the large branching fraction of $\tau_{\text{lep}}\tau_{\text{had}}$ decays, low $p_T$ thresholds, and a good background rejection. Because the contributions from $t$-quark and di-boson decays play a smaller role, the selection in both samples of the $\tau_{\text{lep}}\tau_{\text{had}}$ channel does not rely on kinematic cuts against large momenta of Higgs boson decay products (like the cut on $E_{\text{miss}}^{\text{transverse}} + p_{T,e} + p_{T,\mu}$ in the $\tau_{\text{lep}}\tau_{\mu}$ channel). The $\tau_{\text{lep}}\tau_{\text{had}}$ channel thus offers the best sensitivity also for large Higgs boson masses [10].

Combined Results

Results for the products of production cross-section and branching fraction to $\tau$ lepton pairs and to muon pairs as well as their interpretation in the $m_{\phi}^{\text{max}}$ scenario of the MSSM are published in Ref. [10] (see Figure 9.7).

As for the $\tau_{\text{lep}}\tau_{\mu}$ channel, the combined model-independent limit is lowest for large Higgs boson masses, where the production of neutral Higgs bosons can be excluded down to values of about 0.27 pb for the product of the production cross-section and the branching fraction to $\tau$ lepton pairs for both production modes. The limit gradually declines to about 105 pb (38 pb) at $m_{\phi} = 90 \text{ GeV}$ for gluon fusion ($b$-associated Higgs boson production). A limit on
Figure 9.7.: Published combined upper limits on tan β in the $m_A^{\text{max}}$ scenario of the MSSM as a function of $m_A$ [10] and the exclusion area from the LEP experiments [71] (top row). The top right Figure shows the expected and observed limits from each of the contributing channels individually and their statistical combination. The bottom Figure shows the corresponding limits on the products of production cross-section and branching fraction to τ lepton pairs and to muon pairs [10].
9.4 Statistical Combination

Figure 9.8.: Upper limits on $\tan \beta$ in the $m_{h_0}^{\text{max}}$ scenario of the MSSM as a function of $m_{A_0}$. The left Figure shows the expected and observed upper limits from the searches by DØ, using 7.3 fb$^{-1}$ of $p\bar{p}$ collision data [110]. They are compared to the earliest results from ATLAS [232] and CMS [233]. The sensitivity from the Tevatron searches was already surpassed by the subsequent ATLAS searches, which used 1.06 fb$^{-1}$ of $pp$ collision data [13] (right). The exclusion area from the LEP experiments [71] is also shown.

Even though the sensitivity in the $m_{A_0}$--$\tan \beta$ plane of the MSSM by a previous ATLAS search for the di-\tau channels [13] already surpassed the reach of the latest published results from the Tevatron and a first ATLAS search for neutral MSSM Higgs bosons (see Figure 9.8), the new ATLAS combination presented in Ref. [10] again constitutes a significant improvement of the sensitivity across the entire investigated range of Higgs boson masses (see Figure 9.9). As shown in the top right of Figure 9.7, the $\tau_e \tau_\mu$ channel contributes significantly to the sensitivity in the range $90 \text{ GeV} < m_{A_0} < 170 \text{ GeV}$.

Figure 9.9 also shows a comparison to the results published by CMS for datasets corresponding to 4.6 fb$^{-1}$ at a center–of–mass energy of 7 TeV [234] and 25 fb$^{-1}$ at $7 – 8 \text{ TeV}$ [115]. A significantly better sensitivity is claimed already with 4.6 fb$^{-1}$, mostly because of lower levels of systematic uncertainties [234]. The analysis of 25 fb$^{-1}$ of data significantly improves the reach again to provide the most stringent limit available for the $m_{h_0}^{\text{max}}$ scenario of the MSSM [115]. Figure 9.9 illustrates that the deviation of the observed limit from the expected limit in 25 fb$^{-1}$ of CMS data, which is below two standard deviations across the mass range, is consistent with the presence of a SM-like Higgs boson at $m_{H^{\text{SM}}} = 126 \text{ GeV}$. 
Figure 9.9.: Comparison of the upper limits on $\tan \beta$ in the $m_{\text{max}}^{0}$ scenario of the MSSM as a function of $m_{A^{0}}$. The results of the combination with the other decay channels are compared to the respective results from CMS in the left Figure: The upper limits from CMS for the same LHC run [234] are given along with the results of the update to 25 fb$^{-1}$ [115]. The region excluded by the LEP experiments is also shown [71]. The right Figure shows a comparison of the observed MSSM limit by CMS to the expected limit in the absence of Higgs bosons and under the assumption of a single SM-like Higgs boson at $m_{H^{\text{SM}}} = 126$ GeV [115].
A search for Higgs bosons decaying to $\tau$ lepton pairs has been performed in the $\tau_\text{e}\tau_\mu$ final state, using $4.6\,\text{fb}^{-1}$ of ATLAS $pp$ collision data at a center–of–mass energy of 7 TeV.

In order to exploit the signatures of $b$-associated Higgs boson production and of Higgs boson production in gluon fusion events, the signal selection distinguishes events with exactly one $b$-tagged jet and events without $b$-tagged jets. The analysis presented within this thesis was combined with other searches for neutral Minimal Supersymmetric Standard Model (MSSM) Higgs bosons with ATLAS and jointly published in Ref. [10].

By selecting events with exactly one electron and one muon of opposite charge with low $p_T$ thresholds on the final-state leptons and applying a set of kinematic cuts, a good signal acceptance is achieved for low Higgs boson mass values (close to the mass of the $Z$ boson) and backgrounds with different kinematic properties are strongly suppressed.

Because $Z$ boson decays constitute an irreducible background, the detection of one or more di-$\tau$ resonances in the vicinity of the $Z$ boson peak is intrinsically challenging and relies on a good reconstruction of the di-$\tau$ invariant mass ($m_{\tau\tau}$). This is particularly true for the decay channels whose final-states contain neutrinos because of their adverse impact on the mass resolution. The use of the missing mass calculator (MMC) technique [186,187] offers the best di-$\tau$ mass resolution of all available methods.

After the application of the kinematic selection, 181 and 12947 events have been observed in the $b$-tagged and $b$-vetoed samples, respectively. This is compatible with the background–only expectation of $201 \pm 12\,\text{(stat.)}^{+15}_{-14}\,\text{(syst.)}$ events in the $b$-tagged sample and $12664 \pm 89\,\text{(stat.)}^{+993}_{-996}\,\text{(syst.)}$ events in the $b$-vetoed sample. The background estimation uses data-driven techniques for the main backgrounds. The $Z/\gamma^* \rightarrow \tau\tau$ contribution is estimated with the embedding technique [14], and the background contribution from multi-jet events is estimated with the $ABCD$ method [15]. The $t\bar{t}$ contribution to the background event yield is estimated from a control region, and the MMC mass shape is taken from simulation.

Given the agreement with the background–only hypothesis, exclusion limits for two different signal models are derived from a test statistic based on the profile likelihood of MMC mass distributions after the kinematic selection.

The production of neutral MSSM-like Higgs bosons can be excluded up to values of $3 - 5\,\text{pb}$ for the product of the production cross-section and the branching fraction to $\tau$ lepton pairs for both production modes in the Higgs boson mass range between 170 and 300 GeV. The exclusion limit gradually declines to about $230\,\text{pb}$ ($32\,\text{pb}$) at $m_\phi = 90\,\text{GeV}$ for gluon fusion ($b$-associated Higgs boson production) because of growing overlap between the expected signal shape and that of $Z/\gamma^* \rightarrow \tau\tau$ decays.

When interpreted in the $m_{h^0}^{\text{max}}$ scenario of the MSSM, this corresponds to an upper limit on $\tan\beta$ of about $12 - 14$ for $m_{A^0}$ values between 110 and 150 GeV. For lower masses, the proximity of the $Z$ boson resonance deteriorates the exclusion limit to about 24 at $m_{A^0} = 90\,\text{GeV}$. Both the cuts against high-$p_T$ objects and the declining production cross-section values predicted by the MSSM lead to weaker limits with growing $m_{A^0}$ values above $m_{A^0} = 130\,\text{GeV}$.

ATLAS is currently preparing an update that exploits the dataset of 2012, corresponding to an integrated luminosity of $20\,\text{fb}^{-1}$, collected at a center–of–mass energy of 8 TeV. Given the exclusion of the lowest $m_{A^0}$ values that are compatible with the results from the Large
Electron–Positron Collider (LEP) experiments by Ref. [115], the improvement of the sensitivity to high Higgs boson masses ($m_{A^{0}} \gtrsim 200$ GeV) is particularly interesting. The analysis of $\tau_{e}\tau_{e}$ final states presented within this thesis has been developed to optimally contribute to the sensitivity to light Higgs bosons, so several aspects could be modified for a search focusing on heavier Higgs bosons:

- The same-flavor decay modes $\tau_{e}\tau_{e}$ and $\tau_{\mu}\tau_{\mu}$ should be taken into account: Because of a better separation between the di-lepton invariant mass distributions of $Z$ boson decays and decays of heavier Higgs bosons, the sensitivity of analyses of these decay modes can be expected to gain disproportionately.

- Because the MMC mass distributions of the $t\bar{t}$ and di-boson backgrounds differ significantly from those expected for the signal, it is promising to trade off background rejection for a better signal acceptance for higher Higgs bosons mass values by loosening kinematic cuts.

- Heavier Higgs bosons that are produced at similar momenta result in larger opening angles between the $\tau$ leptons. This has consequences both for the efficiency of the kinematic cuts described within this thesis (especially the cut on $\Delta \phi_{e\mu}$) and for the performance of the di-$\tau$ mass reconstruction.

The last two points suggest that it might be beneficial to optimize a future analysis separately for various points in the parameter space to achieve the optimal sensitivity everywhere.

Because of the expected reach to $\tan \beta \approx 5$ for $m_{A^{0}} \lesssim 200$ GeV of an analysis of $20 \text{ fb}^{-1}$ of data taken at a center-of-mass energy of 8 TeV, squark contributions and electroweak corrections should be taken into account in the calculation of the gluon fusion cross-section. Furthermore, the result of Ref. [115] indicates that the sensitivity of a search with $20 \text{ fb}^{-1}$ of ATLAS data to the Higgs sector of the Standard Model (SM) might also be considerable: The background-only hypothesis would, in this case, have to be amended to include the SM prediction, and the signal prediction taken into account by the statistical evaluation would refer to the difference of the MSSM and SM predictions.

All in all, neither the discovery of a SM-like Higgs boson nor the results of this thesis can falsify the existence of supersymmetry. The work presented in this thesis has contributed to the sensitivity of the combined search [10] and thus to the exclusion of a significant portion of the MSSM ($m_{h_{0}}^{\text{max}}$) parameter space that could not be probed before. The background estimation methods that were developed or refined in the context of this thesis can, by and large, be applied to upcoming Large Hadron Collider (LHC) searches at higher center-of-mass energies and with larger datasets.
Appendix
A Alternative Estimation of the $t\bar{t}$ Contribution in the $b$-Tagged Sample

Among the variables of the kinematic selection of the $b$-tagged sample, $E_T^{\text{miss}} + p_{T,e} + p_{T,\mu}$ and $H_T$ are most suitable for an estimation of the $t\bar{t}$ background with the $ABCD$ method because they suppress the $t\bar{t}$ background more effectively than other processes (see Table 6.6).

An estimation method based on four regions with different cuts on $E_T^{\text{miss}} + p_{T,e} + p_{T,\mu}$ and $H_T$ has been evaluated for the $b$-tagged sample:

$A_R$ Events that satisfy the signal selection cuts $E_T^{\text{miss}} + p_{T,e} + p_{T,\mu} < 125 \text{ GeV}, H_T < 100 \text{ GeV}$ enter the signal region ($A_{b\text{-tag}}$).

$\tilde{B}_R$ Events with $E_T^{\text{miss}} + p_{T,e} + p_{T,\mu} > 125 \text{ GeV}, H_T < 100 \text{ GeV}$ enter region $\tilde{B}_R$.

$\tilde{C}_R$ Events with $E_T^{\text{miss}} + p_{T,e} + p_{T,\mu} < 125 \text{ GeV}, H_T > 100 \text{ GeV}$ enter region $\tilde{C}_R$. The veto on additional $b$-jets is dropped. The shape of the $m_{\tau\tau}^{\text{MMC}}$ distribution in the signal region is extracted from this region.

$\tilde{D}_R$ Events with $E_T^{\text{miss}} + p_{T,e} + p_{T,\mu} > 125 \text{ GeV}, H_T > 100 \text{ GeV}$ enter region $\tilde{D}_R$. The veto on additional $b$-jets is dropped.

Each of those regions contains multi-jet events, which are estimated by an $ABCD$ method as described in Subsection 7.1.2. The signal and background contributions for regions $\tilde{B}_{b\text{-tag}}$ through $\tilde{D}_{b\text{-tag}}$ are summarized in Table A.1. The expected fraction of $t\bar{t}$ events is 93% in region $\tilde{C}_{b\text{-tag}}$, which is comparable to the control region introduced in Subsection 7.1.3 (92%). In contrast, regions $\tilde{B}_{b\text{-tag}}$ and $\tilde{D}_{b\text{-tag}}$ exhibit only purities of 75 – 78%.

Table A.1.: Estimated contributions of non-$t\bar{t}$ backgrounds to the $t\bar{t}$ control regions ($\tilde{B}_{b\text{-tag}}$ through $\tilde{D}_{b\text{-tag}}$) and the signal region ($A_{b\text{-tag}}$). All cuts of the kinematic selection have been applied, with the exception of the veto on additional $b$-jets in regions $\tilde{C}_{b\text{-tag}}$ and $\tilde{D}_{b\text{-tag}}$. The numbers of $t\bar{t}$ events as predicted by MC@NLO and POWHEG+Jimmy are given along with the purity in parentheses. The expected signal contribution for the $m_{h^0}^{\text{max}}$ scenario and $m_{A^0} = 150 \text{ GeV}, \tan \beta = 20$ is also shown. The given uncertainties only reflect the statistical component.

<table>
<thead>
<tr>
<th></th>
<th>Signal</th>
<th>$Z/\gamma^* \rightarrow \tau\tau$</th>
<th>Single $t$</th>
<th>Multi-jet</th>
<th>Others</th>
<th>$tt$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MC@NLO</td>
</tr>
<tr>
<td>$A_{b\text{-tag}}$</td>
<td>20.7±0.7</td>
<td>119 ± 5</td>
<td>15.7±1.2</td>
<td>15 ± 9</td>
<td>6.1 ±1.2</td>
<td>44.8±1.5</td>
</tr>
<tr>
<td>$B_{b\text{-tag}}$</td>
<td>5.0±0.4</td>
<td>3.7±1.0</td>
<td>43 ± 2</td>
<td>0.3 ± 2.0</td>
<td>4.9 ±0.8</td>
<td>170±3</td>
</tr>
<tr>
<td>$\tilde{C}_{b\text{-tag}}$</td>
<td>3.2±0.3</td>
<td>4.0 ± 3</td>
<td>6.9±0.7</td>
<td>2.1±2.8</td>
<td>0.74±0.15</td>
<td>181±3</td>
</tr>
<tr>
<td>$\tilde{D}_{b\text{-tag}}$</td>
<td>2.4±0.3</td>
<td>11.9±1.8</td>
<td>54 ± 2</td>
<td>3.4±3.1</td>
<td>2.4 ±0.5</td>
<td>965±7</td>
</tr>
</tbody>
</table>
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Figure A.1.: Shape of the reconstructed MMC mass in the signal region of the $b$-tagged sample and the associated $t\bar{t}$ control regions of the alternative estimation method after the full selection. Other background contributions have been subtracted from data in the control regions. The KS test results between the distributions from the same region and between the MC@NLO predictions in the signal region and region $\tilde{C}_{b\text{-tag}}$ are also given.
Figure A.2.: Correlation of $E^\text{miss}_T + p_{T,e} + p_{T,\mu}$ and $H_T$ in the signal region of the $b$-tagged sample and the associated $t\bar{t}$ control regions of the alternative estimation method after the full selection.

By subtracting all other background contributions from the collision data in the control regions, the $m_{\tau\tau}^{\text{MC}}$ shape of the $t\bar{t}$ contribution is obtained (see Figure A.1). The shape obtained from the MC@NLO sample matches that from POWHEG+Jimmy well in all control regions and the signal region: Kolmogorov–Smirnov (KS) tests yield $p$-values of at least 70 %. The shape obtained by MC@NLO in the signal region agrees with the MC@NLO prediction for region $\tilde{C}_{b\text{-tag}}$, and the ratio of the predicted event yield for region $\tilde{C}_{b\text{-tag}}$ to that of the signal region is about four. Therefore, it can be used to obtain the $m_{\tau\tau}^{\text{MC}}$ shape of the $t\bar{t}$ contribution in the signal region.

In order to estimate the event yield of the $t\bar{t}$ contribution in the signal region ($N_{t\bar{t}}^{A_{b\text{-tag}}}$), correlations must be taken into account. Figure A.2 shows the correlation between $E^\text{miss}_T + p_{T,e} + p_{T,\mu}$ and $H_T$ in the four regions ($A_{b\text{-tag}}$, $B_{b\text{-tag}}$ through $D_{b\text{-tag}}$). A visible correlation exists both in the MC@NLO dataset and in the POWHEG+Jimmy dataset, resulting in correlation coefficients of 0.18 and 0.16, respectively.

In the absence of correlations, the event yield can be calculated from the event yields in the control regions (after subtraction of other backgrounds, denoted as $N_{t\bar{t}}^{B_{b\text{-tag}}}$ through $N_{t\bar{t}}^{D_{b\text{-tag}}}$) as in Eq. (7.4). Otherwise, the formula can be amended by including the correlations seen in the simulated samples:

$$N_{t\bar{t}}^{A_{b\text{-tag}}} = \frac{N_{t\bar{t}}^{\tilde{C}_{b\text{-tag}}}}{N_{t\bar{t}}^{D_{b\text{-tag}}}} N_{t\bar{t}}^{\tilde{B}_{b\text{-tag}}} \times \frac{N_{t\bar{t}}^{A_{b\text{-tag}}} N_{t\bar{t}}^{\tilde{D}_{b\text{-tag}}}}{N_{t\bar{t}}^{B_{b\text{-tag}}} N_{t\bar{t}}^{\tilde{C}_{b\text{-tag}}}}.$$  \hspace{1cm} (A.1)

The value of the first brace ($33\pm4$ events) in Eq. (A.1) is thus corrected by values of $1.41\pm0.06$ (MC@NLO) or $1.71\pm0.28$ (POWHEG+Jimmy).

As for the extrapolation factors in the estimation method described in Subsection 7.1.3, the two values can be combined to a weighted mean, using half the difference of the two input values as systematic error, resulting in a correction factor of $1.42\pm0.06\text{(stat.)} \pm 0.14\text{(syst.)}$.

The estimated event yield from $t\bar{t}$ events in the $b$-tagged sample is thus evaluated to be $(46\pm5\text{(stat.)} \pm 5\text{(syst.)})$ events. The extrapolation method and the $ABCD$ method agree within the uncertainties (see Table 7.5, in both cases excluding other sources of systematic uncertainty).

The illustrated method confirms the goodness of the shape estimate obtained from the
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MC@NLO sample for the signal region. The estimate of the systematic uncertainty from the comparison of the two simulated datasets is larger than that of the method described in Subsection 7.1.3. Because the optimal selection for the $b$-vetoed sample does not include $H_T$ or an adequate substitute, the $ABCD$ method as presented here can only be applied to the $b$-tagged sample.
This Appendix shows the systematic variations with the smallest observed impact on the shapes of the missing mass calculator (MMC) mass distributions. The description of the variations is given in Subsection 8.1.3.

Note that the statistical uncertainties for $t\bar{t}$ (gluon fusion) are too large to compare shapes in the $b$-vetoed ($b$-tagged) sample.
Figure B.1.: Impact of the muon momentum uncertainty from the Inner Detector measurement (“μ ID track $p_T \uparrow$”/“μ ID track $p_T \downarrow$” variations) on the shapes of the $m^{\text{MMC}}_{\tau\tau}$ distributions of the $b$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $t\bar{t}$, embedded $Z/\gamma^* \rightarrow \tau\tau$ events, and the two Higgs boson production modes.
Figure B.2.: Impact of the muon momentum uncertainty from the Muon Spectrometer measurement ("\( \mu \) MS track \( p_T \uparrow \)"/"\( \mu \) MS track \( p_T \downarrow \)" variations) on the shapes of the \( m_{\tau\tau}^{\text{MMC}} \) distributions of the \( b \)-tagged (first three Figures) and the \( b \)-vetoed (last three Figures) samples for \( t\bar{t} \), embedded \( Z/\gamma^* \to \tau\tau \) events, and the two Higgs boson production modes.
Figure B.3.: Impact of the muon combined efficiency of the reconstruction and identification ("µ recon./ID eff. ↑/↓" variations) on the shapes of the $m^{\text{MMC}}$ distributions of the $b$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $tt$, embedded $Z/\gamma^* \to \tau\tau$ events, and the two Higgs boson production modes.
Figure B.4.: Impact of the muon isolation efficiency uncertainty ("µ iso. SF ↑)/"µ iso. SF ↓" variations) on the shapes of the $\tau_\tau^\text{MMC}$ distributions of the $b$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $t\bar{t}$, embedded $Z/\gamma^* \rightarrow \tau\tau$ events, and the two Higgs boson production modes.
Figure B.5.: Impact of the electron energy scale uncertainty ("e energy scale ↑/"e energy scale ↓") on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions of the $b$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $t\bar{t}$, embedded $Z/\gamma^* \rightarrow \tau\tau$ events, and the two Higgs boson production modes.
Figure B.6.: Impact of the electron energy resolution uncertainty ("e energy res. ↑"/"e energy res. ↓" variations) on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions of the $b$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $tt$, embedded $Z/\gamma^* \rightarrow \tau\tau$ events, and the two Higgs boson production modes.
Figure B.7.: Impact of the electron reconstruction efficiency uncertainty ("e recon./track qual. eff. ↑" / "e recon./track qual. eff. ↓" variations) on the shapes of the $m_{\tau\tau}$ distributions of the $b$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $t\bar{t}$, embedded $Z/\gamma^* \rightarrow \tau\tau$ events, and the two Higgs boson production modes.
Figure B.8.: Impact of the electron identification efficiency uncertainty ("e ID ↑/"e ID ↓" variations) on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions of the $b$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $t\bar{t}$, embedded $Z/\gamma^* \rightarrow \tau\tau$ events, and the two Higgs boson production modes.
Figure B.9.: Impact of the electron isolation efficiency uncertainty ("e iso. SF ↑/↓" variations) on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions of the $t\bar{t}$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $t\bar{t}$, embedded $Z/\gamma^* \rightarrow \tau\tau$ events, and the two Higgs boson production modes.
Figure B.10.: Impact of the flavor tagging efficiency uncertainty for light jets (“Mistag light $\uparrow$”/“Mistag light $\downarrow$” variations) on the shapes of the $m_{\tau\tau}^{\text{MMC}}$ distributions of the $b$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $tt$, simulated $Z/\gamma^* \rightarrow \tau\tau$ events, and the two Higgs boson production modes.
Figure B.11.: Impact of the flavor tagging efficiency uncertainty for $b$-jets ("$\varepsilon_b^{\uparrow}$"/"$\varepsilon_b^{\downarrow}$" variations) on the shapes of the $m_{\tau\tau}^{MMC}$ distributions of the $b$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $t\bar{t}$, simulated $Z/\gamma^* \to \tau\tau$ events, and the two Higgs boson production modes.
Figure B.12.: Impact of the flavor tagging efficiency uncertainty for $c$-jets ("$\varepsilon_c \uparrow$"/"$\varepsilon_c \downarrow$" variations) on the shapes of the $m_{\tau\tau}^{MMC}$ distributions of the $b$-tagged (first three Figures) and the $b$-vetoed (last three Figures) samples for $tt$, simulated $Z/\gamma^* \rightarrow \tau\tau$ events, and the two Higgs boson production modes.
In the combination with the $\tau$ leptonic, $\tau$ hadronic, $\tau$ hadronic, and $\mu\mu$ decay channels [10], the complexity of the signal and background models complicates the fit to the likelihood function. The least significant shape uncertainties have therefore been removed, and nuisance parameters (NPs) have been coupled. The impact of each change has been verified to result only in small changes of the combined limit from the $b$-tagged and $b$-vetoed samples of this thesis:

- The “Jet energy scale ↑”/“Jet energy scale ↓”, “Jet energy resolution ↑”, “Calo. clusters ↑”/“Calo. clusters ↓”, and “Pileup ↑”/“Pileup ↓” variations have been merged\(^1\), and the shape variations “Jet energy scale ↑”/“Jet energy scale ↓”—as most significant variations—are used to represent the correlated shape uncertainty (see Subsection 8.1.3).

- The normalization uncertainty from the isolation criteria on muons in the selection of $Z/\gamma^* \rightarrow \mu\mu$ events for the embedded sample (see Subsection 8.2.1) is determined only from the “Tighter isolation” variation. The difference ($\Delta$) to the central value is symmetrized as estimate of the uncertainty: $\pm \Delta$.

- Small shape uncertainties have been neglected for the following processes and variations:
  - The merged “Jet energy scale ↑”/“Jet energy scale ↓” variations (see Subsection 8.1.3) have been demoted to pure normalization uncertainties for the “other electroweak” contribution and Higgs boson production in association with $b$-quarks in both samples and for the $t\bar{t}$ contribution to the $b$-tagged sample.
  - The shape uncertainties of the “Tighter isolation” and “No isolation” variations of the embedded $Z/\gamma^* \rightarrow \tau\tau$ events (see Subsection 8.2.1) have been neglected in both samples.
  - The shape uncertainties of the “Subtracted $\mu$ calo. deposits ↑”/“Subtracted $\mu$ calo. deposits ↓” variations of the embedded $Z/\gamma^* \rightarrow \tau\tau$ events (see Subsection 8.2.1) have been neglected in the $b$-tagged sample.

- The resolution and scale uncertainties for simulated electrons (see Subsection 8.1.3) have been merged.

- The NPs associated to the uncertainty of $R_{\text{anti-isol.}}/\text{isol.}$ and the corresponding shape uncertainty (see Subsection 8.2.2 and Section 9.2) have been coupled both in the $b$-tagged and the $b$-vetoed sample.

- Normalization uncertainties whose associated $1\sigma$ variations impact the event yield of a contribution by less than $0.5\%$ have been neglected.

\(^1\)adding separately in quadrature the upper and the lower uncertainties
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Figure C.1: \(m^{\text{MMC}}_{\tau\tau}\) distribution in the \(b\)-tagged sample. The background prediction shown uses the techniques detailed in Chapter 7 to predict the background composition in each bin and the respective uncertainties. The variations described in Chapter 8 have been used to assess the systematic uncertainties, and the signal and background uncertainty models have been simplified for the combination with the \(\tau_{\text{lep}}\tau_{\text{had}}, \tau_{\text{had}}\tau_{\text{had}},\) and \(\mu\mu\) decay channels. The statistical uncertainties as well as the systematic normalization uncertainties (including the uncertainty on the integrated luminosity) and the shape uncertainties have been added in quadrature to estimate the total background uncertainty.

- The acceptance uncertainty contribution from the distinction of samples with no, one, or more \(b\)-jets (see Subsection 8.1.2) has been neglected. Its impact on expected limits on the product of the production cross-section and the branching ratio to \(\tau\) leptons has been evaluated to be below 0.5%.

As shown in Figures 8.7 through 8.10 for the full signal and background models, Figures C.1 through C.4 show the simplified signal region input to the limit calculation. The published exclusion limits are shown in Figure C.5.
Figure C.2.: Expected $m_{\text{MMC}}^{\tau\tau}$ distribution of the signal processes in the $b$-tagged sample. The variations described in Chapter 8 have been used to assess the systematic uncertainties, and the signal and background uncertainty models have been simplified for the combination with the $\tau_{\text{lep}}\tau_{\text{had}}$, $\tau_{\text{had}}\tau_{\text{had}}$, and $\mu\mu$ decay channels. The statistical uncertainties and the systematic normalization uncertainties (including the uncertainty on the integrated luminosity) have been added in quadrature to estimate the total background uncertainty. All shape uncertainties have been neglected.
Figure C.3.: $m_{\tau\tau}^{\text{MMC}}$ distribution in the $b$-vetoed sample. The background prediction shown uses the techniques detailed in Chapter 7 to predict the background composition in each bin and the respective uncertainties. The variations described in Chapter 8 have been used to assess the systematic uncertainties, and the signal and background uncertainty models have been simplified for the combination with the $\tau_{\text{lep}}\tau_{\text{had}}$, $\tau_{\text{had}}\tau_{\text{had}}$, and $\mu\mu$ decay channels. The statistical uncertainties as well as the systematic normalization uncertainties (including the uncertainty on the integrated luminosity) and the shape uncertainties have been added in quadrature to estimate the total background uncertainty.
Figure C.4.: Expected $m_{\tau\tau}^{\text{MMC}}$ distribution of the signal processes in the $b$-vetoed sample. The variations described in Chapter 8 have been used to assess the systematic uncertainties, and the signal and background uncertainty models have been simplified for the combination with the $\tau_{\text{lep}}\tau_{\text{had}}, \tau_{\text{had}}\tau_{\text{had}},$ and $\mu\mu$ decay channels. The statistical uncertainties as well as the systematic normalization uncertainties (including the uncertainty on the integrated luminosity) and the shape uncertainties have been added in quadrature to estimate the total background uncertainty.
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Figure C.5.: Published upper limits at 95 % CL on the product of production cross-section and branching fraction to $\tau$ lepton pairs for the signal processes, using the simplified signal and background models (left). The right Figure shows the interpretation of these results in the $m_{h^0}^{\text{max}}$ scenario of the MSSM [10].
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