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We give a complete analysis of indirect determinations of the top quark mass in the Standard Model by introducing a systematic procedure to identify observables that receive quantum corrections enhanced by powers of $M_t$. We discuss how to use flavour physics as a tool to extract the top quark mass. Although present data give only a poor determination, we show how future theoretical and experimental progress in flavour physics can lead to an accuracy in $M_t$ well below 2 GeV. We revisit determinations of $M_t$ from electroweak data, showing how an improved measurement of the $W$ mass leads to an accuracy at the level of 1 GeV.
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1 Introduction

The top quark mass ($M_t$) is a key input parameter of the Standard Model (SM). Since the top quark is the heaviest particle in the SM, its Yukawa coupling $y_t$ is sizeable and plays a crucial role in determining the predictions of the theory at the quantum level. A precise determination of $M_t$ is crucial for:

- Stability of the electroweak vacuum. Assuming that no new physics modifies the short-distance behaviour of the SM, top-quark loops destabilise the Higgs potential creating a deeper minimum at large field value. The measured SM parameters lie so close to the critical condition for the formation of the large-field minimum that the instability scale can fluctuate from $10^{10}$ GeV to the Planck scale with a variation of $M_t$ of merely 2 GeV [1, 2]. Any such small change in $M_t$ can have a substantial effect in the evolution of the universe at the inflationary epoch [3] and determine the viability of scenarios of Higgs inflation [4]. A more precise determination of $M_t$ will add important information to our knowledge of particle physics and cosmology.

- Supersymmetric predictions for the Higgs mass. Within the Minimal Supersymmetric Standard Model, the soft-breaking scale that reproduces the observed Higgs mass has a strong dependence on $M_t$. For $\tan\beta = 1$, the supersymmetry-breaking scale is large and roughly coincides with the SM stability scale discussed above. For $\tan\beta = 20$, maximal stop mixing and degenerate sparticles, precision computations [5] find that the supersymmetry-breaking scale varies from 1.7 to 2.5 TeV when $M_t$ is varied by one standard deviation around its present best-fit value.

The most precise quoted value of the top-quark pole mass comes from the combination of LHC and Tevatron measurements [6]

$$(M_t)_{\text{pole}} = 173.34 \pm 0.76 \text{ GeV}.$$ (1)

A theoretical concern about the extraction of $M_t$ from data is that the pole top mass is not a physical observable. This means that its experimental determination is done through the measurement of other physical observables (final-state invariant masses, kinematic distributions, total rates) that are especially sensitive to $M_t$. These measurements are compared to the results of theoretical calculations, which are expressed in terms of $M_t$ in a well-defined renormalisation scheme. In the context of hadron colliders, the extraction of $M_t$ suffers from a variety of effects linked to hadronization that are not fully accountable by perturbative QCD calculations, like bound-state effects of the $t\bar{t}$ pairs, parton showering, and other non-perturbative corrections (see [7] for a thorough discussion). In practice, the extraction of $M_t$ relies on modelling based on Monte-Carlo generators, and this is why [8] refers to $M_t$ in eq. (1) as “Monte-Carlo mass”. Its relation to any short-distance definition
of the top mass has an inherent ambiguity due to infrared non-perturbative effects, which probably amount to about 0.3 GeV. Much work is ongoing both on the experimental and the theoretical sides to control the size of the errors at this level.

Alternative methods to extract $M_t$ have been proposed, with the aim of finding observables whose prediction is theoretically more robust. One interesting possibility is to identify observables that can be computed in QCD beyond the leading order in terms of the running top mass evaluated at a sufficiently high-energy scale, so that the perturbative expansion is completely reliable. The running top mass is then translated into the pole mass by means of a relation now known at four-loops in QCD [9]. This programme has been applied to the total inclusive $t\bar{t}$ cross section [10], from which it was possible to extract the following values of the pole top mass:

$$(M_t)_{\sigma_{\bar{t}t}} = \begin{cases} 
172.9 \pm 2.6 \text{ GeV} & \text{ATLAS} \ [11] \\
176.7 \pm 2.9 \text{ GeV} & \text{CMS} \ [12] 
\end{cases}$$

Although the result is theoretically more transparent, the uncertainties in eq. (2) are still significantly larger than that in eq. (1).

These considerations justify the search for alternative strategies to determine $M_t$, and this will be the subject of our paper. Given that the top is the only quark associated to a sizeable Yukawa coupling, loop effects in the SM are potentially very sensitive to $M_t$. Our goal is to identify all processes that receive quantum corrections enhanced by powers of $M_t$ (in the limit $M_t \gg M_W$) and infer $M_t$ from their measurements.

With the experimental confirmation that the Cabibbo-Kobayashi-Maskawa (CKM) matrix gives an overall successful explanation of the transitions among different quark generations, the main interest of flavour physics has turned towards the search for new effects beyond the SM. Indeed, flavour physics provides a unique tool to explore indirectly new physics, in a way often complementary to high-energy probes at colliders. However, in this paper we want to argue that new developments are guiding us towards a novel use of flavour physics data. On the experimental side, the lack of anomalous signals from the LHC suggests that new physics may lie at energy scales much higher than previously expected. On the theoretical side, present or upcoming improved calculations of flavour processes in the SM are opening new frontiers in precision measurements. In light of these developments, in this paper we propose to use the comparison between experimental data and theoretical predictions of flavour processes as a way to extract the top quark mass, under the assumption that the SM is valid up to very short distance scales.\(^1\)

Our strategy is not new: the history of predicting quark masses from loop-induced flavour processes is glorious, with some of these predictions made even before the actual

\(^1\)For an earlier attempt to determine the top mass from $B-\bar{B}$ and the rare kaon decays $K^+ \to \pi^+\nu\bar{\nu}$, $K_L \to \pi^0\nu\bar{\nu}$, see ref. [13].
discovery of the corresponding particle. This is the case of the charm-quark mass, whose value was inferred from theoretical considerations on $K$–$\bar{K}$ mixing [14] or of the top-quark mass, extracted using $B$–$\bar{B}$ data [15]. The use of flavour data for an indirect determination of $M_t$ is fairly robust from the theoretical point of view, since it relies on controllable SM calculations, in which non-perturbative effects are restricted to a few well-known hadronic parameters, now under careful scrutiny by lattice calculations. In this paper, we describe the status of the extraction of the top mass from the fit of flavour data, finding $(M_t)^{\text{flavour}} = (173.4 \pm 7.8) \text{ GeV}$. The uncertainty of this extraction is too large to be competitive with the direct measurements. However, taking into account foreseeable progress in perturbative and lattice calculations, on one side, and experimental measurements, on the other side, our projection for the future is that the error can be brought to about 1.7 GeV.

In our analysis we use the pole top mass $M_t$ as the physical quantity extracted from the fits, deriving it, whenever is needed, from the running $\overline{\text{MS}}$ top mass $\overline{m}_t(m_t)$ through the $\mathcal{O}(\alpha_s^4)$ perturbative expression given in section 3. This choice is dictated mostly by our desire to make the results more transparent and to adopt the same variable currently used by experimentalists. However, given that the pole mass, unlike the running $\overline{\text{MS}}$, suffers from an $\mathcal{O}(\Lambda_{\text{QCD}})$ inherent ambiguity, it may become more appropriate in the future, when higher accuracy is reached, to modify this choice, abandoning $M_t$ in favour of $\overline{m}_t(m_t)$.

An important byproduct of our analysis is that the top-mass extraction can be regarded as a well-defined motivation for improved experimental measurements and theoretical calculations in flavour physics. While the exploration for new-physics effects remains the most exciting part of the flavour physics programme, the extraction of $M_t$ defines a clear and concrete benchmark that can be used to determine the goals that experimental and theoretical improvements should aim for.

With the aim of an indirect determination of the top mass, in this paper we also reconsider global fits of electroweak observables, finding $(M_t)^{\text{EW}} = (177.0 \pm 2.6) \text{ GeV}$, in good agreement with previous studies [16, 17]. We find that the determination of $M_t$ is dominated by the measurement of $M_W$. A reduction of the error in the measurement of $M_W$ to about 8 MeV, as foreseeable at the LHC [16], can bring down the uncertainty on $M_t$ to 1.2 GeV.

Most of our considerations would be superseded by a futuristic $e^+e^-$ collider operating at the $t\bar{t}$ threshold. Such a collider would allow for an unprecedented determination of the top mass. Scans of the $t\bar{t}$ pair production would reach a statistical accuracy on the mass measurement of about 20–30 MeV [18]. Recent $\text{N}^3\text{LO}$ calculations can relate such measurements to a well-defined $M_t$, with a theoretical uncertainty below about 50 MeV [19].

Our paper is organised as follows. In section 2 we present a systematic procedure to identify observables sensitive, at the quantum level, to powers of the top mass. We discuss present and future top mass determinations from flavour data in section 3 and 4,
respectively, and from electroweak precision data in section 5. Conclusions are given in section 6.

2 \( M_t \) dependence of observables in the heavy-top limit

The large top Yukawa coupling offers the possibility of reconstructing \( M_t \) from SM quantum effects. In order to identify the physical observables that are most sensitive to the top mass at the one-loop level, we develop here a systematic procedure to extract the leading \( M_t \) dependence predicted by the SM. We work in the heavy-top limit [20], in which the masses of the \( W \) and \( Z \) bosons are neglected with respect to \( M_t \). This is achieved by considering a gauge-less theory with massive quarks, the Higgs boson \( h \), and 3 Goldstone bosons \( \bar{\chi} \) (related by the equivalence theorem [21] to the longitudinal components of the \( W \) and \( Z \)), where the only quark interaction is

\[
L = y_t \bar{t} R H^T \left( V_{ti} d_i L - t_L \right) + h.c. \tag{3}
\]

Here \( y_t \) is the top Yukawa coupling, \( V \) is the CKM matrix, and we are working in a basis in which both quark mass matrices are simultaneously diagonal. The Higgs doublet \( H \) is given by

\[
H = \frac{1}{\sqrt{2}} e^{i \bar{\chi} \cdot \chi} \begin{pmatrix} 0 \\ v + h \end{pmatrix}, \tag{4}
\]

where \( v = 246 \text{ GeV} \) is the symmetry breaking scale. We can explicitly write eq. (3) as

\[
\mathcal{L} = - \frac{y_t}{\sqrt{2}} (\cos |\bar{\chi}|/v) (v + h) \bar{t} t \\
+ y_t \left( \frac{\sin |\bar{\chi}|/v}{|\bar{\chi}|/v} \right) \left( 1 + \frac{h}{v} \right) \left[ \frac{i}{\sqrt{2}} \chi^0 \bar{t} \gamma_5 t + (\chi^+ \bar{t} R V_{ti} d_i L + h.c.) \right] , \tag{5}
\]

where \( \chi^0 \) and \( \chi^\pm \) are the neutral and charged Goldstones, and \( |\bar{\chi}|^2 = \chi^0 + 2 \chi^+ \chi^- \). The next step is to integrate out the top quark using the interactions in eq. (5). The top-less effective theory will contain a set of effective operators whose coefficients readily describe the leading top-mass dependence in the large \( M_t \) limit.

\( \Delta \rho \)

At the level of dimension-4 operators, the first diagram in fig. 1 leads to a wave-function renormalisation of the Goldstone fields that violates the custodial SU(2) symmetry under which \( \bar{\chi} \) transforms as a triplet. Simple power counting shows that this correction is \( \mathcal{O}(y_t^2/16\pi^2) \), so we expect a quadratic sensitivity to \( M_t \). Indeed, explicit calculation of the
Figure 1: Feynman diagrams illustrating the effective operators generated by integrating out the top quark. Also shown is the power counting estimate of their sensitivity to the top mass. Dashed lines denote the Higgs boson ($h$) or the Goldstones ($\chi$); solid lines denote the quarks.

At the level of dimension-5 operators, the second diagram in fig. 1 leads to an effective coupling $\bar{d}_L \gamma^\mu d_L (\partial_\mu \chi^0)$ between a left-handed down current and the derivative of the neutral Goldstone $\chi^0$, which affects the $Z$ couplings. By power counting we estimate the coefficient of the dimension-5 operator to be of order $|V_{td}|^2 y_t^3/(16\pi^2 M_t)$, which corresponds again to a quadratic sensitivity on $M_t$. Explicit calculation of the diagram in fig. 1 gives a correction to the $Zd_i d_j$ vertex

$$
\Delta g^{ij} = \frac{V_{ti}^* V_{tj} y_t^2}{32\pi^2}.
$$

(7)

$Z \rightarrow b\bar{b}$, $K \rightarrow \pi \nu \bar{\nu}$ and $B_s \rightarrow \ell^+ \ell^-$

At the level of dimension-5 operators, the second diagram in fig. 1 leads to an effective coupling $\bar{d}_L \gamma^\mu d_L (\partial_\mu \chi^0)$ between a left-handed down current and the derivative of the neutral Goldstone $\chi^0$, which affects the $Z$ couplings. By power counting we estimate the coefficient of the dimension-5 operator to be of order $|V_{td}|^2 y_t^3/(16\pi^2 M_t)$, which corresponds again to a quadratic sensitivity on $M_t$. Explicit calculation of the diagram in fig. 1 gives a correction to the $Zd_i d_j$ vertex

$$
\Delta g^{ij} = \frac{V_{ti}^* V_{tj} y_t^2}{32\pi^2}.
$$

(6)
The coupling $g_L$ is defined from
\[ g \cos \theta_W \tilde{d}_i \left( g_{ij}^L P_L + g_{ij}^R P_R \right) \tilde{Z} d_j, \tag{8} \]
where in the SM at tree level
\[ g_{ij}^L = \left( -\frac{1}{2} + \frac{\sin^2 \theta_W}{3} \right) \delta_{ij}, \quad g_{ij}^R = \frac{\sin^2 \theta_W}{3} \delta_{ij}. \tag{9} \]

The vertex correction in eq. (7) gives a quadratic sensitivity to $M_t$ in the $Z \rightarrow b\bar{b}$ decay width
\[ \Gamma(Z \rightarrow b\bar{b}) = \frac{\rho G_F M_Z^3}{\pi \sqrt{2}} \left[ (g_{bb}^L + \Delta g_{bb}^L)^2 + (g_{bb}^R)^2 \right], \tag{10} \]
(here given for simplicity in the limit of vanishing bottom mass and neglecting QCD corrections) and in the contribution to the effective Hamiltonians describing $K \rightarrow \pi \nu\bar{\nu}$ and $B_s \rightarrow \ell^+\ell^-$
\[ H_{K \rightarrow \pi \nu\bar{\nu}}^\text{eff} = \frac{\Delta g_{bb}^d}{2v^2} \left( s_L \gamma^\mu d_L \right) \left( \bar{\nu}_L^\tau \gamma_{\mu} \nu_L^\tau \right) + \text{h.c.}, \tag{11} \]
\[ H_{B_s \rightarrow \ell^+\ell^-}^\text{eff} = -\frac{\Delta g_{bb}^s}{2v^2} \left( \bar{b}_L \gamma^\mu s_L \right) \left( \bar{\ell}_L \gamma_{\mu} \ell_L \right) + \text{h.c.} \tag{12} \]
The effects of eq.s (11)-(12) in the corresponding branching ratios grow as $M_t^4$. These results agree with the leading $M_t$ term of the known full one-loop calculation in the SM.

**$\Delta m_{B_d}$ and $\epsilon_K$**

The third diagram in fig. 1 leads to a dimension-6 operator involving four $d_L$ fields. The estimate of the coefficient is $(V_{ti}^* V_{tj})^2 y_t^4/(16\pi^2 M_t^2)$, exhibiting quadratic sensitivity to the top mass. Computing the diagram in fig. 1, we find the $\Delta F = 2$ interaction
\[ H_{\Delta F = 2}^\text{eff} = \frac{g_t^2 (V_{ti}^* V_{tj})^2}{256\pi^2 v^2} \left( \bar{d}_{iL} \gamma^\mu d_{jL} \right) \left( \bar{d}_{iL} \gamma_{\mu} d_{jL} \right) + \text{h.c.} \tag{13} \]
This gives a contribution to CP-conserving and CP-violating observables in meson–antimeson mixing with quadratic sensitivity on $M_t$, in the heavy-top limit. On the other hand, the charm-top one loop contribution to $\epsilon_K$ has no power sensitivity on $M_t$, in agreement with the full SM result.

**Triple gauge boson vertices and $WW$ scattering**

The diagrams in the bottom row of fig. 1 yield a variety of dimension-5 or dimension-6 operators involving $\chi$, $h$ and derivatives, such as $h(\partial_{\mu}\lambda)^2$, $\chi(\partial_{\mu}\lambda)^2$, $h^2(\partial_{\mu}\lambda)^2$, and $\chi^2(\partial_{\mu}\lambda)^2$. 
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The usual power counting shows that they have a quadratic sensitivity on the top mass.\(^2\) These operators contribute to physical observables in triple gauge boson vertices and WW scattering. Experimental sensitivity to these effects is too poor to allow for any significant determination of \(M_t\). For this reason, we disregard these processes in our analysis, albeit their \(M_t^2\) dependence.

\[ B \rightarrow X_s \gamma \]

With the rules of the heavy-top effective theory, it is also easy to identify processes which have no power sensitivity on \(M_t\). Such processes lead to poor determinations of \(M_t\) because, in the large \(M_t\) limit, one finds at best logarithmic dependences on the top mass. One example is \(B \rightarrow X_s \gamma\), for which the coefficient of the corresponding dimension-6 operator \(m_b \bar{s}L \sigma^{\mu\nu} b_R F_{\mu\nu}\) is estimated to be \(eV_{tb}V_{ts}^* y_t^2/(16\pi^2 M_t^2)\). The lack of power sensitivity on \(M_t\) is confirmed by the full result [22, 23] which, for \(M_t\) in the vicinity of its physical value, gives

\[ \text{BR}(B \rightarrow X_s \gamma) \propto \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{0.38}. \]  

For this reason, we will not include \(B \rightarrow X_s \gamma\) in our analysis.

**Higgs physics**

The heavy-top effective theory also shows that, at present, Higgs physics is not a useful player in the game of extracting \(M_t\). The Higgs decays \(h \rightarrow \gamma\gamma, \gamma Z\) can be induced by the operators \(h F_{\mu\nu}^2, h F_{\mu\nu} Z_{\mu\nu}, h(\partial_\mu \chi^0) \partial_\nu F_{\mu\nu}\), whose coefficients are estimated to be \(e^2 y_t/(16\pi^2 M_t)\) (for the first two, which are dimension-5) and \(e y_t^2/(16\pi^2 M_t^2)\) (for the third, which is dimension-6). This corresponds to the well-known result that the amplitudes for \(h \rightarrow \gamma\gamma, \gamma Z\) quickly saturate in the large \(M_t\) limit. Indeed, from the full SM result we find, for \(M_t\) around its physical value,

\[ \Gamma(h \rightarrow \gamma\gamma) \propto \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{0.037}, \quad \Gamma(h \rightarrow Z\gamma) \propto \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{0.014}. \]

For the same reason, also \(h \leftrightarrow gg\) offers negligible sensitivity to variations of \(M_t\) around its physical value.

Another potential effect comes from the dimension-5 operator \(h(\partial_\mu \chi)^2\), generated by the first Feynman diagram in the bottom row of fig. 1, whose coefficient is \(O(y_t^3/16\pi^2 M_t)\).

---

\(^2\)There is also an \(O(y_t^2/16\pi^2)\) correction to \(hh \rightarrow hh\) scattering and to the triple Higgs coupling. The sensitivity of the Higgs self-coupling to \(y_t^2\) at the quantum level explains the importance of the top-mass measurement for vacuum stability considerations and for the calculation of the Higgs mass in supersymmetry.
An explicit evaluation of the diagram gives the following correction to the Higgs decay width into weak gauge bosons

\[
\frac{\Delta \Gamma(h \to WW^*, ZZ^*)}{\Gamma(h \to WW^*, ZZ^*)} = -\frac{5 y_t^2}{32 \pi^2},
\]

which agrees at the leading order in \(y_t\) with the known SM result \([24]\). Even a futuristic measurement of the branching ratio at 1% could not determine \(M_t\) with an error better than 50 GeV. The decays \(h \to ZZ, WW\), in spite of their quadratic sensitivity on the top mass, in practice give no probe of \(M_t\) because they are dominated by tree-level effects.

The process in which the Higgs is radiated off a \(t\bar{t}\) pair offers a direct measurement of the top Yukawa coupling. However, the predicted precision in the determination of the ratio between the Higgs couplings to top and gluon is in the range 13–17\% for the LHC with 300 fb\(^{-1}\) and 6–8\% at HL-LHC with 3000 fb\(^{-1}\) \([25]\). This will never become competitive with other methods for extracting \(M_t\) available in the future. More interesting is the case of a hadron collider at 100 TeV, where studies of the ratio \(t\bar{t}h/\bar{t}tZ\) could lead to a determination of the top Yukawa with one-percent accuracy.

We conclude this section by remarking how our analysis based on the heavy-top effective theory, after integrating out the top with interactions given in eq. (5), was useful to identify the observables most sensitive to \(M_t\). However, for deriving quantitative results on \(M_t\) and obtain reliable determinations, we have to turn to the full SM expressions of the relevant observables.

### 3 Extracting \(M_t\) from flavour data

We start by reviewing the basic relations among CKM matrix elements needed for our study. Defining the four parameters \(\lambda, A, \rho, \eta\) as

\[
\lambda \equiv \frac{|V_{us}|}{\sqrt{|V_{ud}|^2 + |V_{us}|^2}}, \quad A \equiv \frac{|V_{cb}|}{\lambda |V_{us}|}, \quad \rho - i\eta \equiv \frac{V_{ub}}{A \lambda^3},
\]

the CKM matrix in the Wolfenstein parametrisation \([26]\) becomes

\[
V \equiv \begin{pmatrix}
V_{ud} & V_{us} & V_{ub} \\
V_{cd} & V_{cs} & V_{cb} \\
V_{td} & V_{ts} & V_{tb}
\end{pmatrix} = \begin{pmatrix}
1 - \frac{\lambda^2}{2} - \frac{\lambda^4}{8} + \mathcal{O}(\lambda^6) & \lambda + \mathcal{O}(\lambda^7) & A \lambda^3 (\rho - i\eta) \\
-\lambda + A^2 \lambda^5 (\frac{1}{2} - \rho - i\eta) + \mathcal{O}(\lambda^7) & 1 - \frac{\lambda^2}{2} - \frac{\lambda^4}{8} (\frac{1}{2} + A^2) + \mathcal{O}(\lambda^6) & A \lambda^2 + \mathcal{O}(\lambda^8) \\
A \lambda^3 (1 - \rho - i\eta) + \frac{A^2 \lambda^5}{2} (\rho + i\eta) + \mathcal{O}(\lambda^7) & -A \lambda^2 + A \lambda^5 (\frac{1}{2} - \rho - i\eta) + \mathcal{O}(\lambda^6) & 1 - \frac{\lambda^2}{2} - \frac{\lambda^4}{8} + \mathcal{O}(\lambda^6)
\end{pmatrix},
\]
in agreement with previous results [27]. Unitarity yields the condition

$$V_{ud}V_{ub}^* + V_{td}V_{tb}^* + 1 = 0,$$

(19)

which can be represented as a triangle in the complex plane, see fig. 2. The vertex $A$ of the triangle is given by

$$\bar{\rho} + i\bar{\eta} \equiv -\frac{V_{ud}V_{ub}^*}{V_{cd}V_{cb}^*} = (\varrho + i\eta) \left\{1 - \frac{\lambda^2}{2} + \lambda^4 \left[A^2 \left(\frac{1}{2} - \varrho - i\eta\right) - \frac{1}{8}\right] + \mathcal{O}(\lambda^6)\right\},$$

(20)

while the lengths of the sides $CA$ and $BA$, denoted by $R_b$ and $R_t$, respectively, are given by

$$R_b \equiv \frac{|V_{ud}V_{ub}^*|}{|V_{cd}V_{cb}^*|} = |V_{ub}| \left|\frac{1 - \lambda^2}{2} + \mathcal{O}(\lambda^4)\right|,$$

(21)

$$R_t \equiv \frac{|V_{td}V_{tb}^*|}{|V_{cd}V_{cb}^*|} = \sqrt{(1 - \bar{\rho})^2 + \bar{\eta}^2} = |V_{td}| \left[1 + \mathcal{O}(\lambda^4)\right].$$

(22)

The angles $\beta$ and $\gamma$ of the triangle are given by the expressions

$$R_b = \frac{\sin(\beta)}{\sin(\gamma + \beta)}, \quad R_t = \frac{\sin(\gamma)}{\sin(\gamma + \beta)},$$

(23)

which allow us to write the coordinates of the vertex $A$ as

$$\bar{\rho} = R_b \cos \gamma = 1 - R_t \cos \beta, \quad \bar{\eta} = R_b \sin \gamma = R_t \sin \beta,$$

(24)

or, equivalently,

$$\frac{1}{\bar{\rho}} = 1 + \frac{\tan \gamma}{\tan \beta}, \quad \frac{1}{\bar{\eta}} = \frac{1}{\tan \beta} + \frac{1}{\tan \gamma}.$$

(25)

When searching for new physics, it is customary to determine the four independent CKM parameters from tree-level observables, which are presumed to be well described by
the SM, and then use this determination to predict loop processes, which are expected to hide new effects beyond the SM.

In this paper, we take a different perspective: we are assuming the SM to be exactly valid and we are interested in extracting $M_t$ from flavour processes. We then fix the four CKM parameters from the most precise measurements that do not depend on $M_t$, even if they arise at loop level$^3$:

$$|V_{us}|, \quad |V_{cb}|, \quad \gamma, \quad \beta. \quad (26)$$

The parameters $\lambda$ and $A$ are related to $|V_{us}|$ and $|V_{cb}|$ in the usual way, while the expressions of $\varrho$ and $\eta$ in terms of $\gamma$ and $\beta$ are given in eq.s (20) and (25). With this prescription, any element of the CKM matrix in eq. (18) can be expressed in terms of the parameters in eq. (26). In particular, for our analysis we will need the following combinations

$$|V_{td}V_{tb}^*| = |V_{us}||V_{cb}| \frac{\sin \gamma}{\sin(\gamma + \beta)} \left[ 1 + \mathcal{O}(\lambda^4) \right], \quad (27)$$

$$|V_{ts}V_{tb}^*| = |V_{cb}| \left[ 1 - \frac{\lambda^2}{2} \frac{\sin(\gamma - \beta)}{\sin(\gamma + \beta)} + \mathcal{O}(\lambda^4) \right], \quad (28)$$

$$\text{Re} \lambda_t = -|V_{cb}|^2 |V_{us}| \frac{\sin \gamma \cos \beta}{\sin(\gamma + \beta)} \left[ 1 + \lambda^2 \left( \frac{1}{2} - \frac{\sin \gamma}{\cos \beta \sin(\gamma + \beta)} \right) + \mathcal{O}(\lambda^4) \right], \quad (29)$$

$$\text{Re} \lambda_c = -|V_{us}| \left[ 1 - \frac{\lambda^2}{2} + \mathcal{O}(\lambda^4) \right], \quad (30)$$

$$\text{Im} \lambda_t = -\text{Im} \lambda_c = |V_{cb}|^2 |V_{us}| \frac{\sin \gamma \sin \beta}{\sin(\gamma + \beta)} \left[ 1 + \frac{\lambda^2}{2} + \mathcal{O}(\lambda^4) \right], \quad (31)$$

where $\lambda_i = V_{id}V_{ib}^*$ (with $i = c, t$).

Since the SM predictions for flavour observables are often expressed in terms of the running $\overline{\text{MS}}$ top quark mass $m_t(m_t)$, it is useful to give here the relation between the pole top mass $M_t$ and $m_t(m_t)$. Accounting for QCD corrections only$^4$ we find [9]

$$\frac{M_t}{m_t(m_t)} = 1 + 0.4244 \alpha_s + 0.8345 \alpha_s^2 + 2.375 \alpha_s^3 + (8.49 \pm 0.25) \alpha_s^4 = 1.060302(35), \quad (32)$$

$^3$An alternative to our choice of CKM input variables could be to take $|V_{ub}|$ instead of $\gamma$, since present relative errors of these two quantities are comparable, see table 1. We prefer the choice in eq. (26) for two reasons. First, $|V_{ub}|$ induces larger uncertainties in the CKM combinations relevant to our analysis. Second, $\gamma$ is expected to be determined more precisely than $|V_{ub}|$ in the future, see table 1. Thus, we treat $|V_{ub}|$ as a derived quantity, obtained from $|V_{ub}| = |V_{us}||V_{cb}| \sin \beta/\sin(\gamma + \beta) [1 + \lambda^2/2 + \mathcal{O}(\lambda^4)]$.

$^4$This is appropriate for flavour effects where higher-order electroweak corrections have not yet been computed. When electroweak corrections have been computed, the result is expressed in terms of $M_t$, such that no conversion in necessary.
where \( \alpha_s \equiv \alpha_s^{(6)}(m_t) = 0.1088 \). As remarked in the introduction, our choice to express results in terms of \( M_t \) follows from standard practice, but has the disadvantage of using a quantity that it is affected by non-perturbative uncertainties of order \( \Lambda_{\text{QCD}} \).

We can now proceed the to discuss the extraction of the top mass from various flavour processes sensitive to \( M_t \).

### \( \Delta m_{B_s} \)

The mass differences of the \( B^0_{s,d} - \bar{B}^0_{s,d} \) systems in the SM can be written as [43]

\[
\Delta m_{B_q} = \frac{G_F^2}{6\pi^2} m_{B_q} M_W^2 \hat{B}_{B_q} \hat{f}^2_{B_q} \eta_B S_0(x_t)|V_{ts}V_{tb}^*|^2, \quad q = d, s, \tag{33}
\]

where \( \eta_B \) accounts for NLO QCD corrections. The LO loop function \( S_0(x_t) \) depends on \( x_t = 2y_t^2/g_2^2 \), where \( g_2 \) is the coupling of the SM gauge group \( SU(2)_L \) and \( y_t \) is the top-Yukawa coupling, and is given by

\[
S_0(x_t) = \frac{4x_t - 11x_t^2 + x_t^3}{4(1 - x_t)^2} - \frac{3x_t^3 \log x_t}{2(1 - x_t)^3} \approx 2.32 \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{1.52}. \tag{34}
\]

The latter equality shows the sensitivity of \( \Delta M_{d,s} \) to the top mass in the proximity of its physical value. From eq. (33) we obtain the following value for \( \Delta m_{B_s} \)

\[
\Delta m_{B_s} = 16.9 \pm 1.4 \left( \frac{\sqrt{\hat{B}_{B_s} \hat{f}_{B_s}}}{261 \text{ MeV}} \right)^2 \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{1.52} \left( \frac{|V_{ts}V_{tb}^*|^2}{0.0401} \right)^2 \left( \frac{\eta_B}{0.55} \right). \tag{35}
\]

Matching this expression with the measurement of \( \Delta m_{B_s} \) reported in table 1, we find

\[
(M_t)_{\Delta m_{B_s}} = (179.3 \pm 9.7) \text{ GeV}. \tag{36}
\]

Therefore, the current extraction of \( M_t \) from \( \Delta m_{B_s} \) is affected by an uncertainty of about 5%.

### \( \Delta m_{B_d} \)

The SM prediction for \( \Delta m_{B_d} \) is

\[
\Delta m_{B_d} = 0.54 \pm 0.08 \left( \frac{\sqrt{\hat{B}_{B_d} \hat{f}_{B_d}}}{213 \text{ MeV}} \right)^2 \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{1.52} \left( \frac{|V_{td}V_{tb}^*|^2}{0.0088} \right)^2 \left( \frac{\eta_B}{0.55} \right). \tag{37}
\]

and the corresponding determination of the top mass \( M_t \) is

\[
(M_t)_{\Delta m_{B_d}} = (167.0 \pm 16.8) \text{ GeV}, \tag{38}
\]

with an error at the 9% level. Note that the relevant CKM matrix elements and hadronic parameters entering \( \Delta m_{B_d} \) are currently less precisely known than those of \( \Delta m_{B_s} \) (see table 1) and this explains the smaller error on \( M_t \) in eq. (36) than in eq. (38).
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>G_F</td>
<td>\times 10^{-5}$ (GeV$^{-2}$)</td>
<td>1.16637(1) [28]</td>
</tr>
<tr>
<td>$M_W$ (GeV)</td>
<td>80.385(15) [28]</td>
<td>8 [16]</td>
<td>5 [29]</td>
</tr>
<tr>
<td>$M_Z$ (GeV)</td>
<td>91.1876(21) [28]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\sin^2 \theta_W$</td>
<td>0.23116(13) [28]</td>
<td>13 [16]</td>
<td>1.3 [16]</td>
</tr>
<tr>
<td>$\alpha^{-1}_{em}(M_Z)$</td>
<td>128.952(13) [28]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\alpha_{s}(M_Z)$</td>
<td>0.1184(7) [28]</td>
<td>7 [16]</td>
<td>7 [16]</td>
</tr>
<tr>
<td>$m_c(m_c)$ (GeV)</td>
<td>1.279(13) [30]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$m_K$(MeV)</td>
<td>497.614(24) [28]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$m_{B_L}$(MeV)</td>
<td>5366.8(2) [28]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$m_{B_s}$(MeV)</td>
<td>5279.2(2) [28]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\Delta m_{B_d}$(ps$^{-1}$)</td>
<td>0.005292(9) [28]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\Delta m_{B_s}$(ps$^{-1}$)</td>
<td>0.510(3) [31]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\Delta m_{B_s}$(ps$^{-1}$)</td>
<td>17.757(21) [31]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\tau^+_{e}$(ps)</td>
<td>1.607(10) [31]</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$</td>
<td>V_{us}</td>
<td>$</td>
<td>0.2249(9) [32]</td>
</tr>
<tr>
<td>$</td>
<td>V_{ub}</td>
<td>\times 10^3$</td>
<td>40.9(11) [32]</td>
</tr>
<tr>
<td>$</td>
<td>V_{ub}</td>
<td>\times 10^3$</td>
<td>3.81(40) [32]</td>
</tr>
<tr>
<td>$\sin 2\beta$</td>
<td>0.679(20) [31]</td>
<td>16 [33,34]</td>
<td>8 [33,34]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$(73.2^{+6.3}_{-5.0})^\circ$ [31]</td>
<td>3$^\circ$ [33–35]</td>
<td>1$^\circ$ [33–35]</td>
</tr>
<tr>
<td>$B(B_s \rightarrow \mu^+ \mu^-) \times 10^9$</td>
<td>2.8(7) [31]</td>
<td>3 [33,34]</td>
<td>1.3 [33,34]</td>
</tr>
<tr>
<td>$B(K^+ \rightarrow \pi^+ \nu \bar{\nu}) \times 10^{11}$</td>
<td>$17.3^{+11.5}_{-10.5}$ [31]</td>
<td>0.8 [33,34]</td>
<td>0.4 [33,34]</td>
</tr>
<tr>
<td>$B(K_L \rightarrow \pi^0 \nu \bar{\nu}) \times 10^{11}$</td>
<td>–</td>
<td>2 [33,34]</td>
<td>0.3 [33,34]</td>
</tr>
<tr>
<td>$</td>
<td>\epsilon_K</td>
<td>\times 10^{-3}$</td>
<td>2.228(11) [28]</td>
</tr>
<tr>
<td>$f_K$(MeV)</td>
<td>156.3(9) [32]</td>
<td>6 [33]</td>
<td>4 [33]</td>
</tr>
<tr>
<td>$\hat{B}_K$</td>
<td>0.766(10) [32]</td>
<td>7 [33]</td>
<td>4 [33]</td>
</tr>
<tr>
<td>$\kappa_e$</td>
<td>0.94(2) [36]</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>$\eta_B$</td>
<td>0.55(1) [37]</td>
<td>0.5 [38]</td>
<td>0.2 [38]</td>
</tr>
<tr>
<td>$\eta_{cc}$</td>
<td>1.87(76) [39]</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>$\eta_{ct}$</td>
<td>0.516(47) [40]</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>$\eta_{tt}$</td>
<td>0.5765(65) [37]</td>
<td>30 [38]</td>
<td>10 [38]</td>
</tr>
<tr>
<td>$\delta P_c(X)/P_c(X)$</td>
<td>0.408(24) [41,42]</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>$f_{B_u}(\text{MeV})$</td>
<td>226(5) [32]</td>
<td>2 [33]</td>
<td>1 [33]</td>
</tr>
<tr>
<td>$\hat{B}_{B_u}$</td>
<td>1.33(6) [32]</td>
<td>2 [33]</td>
<td>0.7 [33]</td>
</tr>
<tr>
<td>$f_{B_d}/f_{B_s}$</td>
<td>1.204(16) [32]</td>
<td>10 [33]</td>
<td>5 [33]</td>
</tr>
<tr>
<td>$\hat{B}<em>{B_d}/\hat{B}</em>{B_s}$</td>
<td>1.03(8) [32]</td>
<td>2 [33]</td>
<td>0.5 [33]</td>
</tr>
</tbody>
</table>

Table 1: Present values and future uncertainties for the most relevant quantities of our analysis. In the predictions for future errors we use the symbol “–“ when no significant improvement is expected, and the symbol “?” when improvement is expected but difficult to quantify.
The SM prediction for $|\varepsilon_K|$ can be written as [43]

$$|\varepsilon_K| = -\frac{\kappa \cdot G_F^2 f_K^2 m_K M_W^2}{6\sqrt{2}\pi^2 \Delta m_K} \Im \lambda_t \left[ \Re \lambda_t \eta_{t\ell} S_0(x_t) + \Re \lambda_c (\eta_{c\ell} S_0(x_c, x_t) - \eta_{cc} x_c) \right],$$

(39)

where we have used $\Im \lambda_t = -\Im \lambda_c$, see eq. (31). The multiplicative factor $\kappa$ arises from long-distance contributions $^5$, and the parameters $\eta_{t\ell}$, $\eta_{c\ell}$, and $\eta_{cc}$ accounts for QCD corrections. So far, $\eta_{t\ell}$ has been calculated at the NLO while $\eta_{c\ell}$ and $\eta_{cc}$ at the NNLO [39, 40]. The loop function $S_0(x_t)$ is given in eq. (44) and

$$S_0(x_c, x_t) = x_c \left[ \log \frac{x_c}{x_t} - \frac{3x_t}{4(1-x_t)} - \frac{3x_t^2 \log x_t}{4(1-x_t)^2} \right] \approx 2.24 \times 10^{-3} \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{0.13},$$

(40)

where $x_c = \frac{m_c^2}{M_W^2}$ and $m_c(m_c)$ is the MS charm-quark mass. Inserting the numerical values, we find

$$|\varepsilon_K|_{10^{-3}} = (1.56 \pm 0.23) \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{1.52} + (0.50 \pm 0.19),$$

(41)

which matches the experimental measurement of $|\varepsilon_K|$ for

$$(M_t)|_{\varepsilon_K} = (185.5 \pm 22.2) \text{ GeV},$$

(42)

with a 12% error.

**$B_s \rightarrow \mu^+ \mu^-$**

The decay $B_s \rightarrow \mu^+ \mu^-$ has been observed by a combined analysis of CMS and LHCb data [45]. Although the experimental error is still quite large, see table 1, much progress is expected soon. The SM prediction for $\text{BR}(B_s \rightarrow \mu^+ \mu^-)$ at leading order is [43]

$$\text{BR}(B_s \rightarrow \mu^+ \mu^-) = \frac{\alpha_{em}(M_Z) G_F^2 m_{\mu}^2 f_{B_s}^2 m_{B_s} \tau_{B_s}^s}{16\pi^3 \sin^4 \theta_W} \sqrt{1 - \frac{m_{\mu}^2}{m_{B_s}^2}} V_{ts} V_{tb}^* Y_0^2(x_t),$$

(43)

where $\alpha_{em}(M_Z) = 128.952(13)$, see table 1, and $Y_0(x_t)$ is the loop function

$$Y_0(x_t) = \frac{x_t}{8} \frac{(x_t - 4)(x_t - 1)}{x_t} + \frac{3x_t}{(x_t - 1)^2} \log x_t \approx 0.96 \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{1.56}. $$

(44)

The NLO QCD corrections have been included in [46] and found to be very small when using the running MS top mass in $Y_0(x_t)$. The discovery of $B_s \rightarrow \mu^+ \mu^-$ has motivated

\footnote{Recently [44] found $\kappa = 0.963(14)$ using the most recent lattice QCD inputs.}
improved SM calculations and NNLO QCD and NLO electroweak corrections have been computed [47]. Updating the numerical result of [47] by making use of the input parameters of table 1, we find

$$\text{BR}(B_s \to \mu^+ \mu^-) = (3.33 \pm 0.05) \times 10^{-9} R_{ta} R_s ,$$

(45)

where $R_{ta}$ and $R_s$ are

$$R_{ta} = \left( \frac{\alpha_s(M_Z)}{0.1184} \right)^{-0.18} \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{3.06},$$

(46)

$$R_s = \left( \frac{f_{B_s}}{226 \text{ MeV}} \right)^2 \left( \frac{|V_{cb}|}{0.0409} \right)^2 \left( \frac{|V_{ts}V_{tb}^*/V_{cb}|}{0.980} \right)^2 \frac{\tau_s}{1.607 \text{ ps}},$$

(47)

and $|V_{ts}V_{tb}^*/V_{cb}|$ is given in eq. (28). Finally, we find

$$\text{BR}(B_s \to \mu^+ \mu^-) = (3.33 \pm 0.24) \times 10^{-9} \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{3.06},$$

(48)

where the uncertainty comes mostly from $V_{cb}$ and, to a lesser extent, from $f_{B_s}$. Comparing the experimental result for $\text{BR}(B_s \to \mu^+ \mu^-)$ quoted in table 1 with eq. (48), we end up with the following prediction for $M_t$

$$(M_t)_{B_s \to \mu \mu} = (163.8 \pm 14.7) \text{ GeV},$$

(49)

which suffers from an uncertainty of about 9%.

$K^+ \to \pi^+ \nu \bar{\nu}$

The branching ratio for $K^+ \to \pi^+ \nu \bar{\nu}$ in the SM can be written as [43]

$$\text{BR}(K^+ \to \pi^+ \nu \bar{\nu}) = {\tilde{\kappa}}_+ \left[ \left( \frac{\text{Im} \lambda t}{\lambda^5} X(x_t) \right)^2 + \left( \frac{\text{Re} \lambda c}{\lambda} P_c(x_c) + \frac{\text{Re} \lambda t}{\lambda^5} X(x_t) \right)^2 \right],$$

(50)

where $\tilde{\kappa}_+$ accounts for the hadronic matrix element, which can be extracted from the semi-leptonic decays of $K^+$, $K_L$ and $K_S$ mesons [48], and electromagnetic corrections

$$\tilde{\kappa}_+ = (5.155 \pm 0.025) \times 10^{-11} \left( \frac{\lambda}{0.2249} \right)^8 (1 + \Delta_{\text{EM}}),$$

(51)

with $\Delta_{\text{EM}} = -0.003$. $X(x_t)$ and $P_c(x_c)$ are the loop functions for the top and charm quark contributions. The value of $P_c(x_c)$ is given by

$$P_c(x_c) = P_{c,SD}^{\text{sp}}(x_c) + \delta P_{c,u} = 0.408 \pm 0.024,$$

(52)
where \( P_{c}^{SD}(x_c) = 0.368 \pm 0.013 \), obtained from the results of [41] using the inputs of table 1, and \( \delta P_{c,u} = 0.04 \pm 0.02 \) [42] arise from short-distance (NNLO QCD and NLO electroweak corrections) and long-distance contributions, respectively. On the other hand, the loop function \( X(x_t) \) can be written as

\[
X(x_t) = X_0(x_t) + \frac{\alpha_s}{4\pi} X_1(x_t) + \frac{\alpha}{4\pi} X_{ew}(x_t),
\]

where \( X_0(x_t) \) accounts for the LO result [43]

\[
X_0(x_t) = \frac{x_t}{8} \left[ \frac{x_t^2 + 3}{x_t - 1} + \frac{3x_t - 6}{(x_t - 1)^2} \log x_t \right] \approx 1.50 \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{1.15}
\]

while \( X_1(x_t) \) and \( X_{ew}(x_t) \) are relative to NLO QCD and electroweak corrections, respectively.

The full two-loop electroweak corrections to the top-quark contribution \( X_t \) has been computed [49], bringing the theoretical uncertainty related to electroweak effects well below 1%. A very accurate approximation of the full result is captured by the expression [49]

\[
X(x_t) = \left[ \eta_X - \frac{\alpha_{em}}{4\pi} \left( A - B \frac{M_t}{173.34 \text{ GeV}} + D \frac{M_t}{173.34 \text{ GeV}} \right) \right] X_0(x_t),
\]

where \( \eta_X = 0.985 \) stems from NLO QCD corrections, while \( A \simeq B \simeq 1.12 \), \( C \simeq 1.15 \), and \( D \simeq 0.18 \) arise from NLO electroweak corrections.

Using the inputs of table 1, we find the following prediction for \( \text{BR}(K^+ \rightarrow \pi^+ \nu \bar{\nu}) \)

\[
\text{BR}(K^+ \rightarrow \pi^+ \nu \bar{\nu}) = (8.42 \pm 0.61) \times 10^{-11}.
\]

Even if \( K^+ \rightarrow \pi^+ \nu \bar{\nu} \) has been already observed, its experimental resolution is so poor (see table 1) that any extraction of \( M_t \) from \( K^+ \rightarrow \pi^+ \nu \bar{\nu} \) is meaningless at present. For this reason, we postpone the determination of \( M_t \) to the next section, where we discuss future theoretical and experimental improvements.

\( K_L \rightarrow \pi^0 \nu \bar{\nu} \)

The branching ratio for \( K_L \rightarrow \pi^0 \nu \bar{\nu} \) in the SM is fully dominated by the diagrams with internal top exchanges, with the charm contribution well below 1%. It can be written as follows [43]

\[
\text{BR}(K_L \rightarrow \pi^0 \nu \bar{\nu}) = \kappa_L \left[ \frac{\text{Im} \lambda_t}{\lambda^5} X(x_t) \right]^2,
\]

where \( \kappa_L \) accounts for the hadronic matrix element and is given by [48]

\[
\kappa_L = (2.223 \pm 0.013) \times 10^{-10} \left( \frac{\lambda}{0.2249} \right)^8.
\]
Due to the absence of the charm contribution in eq. (57), the theoretical uncertainties in \( \text{BR}(K_L \rightarrow \pi^0 \nu \bar{\nu}) \) arise only from the CKM matrix elements. We find that the current prediction for \( \text{BR}(K_L \rightarrow \pi^0 \nu \bar{\nu}) \) is

\[
\text{BR}(K_L \rightarrow \pi^0 \nu \bar{\nu}) = (2.64 \pm 0.41) \times 10^{-11},
\]

where we have used the inputs of table 1.

This process has not been observed yet. Future prospects for the extraction of \( M_t \) from \( K_L \rightarrow \pi^0 \nu \bar{\nu} \) will be addressed in the next section.

**Global fit**

The determinations of \( M_t \) from the various flavour processes and their combination are summarised in fig. 3. Our result for the pole top mass extracted from flavour physics is

\[
(M_t)_{\text{flavour}} = (173.4 \pm 7.8) \text{ GeV}.
\]

This result is compatible with the collider determination in eq. (1), but the error is too large to be competitive.

In principle, the extraction of \( (M_t)_{\text{flavour}} \) would require a global fit of all flavour observables in which the CKM parameters and the top mass are allowed to float independently. However, in practice, our procedure of fixing the CKM parameters in eq. (26) from processes that are insensitive to \( M_t \) and then determine \( M_t \) from the remaining observables is perfectly adequate and leads to results identical to those from a global fit. Actually, as shown in fig. 3, the determination of \( M_t \) is dominated by \( \Delta m_{B_s} \), which depends on the CKM parameters only through the combination \( |V_{ts}V_{tb}^*| \). Equation (28) shows that this combination is equal to \( |V_{cb}| \), up to a dependence on the angles \( \gamma \) and \( \beta \) suppressed by two powers of \( \lambda \). This means that essentially \( |V_{cb}| \) alone drives the error on the determination of \( M_t \) attributable to CKM elements, while the less precisely known parameters \( \gamma \) and \( \beta \) play only a minor role. As we will show in the next section, \( B_s \rightarrow \mu^+ \mu^- \) will soon become an equally important process for the determination of \( M_t \) and its CKM dependence, as in the case of \( \Delta m_{B_s} \), is given by \( |V_{ts}V_{tb}^*| \). So our conclusion that \( |V_{cb}| \) is the most important CKM parameter for \( M_t \) extraction is likely to hold true even after future theoretical and experimental improvements. Let us turn now to discuss our forecast for the future of \( M_t \) determinations from flavour processes.

**4 Future determinations of \( M_t \) from flavour**

The current determination of \( M_t \) from flavour processes in eq. (60) will soon improve thanks to upcoming experimental and theoretical progress. Figure 4 (left panel) shows
how the uncertainty on the value of $M_t$ extracted from the global fit changes, as we vary the uncertainties of each observable one at a time. We only show the effect of the input parameters that have a significant impact. We see that more precise measurements of $\text{BR}(B_s \to \mu^+\mu^-)$ and $V_{cb}$, and a more precise computation of $\hat{B}_{B_s} f_{B_s}$ are the key elements for improvements in the determination of $M_t$. However, future improvements will come simultaneously from many observables. Thus, in this section we estimate the future situation, in light of new measurements from LHCb, Belle II, and NA62, progress in unquenched lattice QCD calculations, as well as improvements in theoretical calculations of QCD and electroweak short-distance effects. We will outline the error budget of each flavour observable aiming to quantify the improvements needed to bring the error on $M_t$ at the 1% level.

**Future determinations of $M_t$ from $\Delta m_{B_s}$**

In the case of $\Delta m_{B_s}$, the error budget is

$$
\delta(\Delta m_{B_s}) = \left( \pm 1.07 \hat{\beta}_{B_s}^{1/2} f_{B_s} \pm 0.91 |V_{cb}| \pm 0.31_{\eta_B} \right) \text{ps}^{-1},
$$

where, hereafter, we always assume the current SM central values. Eq. (61) clearly shows that the major sources of errors arise from (in order of importance): i) the hadronic
parameters $B_{1/2} f_{B_s}$, ii) the CKM matrix elements $|V_{ts}| \approx |V_{cb}|$, and iii) short-distance QCD effects encoded in the parameter $\eta_B$. On the other hand, the experimental error on $\Delta m_{B_s}$ is $\pm 0.02_{\text{exp}}$, thus, totally negligible.

The goal of lattice QCD, concerning the calculation of quantities related to flavour physics, is to reach a resolution at the 1% level (or even slightly better) by 2025, see table 1. However, at this level of precision, one should also consider small effects such as isospin breaking and electromagnetic effects, which are $\mathcal{O}[(m_d - m_u)/\Lambda_{\text{QCD}}]$ and $\mathcal{O}(\alpha)$, respectively, and thus at the 1% level. First lattice studies of isospin breaking and electromagnetic effects have been performed in the last years leading to very promising results [50–52]. Moreover, lattice calculations of form factors of exclusive semileptonic $B$-decays are crucial to extract $|V_{cb}|$ and $|V_{ub}|$. They are extracted from more noisy three-point correlators and imply an extrapolation in the transfer momentum, which is computationally intense. For the semileptonic decays $B \to D/D^* \ell \nu$, however, one measures on the lattice the difference of the form factor from unity (i.e. the SU(3) or heavy-quark symmetric limit), so that the uncertainty on the form factor itself turns out to be smaller.

Concerning $|V_{cb}|$, there are discrepancies between its inclusive and exclusive extrapolations from tree-level decays and Belle II should resolve this problem. Overall, exclusive determinations are expected to be more precise because they are easier to perform experi-

---

6In our analysis, we use the average of inclusive and exclusive determinations of ref. [32], see table 1, which does not include the most recent calculation of $|V_{cb}|_{\text{incl}}$ of ref. [53].
mentally and also because the calculations of the relevant form factors from lattice QCD are less challenging than in the inclusive case. Finally, the error associated with $\eta_B$ will be reduced significantly, at least by a factor of 3–4 once NNLO QCD and NLO electroweak calculations will be available.

Assuming the expected improvements by about 2025, see table 1, we have

$$\delta(\Delta m_{B_s}) = \left( \pm 0.17 B_{B_s}^{1/2} f_{B_s} \pm 0.25 |V_{cb}| \pm 0.06 \eta_B \right) \text{ps}^{-1},$$

which corresponds to about a factor of 4 improvement in the overall error compared to the current error, see eq. (61). We can determine $\delta(M_t)_{\Delta m_{B_d}}$ imposing that the SM prediction for $\Delta m_{B_d}$ matches its experimental measurement. This leads to the relation

$$\frac{\delta(M_t)_{\Delta m_{B_d}}}{M_t} = \pm 0.66 \sqrt{4 \left( \frac{\delta \hat{B}_{B_d}^{1/2} f_{B_d}}{\hat{B}_{B_d}} \right)^2 + 4 \left( \frac{\delta |V_{td}|}{|V_{td}|} \right)^2 \left( \frac{\delta \eta_B}{\eta_B} \right)^2 + \left( \frac{\delta \Delta m_{B_d}}{\Delta m_{B_d}} \right)^2},$$

where $\delta \Delta m_{B_d}$ refers to the experimental uncertainty on $\Delta m_{B_d}$. Finally we find

$$\delta(M_t)_{\Delta m_{B_d}} \approx \left\{ \begin{array}{l} \pm 3.6 \text{ GeV} \quad \text{(2020)} \\ \pm 2.1 \text{ GeV} \quad \text{(2025)} \end{array} \right.,$$

in good agreement with our numerical results in fig. 4. These values have to be compared with the current uncertainty $\delta(M_t)_{\Delta m_{B_d}} = \pm 10$ GeV, see eq. (36).

**Future determinations of $M_t$ from $\Delta m_{B_d}$**

In the case of $\Delta m_{B_d}$, the current error budget is

$$\delta(\Delta m_{B_d}) = \left( \pm 0.056 B_{B_d}^{1/2} f_{B_d} \pm 0.029 |V_{cd}| \pm 0.001_\beta \pm 0.048_\gamma \pm 0.010_\eta_B \right) \text{ps}^{-1},$$

while the experimental error $\pm 0.003_{\text{exp}}$ is negligible. Many considerations done for $\Delta m_{B_s}$ hold here too, the only difference being that the uncertainties on $\hat{B}_{B_d} f_{B_d}^2$ and $|V_{td}|^2$ are larger than in the $\Delta m_{B_s}$ case. Assuming the expected improvements by 2025, see table 1, we have

$$\delta(\Delta m_{B_d}) = \left( \pm 0.008 B_{B_d}^{1/2} f_{B_d} \pm 0.008 |V_{cd}| \pm 0.001_\beta \pm 0.007_\gamma \pm 0.002_\eta_B \right) \text{ps}^{-1},$$

which corresponds, as in the $\Delta m_{B_s}$ case, to about a factor of 4 improvement compared to the current uncertainty. Notice that now the experimental error $\pm 0.003_{\text{exp}}$ is no longer negligible. The projected errors on $\delta(M_t)_{\Delta m_{B_d}}$ by 2020 and 2025 can be found from eq. (63) and read

$$\delta(M_t)_{\Delta m_{B_d}} \approx \left\{ \begin{array}{l} \pm 6.6 \text{ GeV} \quad \text{(2020)} \\ \pm 3.1 \text{ GeV} \quad \text{(2025)} \end{array} \right..$$
in good agreement with our numerical results in fig. 4. These values have to be compared with the current uncertainty \( \delta(M_t)_{\Delta m_{B_d}} = \pm 16 \text{ GeV} \), see eq. (38). Therefore, by around 2025, the expected uncertainty on the value of \( M_t \) extracted from \( \Delta m_{B_d} \) will be about 1.6%.

**Future determinations of \( M_t \) from \( B_s \to \mu^+\mu^- \)**

In the case of \( \text{BR}(B_s \to \mu^+\mu^-) \), not only theoretical but especially experimental uncertainties have to be reduced significantly in order to extract the top mass with an improved accuracy. On the experimental side, the LHCb collaboration aims at reaching a 10% resolution on \( \text{BR}(B_s \to \mu^+\mu^-) \) in a few years. The final goal, after the LHCb upgrade, is a resolution around \((4-5)\%\). On the theoretical side, the main sources of uncertainties arise from the decay constant \( f_{B_s} \) and \( |V_{cb}| \). The error budget for \( \text{BR}(B_s \to \mu^+\mu^-) \) is

\[
\delta \text{BR}(B_s \to \mu^+\mu^-)_{10^{-9}} = \pm 0.05_{\text{th}} \pm 0.15 f_{B_s} \pm 0.18 |V_{cb}| \pm 0.02 \tau_H,
\]

(68)

where \( \pm 0.06_{\text{th}} \) stems from the estimated error from higher-order effects, as discussed in [47]. On the other hand, the experimental error \( \pm 0.84_{\text{exp}} \) is by far dominant at present. The situation is expected to improve greatly in the future. By 2025 the error budget will be

\[
\delta \text{BR}(B_s \to \mu^+\mu^-)_{10^{-9}} = \pm 0.01_{\text{th}} \pm 0.03 f_{B_s} \pm 0.05 |V_{cb}| \pm 0.02 \tau_H,
\]

(69)

assuming that the errors from higher-order effects will be significantly reduced.

Matching the SM prediction, see eq. (45), with the experimental result leads to the determination of the top mass uncertainty through the relation

\[
\delta(M_t)_{B_s \to \mu^+\mu^-} = \pm 0.33 \sqrt{4 \left( \frac{\delta f_{B_s}}{f_{B_s}} \right)^2 + 4 \left( \frac{\delta |V_{cb}|}{|V_{cb}|} \right)^2 + \left( \frac{\delta \tau_H}{\tau_H} \right)^2 + \left( \frac{\delta B_{\mu\mu}}{B_{\mu\mu}} \right)^2},
\]

(70)

where \( \delta B_{\mu\mu} \) stands for the experimental error on \( B_{\mu\mu} \equiv \text{BR}(B_s \to \mu^+\mu^-) \). We predict,

\[
\delta(M_t)_{B_s \to \mu^+\mu^-} \approx \begin{cases} 
\pm 5.3 \text{ GeV} & (2020) \\
\pm 2.4 \text{ GeV} & (2025)
\end{cases},
\]

(71)

in good agreement with our numerical results in fig. 4.

**Future determinations of \( M_t \) from \( \epsilon_K \)**

In order to reduce significantly the determination from \( \epsilon_K \), one would need to improve especially the uncertainties on \( \eta_{cc}, \eta_{ct} \) and \( V_{cb} \). It is important to stress that a final answer about the errors on \( \eta_{cc} \) and \( \eta_{ct} \) are expected to come from lattice QCD calculations. In 2–3
years, a fully controlled calculation reducing the total error coming from \(\eta_{cc}\) and \(\eta_{ct}\) to the 1\% level should be available, although this is a challenging task for lattice simulations.

Let us now study the current error budget of \(\epsilon_K\) which is given by

\[
\delta \epsilon_K \approx \pm 0.17 |V_{cb}| \pm 0.14 \gamma \pm 0.05 \beta \pm 0.04 P_{K \rightarrow \pi}^{1/2} f_K \pm 0.15 \eta_{cc} \pm 0.08 \eta_{ct} \pm 0.02 \eta_{tt} \pm 0.04 \kappa_\varepsilon \cdot \tag{72}
\]

On the other hand, the expected error budget by 2025 is

\[
\delta \epsilon_K \approx \pm 0.05 |V_{cb}| \pm 0.02 \gamma \pm 0.02 \beta \pm 0.02 P_{K \rightarrow \pi}^{1/2} f_K \pm 0.02 \kappa_\varepsilon, \eta_{cc}, \eta_{ct} \cdot \tag{73}
\]

where we have assumed that the non-perturbative uncertainties encoded in \(\kappa_\varepsilon, \eta_{cc}\) and \(\eta_{ct}\) will almost disappear thanks to lattice calculations [54]. We find the following top mass uncertainties

\[
\delta (M_t)_{\epsilon_K} \approx \begin{cases} 
\pm 8 \text{ GeV} & \text{(2020)} \\
\pm 5 \text{ GeV} & \text{(2025)} 
\end{cases}, \tag{74}
\]

in good agreement with our numerical results in fig. 4.

**Future determinations of \(M_t\) from \(K^+ \rightarrow \pi^+ \nu \bar{\nu}\)**

In the case of \(\text{BR}(K^+ \rightarrow \pi^+ \nu \bar{\nu})\), the by far dominant uncertainty comes from \(|V_{cb}|\) and to a lesser extent from the long-distance effects encoded in \(P_c(X)\). Concerning the latter uncertainty, there is ongoing activity by lattice QCD collaborations aiming to reduce it to the 1\% level in a few years from now.

On the experimental side, the NA62 experiment at CERN aims to measure \(\text{BR}(K^+ \rightarrow \pi^+ \nu \bar{\nu})\) with a 10\% accuracy by 2018 while a 5\% resolution could be the final goal of NA62. The current error budget for \(\text{BR}(K^+ \rightarrow \pi^+ \nu \bar{\nu})\) is

\[
\frac{\delta \text{BR}(K^+ \rightarrow \pi^+ \nu \bar{\nu})}{10^{-11}} = \pm 0.52 |V_{cb}| \pm 0.43 \gamma \pm 0.02 \beta \pm 0.23 P_c. \tag{75}
\]

By 2025 the error budget will presumably be

\[
\frac{\delta \text{BR}(K^+ \rightarrow \pi^+ \nu \bar{\nu})}{10^{-11}} = \pm 0.14 |V_{cb}| \pm 0.07 \gamma \pm 0.01 \beta , \tag{76}
\]

where we have assumed that the non-perturbative uncertainties encoded in \(P_c\) will disappear thanks to lattice calculations [55]. We estimate the following future top mass uncertainties

\[
\delta (M_t)_{K^+ \rightarrow \pi^+ \nu \bar{\nu}} \approx \begin{cases} 
\pm 12 \text{ GeV} & \text{(2020)} \\
\pm 7 \text{ GeV} & \text{(2025)} 
\end{cases}, \tag{77}
\]

in good agreement with our numerical results in fig. 4.
Future determinations of $M_t$ from $K_L \rightarrow \pi^0 \nu \bar{\nu}$

On the experimental side, the KOTO experiment at J-PARC plans to reach the SM level for BR($K_L \rightarrow \pi^0 \nu \bar{\nu}$) in a few years from now. The expected data corresponds to a few events. With an upgrade of the KOTO experiment the final goal is to obtain a sample of about 100 SM events, corresponding to a 10% resolution on BR($K_L \rightarrow \pi^0 \nu \bar{\nu}$).

On the theoretical side, since BR($K_L \rightarrow \pi^0 \nu \bar{\nu}$) is fully dominated by short-distance effects, the main sources of uncertainties arise from $|V_{cb}|$, $\beta$ and $\gamma$, see eq.s (31),(57). In particular, the current error budget for BR($K_L \rightarrow \pi^0 \nu \bar{\nu}$) is

$$\frac{\delta\text{BR}(K_L \rightarrow \pi^0 \nu \bar{\nu})}{10^{-11}} = \pm 0.28 |V_{cb}| \pm 0.23 \gamma \pm 0.19 \beta.$$  \hfill (78)

By 2025 the error budget will be

$$\frac{\delta\text{BR}(K_L \rightarrow \pi^0 \nu \bar{\nu})}{10^{-11}} = \pm 0.08 |V_{cb}| \pm 0.04 \gamma \pm 0.08 \beta.$$  \hfill (79)

We estimate that the top mass uncertainty will be

$$\frac{\delta(M_t)_{K_L \rightarrow \pi^0 \nu \bar{\nu}}}{M_t} = \pm 0.43 \sqrt{16 \left(\frac{\delta |V_{cb}|}{|V_{cb}|}\right)^2 + 4 \left(\frac{\delta R_t \sin \beta}{R_t \sin \beta}\right)^2 + \left(\frac{\delta K_{\nu \nu}}{K_{\nu \nu}}\right)^2},$$  \hfill (80)

where $\delta K_{\nu \nu}$ is the experimental error on $K_{\nu \nu} \equiv \text{BR}(K_L \rightarrow \pi^0 \nu \bar{\nu})$. Our projection is

$$\delta(M_t)_{K_L \rightarrow \pi^0 \nu \bar{\nu}} \approx \begin{cases} \pm 57.5 \text{ GeV} \\ \pm 9.2 \text{ GeV} \end{cases} \quad (2020),$$  \hfill (81)

$$\delta(M_t)_{K_L \rightarrow \pi^0 \nu \bar{\nu}} \approx \begin{cases} \pm 57.5 \text{ GeV} \\ \pm 9.2 \text{ GeV} \end{cases} \quad (2025).$$  \hfill (82)

Global fit

The expected determinations of $M_t$ by 2020 and 2025 from the various flavour processes and their combination are summarised in fig. 3. From our global fit we predict

$$\delta(M_t)_{\text{flavour}} \approx 3.1 \text{ GeV} \quad (2020),$$  \hfill (83)

$$\delta(M_t)_{\text{flavour}} \approx 1.7 \text{ GeV} \quad (2025).$$  \hfill (82)

From fig. 3 we also learn that $\Delta m_{B_s}$ and $B_s \rightarrow \mu^+ \mu^-$ are the most accurate $M_t$ discriminators, while other observables like $\Delta m_{B_d}$, $\epsilon_K$ and $K \rightarrow \pi \nu \bar{\nu}$ play a sub-leading role. The latter point is also illustrated by fig. 5, which shows how experimental improvements in each flavour observable affect the uncertainty on $M_t$, assuming present (left) and future (right) theory uncertainties.

We are ready now to summarise the main results of this section.
Figure 5: Uncertainty on the value of $M_t$ extracted from single flavour observables, as the corresponding experimental errors are varied. The arrows mark the present experimental uncertainties of the various observables. We assume present theory uncertainties (left) and those predicted for around 2025 (right).

- Since $\Delta m_{B_s}$ and $B_s \rightarrow \mu^+\mu^-$ are the dominant observables and only depend on the CKM parameters through the combination $|V_{ts}V_{tb}^*| = |V_{cb}| + \mathcal{O}(\lambda^2)$, the determination of $M_t$ essentially does not require a complete global fit analysis.

- A precise determination of $M_t$ from $\Delta m_{B_s}$ requires substantial improvements of $|V_{cb}|$ and $\hat{B}_{1/2}^{B_s} f_{B_s}$, see eq. (33). Concerning $|V_{cb}|$, a joint effort of experiments and theory is necessary. The measurements of $B \rightarrow D/D^*\ell\nu$ branching ratios by Belle II and lattice QCD calculations of the relevant form factors should enable us to extract $|V_{cb}|$ at or even below the 1% level by around 2025. At the same time $\hat{B}_{1/2}^{B_s} f_{B_s}$ should be calculated by lattice QCD with a precision of about 0.5%, see table 1. At this level of precision, it will be mandatory to improve also theoretical calculations by the inclusion of NNLO QCD and NLO electroweak short-distance effects. On the other hand, the experimental resolution on $\Delta m_{B_s}$, which is already at 0.1%, needs not to be improved. As a result, we expect $\delta(M_t)_{\Delta m_{B_s}} \approx \pm 2.1$ GeV by about 2025.

- Unlike the $\Delta m_{B_s}$ case, a precise determination of $M_t$ from $B_s \rightarrow \mu^+\mu^-$ requires primarily experimental progress in the measurement of its branching ratio. On the theory side, the leading uncertainties stem from $f_{B_s}$, $|V_{cb}|$ and, to a lesser extent, from higher-order effects which are estimated to induce an error of 1.5% [47]. By
about 2025, the expected error in $\text{BR}(B_s \to \mu^+\mu^-)$ driven by the combination of $f_{B_s}$ and $|V_{cb}|$ will be below 2% while the experimental error around 4–5% and therefore still dominant. So, we expect $\delta(M_t)_{B_s \to \mu\mu} \approx \pm 2.5$ GeV by about 2025. In case the experimental error on $\text{BR}(B_s \to \mu^+\mu^-)$ should reach the 2% level, it would be mandatory to improve the estimated 1.5% error associated with higher-order effects.

In the latter case, we would obtain $\delta(M_t)_{B_s \to \mu\mu} \approx \pm 1.5$ GeV, see fig. 5.

Even though we have identified $\Delta m_{B_s}$ and $\text{BR}(B_s \to \mu^+\mu^-)$ as the dominant $M_t$ discriminators, we must stress that improvements in the determinations of all other observables discussed in this paper are also important. Indeed, our basic assumption for the extraction of the top mass from flavour physics relies on the validity of the SM up to large energy. In order to establish whether this situation is realised in Nature or not, we need a global analysis confirming that the CKM picture of flavour and CP violation is indeed correct also after the expected theoretical and experimental refinements.

5 Extracting $M_t$ from electroweak precision data

Electroweak observables depend on the top mass (and on the Higgs mass) only through the $\varepsilon_1, \varepsilon_2, \varepsilon_3$ parameters that describe corrections to the tree-level propagators of the weak gauge bosons, and through the $\varepsilon_b$ parameter that describes corrections to the $Zb\bar{b}$ vertex [56]. These parameters are related to combinations of physical observables and can be
extracted from a global fit of experimental measurements:

\[
\begin{align*}
\varepsilon_1 &= + (5.6 \pm 1.0) \times 10^{-3} \\
\varepsilon_2 &= - (7.8 \pm 0.9) \times 10^{-3} \\
\varepsilon_3 &= + (5.6 \pm 0.9) \times 10^{-3} \\
\varepsilon_t &= -(5.8 \pm 1.3) \times 10^{-3}
\end{align*}
\]

with \( \rho = \begin{pmatrix} 1 & 0.80 & 0.86 & -0.32 \\ 0.80 & 1 & 0.57 & -0.31 \\ 0.86 & 0.57 & 1 & -0.21 \\ -0.32 & -0.31 & -0.21 & 1 \end{pmatrix} \), (84)

where \( \rho \) is the correlation matrix.\(^7\) The SM predictions for these observables, for the central values of \( \alpha_3(M_Z) \) and \( \alpha_{em}(M_Z) \) and around the measured values of \( M_t \) and \( M_h \), are\(^8\)

\[
\begin{align*}
\varepsilon_1 &= +5.22 \times 10^{-3} (M_t/173.34 \text{ GeV})^{3.15} (M_h/125.09 \text{ GeV})^{-0.15} \\
\varepsilon_2 &= -7.32 \times 10^{-3} (M_t/173.34 \text{ GeV})^{-0.69} (M_h/125.09 \text{ GeV})^{-0.03} \\
\varepsilon_3 &= +5.28 \times 10^{-3} (M_t/173.34 \text{ GeV})^{-0.01} (M_h/125.09 \text{ GeV})^{0.11} \\
\varepsilon_t &= -6.95 \times 10^{-3} (M_t/173.34 \text{ GeV})^{-2.18}
\end{align*}
\]

As discussed in section 2, in the large \( M_t \) limit the one-loop corrections to \( \varepsilon_1 = \Delta \rho \) and \( \varepsilon_t = -2 \Delta g_L^{tb} \) grow as \( M_t^2 \), while \( \varepsilon_2 \) and \( \varepsilon_3 \) only have a milder \( \ln M_t \) dependence. Furthermore \( \varepsilon_1 \) and \( \varepsilon_3 \) have (in the large \( M_h \) limit) a \( \ln M_h \) dependence, which leads to a negligible uncertainty, now that \( M_h = (125.09 \pm 0.24) \text{ GeV} \) is precisely measured. Figure 6 summarises the various single determinations of \( M_t \) from the \( \varepsilon \) pseudo-observables, from which we derive our result of the global electroweak fit:

\[
(M_t)_{EW} = (177.0 \pm 2.6) \text{ GeV}.
\]

This result agrees with recent global fits that found \( M_t = (177.0 \pm 2.4) \text{ GeV} \) \(^{16}\) and \( M_t = (176.6 \pm 2.5) \text{ GeV} \) \(^{17}\). In fig. 4 (right panel) we show how the uncertainty on the \( M_t \) determination from the global fit changes, when uncertainties on the various observables are changed one-by-one. We only show the effect of those that have the most significant impact. We see that:

- The measurement of \( M_W \) plays the key role, since we find \( \delta M_t/M_t = 69 \delta M_W/M_W \). This means that measuring \( M_W \) with a precision of 8 MeV (as foreseeable after combination of the full LHC dataset \(^{16}\)) can lead to a determination of \( M_t \) within about 1.2 GeV. On the other hand, measurements of the \( WW \) production cross section at the ILC could reduce the error on \( M_W \) to about 5 MeV \(^{29}\), corresponding to a determination of \( M_t \) at the level of 0.7 GeV.

\(^7\)The mean values \( \mu_i \), the errors \( \sigma_i \) and the correlation matrix \( \rho_{ij} \) determine the \( \chi^2 \) as

\[
\chi^2 = \sum_{i,j} (\varepsilon_i - \mu_i)(\sigma_i^{-1})_{ij}(\varepsilon_j - \mu_j), \quad \text{where} \quad (\sigma^2)_{ij} = \sigma_i \rho_{ij} \sigma_j.
\]

\(^8\)We thank S. Mishima for having provided results of recent computations.
• The determination of $M_t$ can also be improved by better measurements of the various asymmetries (blue lines in the right panel of fig. 4), which determine the weak mixing angle, and of $R_b$. However, only with a reduction of the present errors on these quantities by more than a factor of 3 one can start observing meaningful improvements on the determination of $M_t$.

• The fit is not crucially sensitive to other parameters. In particular, the uncertainty on $M_t$ would be affected only if the error on $\alpha_{em}(M_Z)$ were underestimated by more than a factor of 2.

Since the determination of $M_t$ from the global fit of electroweak data is largely dominated by $M_W$, it is useful to reconsider the extraction of $M_t$ using $M_W$ as the only input quantity. The value of $M_W$ enters the definition of the pseudo-observable $\Delta r_W$, which is defined as the ratio of two different determinations of the weak angle:

$$\Delta r_W = 1 - \frac{\pi \alpha_{em}(M_Z)/\sqrt{2}G_F M_Z^2}{M_W^2/M_Z^2(1 - M_W^2/M_Z^2)} = (-25.4 \pm 0.95_{M_W} \pm 0.10_{\alpha_{em}}) \times 10^{-3}. \quad (87)$$

The numerical value has been obtained by taking the experimental values of the SM parameters given in table 1. Equation (87) shows that the uncertainty in $\alpha_{em}(M_Z)$ has a subdominant influence with respect to $M_W$. The quantity $\Delta r_W$ can be computed in the SM and expressed in terms of the $\varepsilon$ parameters as

$$\Delta r_W = -\tan^{-2} \theta_W \varepsilon_1 + (\tan^{-2} \theta_W - 1) \varepsilon_2 + 2 \varepsilon_3 = -24.0 \times 10^{-3} \left( \frac{M_t}{173.34 \text{ GeV}} \right)^{2.50} \left( \frac{M_h}{125.09 \text{ GeV}} \right)^{-0.14}. \quad (88)$$

The above numerical expression has not been obtained by simply replacing eq. (85) into eq. (88), but rather by using the full two-loop result that can be extracted from the calculation presented in [57]. Such result has never been included before in global electroweak fits. By comparing eq. (87) with eq. (88) we find

$$(M_t)_{M_W} = (177.7 \pm 2.8) \text{ GeV},$$

which essentially reproduces the result in eq. (86), derived from the global fit. This shows that the determination of the top mass from electroweak data is almost completely driven by $\Delta r_W$ and a full global fit is superfluous if one is interested in obtaining a simple, but reliable, estimate of $M_t$.

6 Conclusions

In this paper we have analysed indirect determinations of the top quark mass $M_t$. For this purpose, in section 2 we have presented a systematic procedure to identify observables
that, at the quantum level, have power sensitivity on the top mass, in the limit $M_t \gg M_W$. This is done by considering an effective theory obtained after integrating out the top quark in the gauge-less limit of the SM. We have divided the physical quantities sensitive to $M_t$ into two classes: flavour observables and electroweak observables.

In section 3 we have discussed how the top mass $M_t$ is determined through $M_t$-dependent quantum effects in the physical quantities

$$\Delta m_{B_s}, \quad B_s \rightarrow \mu^+\mu^-, \quad \Delta m_{B_d}, \quad \epsilon_K, \quad K^+ \rightarrow \pi^+\nu\bar{\nu}, \quad K_L \rightarrow \pi^0\nu\bar{\nu}. \quad (90)$$

The determination of $M_t$ from the first two observables essentially requires only $V_{cb}$ as CKM input. Moreover, these two observables provide the best probe of $M_t$ among flavour processes. Hence, $\Delta m_{B_s}$ and $B_s \rightarrow \mu^+\mu^-$, combined with a determination of $V_{cb}$ and the lattice parameters $\hat{B}^{1/2} f_{B_s}$ and $f_{B_s}$, are sufficient to extract a fairly accurate estimate of the $M_t$ determination from flavour physics. Adding to the analysis the other observables listed in (90) requires a complete joint fit with all CKM parameters and has a limited impact on the extracted value of $M_t$. Our results are summarised in fig. 3: at present flavour data determine $M_t = (173.4 \pm 7.8) \text{ GeV}$, with $\Delta m_{B_s}$ and $B_s \rightarrow \mu^+\mu^-$ being the best toppometers.

In section 4 we have discussed how the uncertainty on $M_t$ from flavour determinations is expected to decrease significantly in the future, mostly thanks to better measurements of $B_s \rightarrow \mu^+\mu^-$, to better lattice computations of the hadronic parameters entering the SM prediction of $\Delta m_{B_s}$ and $B_s \rightarrow \mu^+\mu^-$ and to improved theoretical calculations of short-distance effects. We have estimated that the uncertainty on $M_t$ can be brought down to 3 GeV by 2020 and to 1.7 GeV by 2025.

In section 5 we have considered electroweak data, finding that at present they determine $M_t = (177.0 \pm 2.6) \text{ GeV}$. We have found that $M_W$ and $\Gamma(Z \rightarrow b\bar{b})$ are the most sensitive quantities, because of the power dependence on $M_t$ of their quantum corrections. However, $M_W$ is by far the best toppomer in electroweak physics. We have presented analytic expressions to extract $M_t$ from measurements of $M_W$ which take into account recently computed two-loop electroweak quantum corrections [57], not yet included in global fit codes. Figure 4 (right panel) shows that a more precise measurement of $M_W$ is the key player for an improved determination of $M_t$ from electroweak observables. As experiments at the LHC are expected to reduce the uncertainty on $M_W$ to about 8 MeV [16], it is foreseeable that electroweak physics will determine $M_t$ with a precision of about 1.2 GeV.

In the future, a global fit of all indirect determinations of $M_t$, from both electroweak and flavour data, will provide significant information. Even if indirect measurements do not surpass direct determinations in precision, the comparison between indirect and direct analyses will carry essential information, especially in view of the theoretical ambiguities in the extraction of $M_t$ from collider experiments.
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