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Abstract

This note provides additional material related to the analysis of mid-rapidity pseudorapidity density of charged particles ($\langle dN_{ch}/d\eta \rangle$) in Pb–Pb collisions at a centre-of-mass energy per nucleon pair, $\sqrt{s_{NN}} = 5.02$ TeV (arXiv:1512.06104). We discuss the details of the Glauber Monte Carlo calculation, and its relation with the experimental data, including the application of the extended Glauber model, which uses quarks as sub-nuclear degree of freedom. We also present the comparison of the current results with the $\langle dN_{ch}/d\eta \rangle$ measurement at $\sqrt{s_{NN}} = 2.76$ TeV, with a discussion on the systematic uncertainties.
Introduction

This note provides additional material related to the analysis of mid-rapidity pseudorapidity density of charged particles ($\langle dN_{\text{ch}}/d\eta \rangle$) in Pb–Pb collisions at a centre-of-mass energy per nucleon pair, $\sqrt{s_{\text{NN}}} = 5.02$ TeV. In Section 2, we give some details on the Glauber model used by ALICE. We extract mean numbers of the relevant geometrical quantities for typical centrality classes defined by classifying the events according to their impact parameter. We describe the determination of the fraction of the hadronic cross section used for analysis, which determines the absolute scale of the centrality via a fit based on the Glauber model. We compare the mean number of participants for centrality classes selected by the impact parameter to those selected in the fitted multiplicity distribution. We discuss different particle production mechanisms that can be employed in the parameterization of $\langle dN_{\text{ch}}/d\eta \rangle$. This also includes the application of the extended Glauber model, which uses quarks as sub-nuclear degree of freedom. In Section 3, we discuss the dependence of $\frac{2}{N_{\text{part}}} \langle dN_{\text{ch}}/d\eta \rangle$ on the center-of-mass energy, by comparing the data at $\sqrt{s_{\text{NN}}} = 5.02$ TeV to the same measurement performed at $\sqrt{s_{\text{NN}}} = 2.76$ TeV in LHC Run 1.

Glauber Monte Carlo

Table 1 provide mean numbers of the relevant geometrical quantities, calculated using the ALICE Glauber Monte Carlo [1], for different centrality classes defined by classifying the events according to their impact parameter.

The nucleon position in the $^{208}$Pb nucleus is determined by the nuclear density function, modeled by the functional form (modified Woods-Saxon or 2-parameter Fermi distribution):

$$\rho(r) = \rho_0 \frac{1 + w(r/R)^2}{1 + \exp\left(\frac{r - R}{a}\right)}$$  \hspace{1cm} (1)

Protons and neutrons are assumed to have the same nuclear profile. The parameters used for the calculation are:

- $\rho_0$ is the nucleon density, which provides the overall normalization, not relevant for the Monte Carlo simulation,

- $R = (6.62 \pm 0.06)$ fm is the radius parameter of the $^{208}$Pb nucleus and

- $a = (0.546 \pm 0.010)$ fm is the skin thickness of the nucleus, which indicates how quickly the nuclear density falls off near the edge of the nucleus.

- $w$ is needed to describe nuclei whose maximum density is reached at radii $r > 0$ ($w = 0$ for Pb).

- $d_{\text{min}} = 0.4$ fm a hard-sphere exclusion distance of between the centers of the nucleons, i.e. no pair of nucleons inside the nucleus has a distance less than $d_{\text{min}}$. The hard-sphere exclusion distance, characteristic of the length of the repulsive nucleon-nucleon force, is not known experimentally and thus is varied by 100% ($d_{\text{min}} = (0.4 \pm 0.4)$ fm).

- $\sigma_{\text{NN}}^{\text{incl}} = (70 \pm 5)$ mb for nuclear collisions at $\sqrt{s_{\text{NN}}} = 5.02$ TeV, we use as in [2], estimated by interpolation of pp data at different center-of-mass energies and from cosmic rays [3, 4], and subtracting the elastic scattering cross section from the total cross section.

The total Pb–Pb cross section is calculated as $\sigma_{\text{PbPb}} = (7.72 \pm 0.22 \text{(syst.)})$ b.

The systematic uncertainties on the mean values are obtained by independently varying the parameters of the Glauber model within their estimated uncertainties.
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<table>
<thead>
<tr>
<th>Centrality</th>
<th>$b_{\text{min}}$ (fm)</th>
<th>$b_{\text{max}}$ (fm)</th>
<th>$\langle N_{\text{part}} \rangle$</th>
<th>RMS (sys.)</th>
<th>$\langle N_{\text{coll}} \rangle$</th>
<th>RMS (sys.)</th>
<th>$\langle T_{pPb} \rangle$</th>
<th>RMS (sys.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 - 1 %</td>
<td>0.00</td>
<td>0.15</td>
<td>45 2.5</td>
<td>3.0</td>
<td>1.5</td>
<td>100</td>
<td>29.0</td>
<td>1.2</td>
</tr>
<tr>
<td>1.0 - 2 %</td>
<td>1.56</td>
<td>2.22</td>
<td>25 3.6</td>
<td>3.0</td>
<td>1.5</td>
<td>100</td>
<td>29.0</td>
<td>1.2</td>
</tr>
<tr>
<td>2.0 - 3 %</td>
<td>2.22</td>
<td>2.71</td>
<td>17 3.3</td>
<td>3.0</td>
<td>1.5</td>
<td>100</td>
<td>29.0</td>
<td>1.2</td>
</tr>
<tr>
<td>3.0 - 4 %</td>
<td>2.71</td>
<td>3.13</td>
<td>11 3.2</td>
<td>3.0</td>
<td>1.5</td>
<td>100</td>
<td>29.0</td>
<td>1.2</td>
</tr>
<tr>
<td>4.0 - 5 %</td>
<td>3.13</td>
<td>3.51</td>
<td>7 3.0</td>
<td>3.0</td>
<td>1.5</td>
<td>100</td>
<td>29.0</td>
<td>1.2</td>
</tr>
<tr>
<td>5.0 - 6 %</td>
<td>3.51</td>
<td>3.84</td>
<td>5 3.0</td>
<td>3.0</td>
<td>1.5</td>
<td>100</td>
<td>29.0</td>
<td>1.2</td>
</tr>
<tr>
<td>6.0 - 7 %</td>
<td>3.84</td>
<td>4.08</td>
<td>4 3.0</td>
<td>3.0</td>
<td>1.5</td>
<td>100</td>
<td>29.0</td>
<td>1.2</td>
</tr>
<tr>
<td>7.0 - 8 %</td>
<td>4.08</td>
<td>4.37</td>
<td>3 3.0</td>
<td>3.0</td>
<td>1.5</td>
<td>100</td>
<td>29.0</td>
<td>1.2</td>
</tr>
<tr>
<td>8.0 - 9 %</td>
<td>4.37</td>
<td>4.71</td>
<td>2 3.0</td>
<td>3.0</td>
<td>1.5</td>
<td>100</td>
<td>29.0</td>
<td>1.2</td>
</tr>
<tr>
<td>9.0 - 10 %</td>
<td>4.71</td>
<td>5.05</td>
<td>1 3.0</td>
<td>3.0</td>
<td>1.5</td>
<td>100</td>
<td>29.0</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 1: Geometric properties ($N_{\text{part}}$, $N_{\text{coll}}$, $T_{pPb}$) of Pb–Pb collisions for centrality classes defined by sharp cuts in the impact parameter $b$ (in fm). The mean values, the RMS, and the systematic uncertainties are obtained with a Glauber Monte Carlo calculation.

We use the Glauber Monte Carlo, combined with a simple model for particle production to simulate a multiplicity distribution which is then compared to the experimental one. This model is based on a number of effective number of particle-producing sources, so called ancestors, given by $N_{\text{ancestors}} = f \cdot N_{\text{part}} + (1 - f) \cdot N_{\text{coll}}$. To generate the number of particles produced per interaction, we use the negative binomial distribution (NBD):

$$P_{\mu,k}(n) = \frac{\Gamma(n+k)}{\Gamma(n+1)\Gamma(k)} \cdot \frac{(\mu/k)^n}{(\mu/k+1)^{n+1}}.$$  (2)
which gives the probability of measuring \( n \) hits per ancestor, where \( \mu \) is the mean multiplicity per ancestor and \( k \) controls the width. The simulated distribution describes the experimental one down to the most peripheral events where they start to deviate due to background contamination and limited trigger efficiency.

Figure 1 shows the distribution of V0 amplitudes for all triggered events having a vertex within 10 cm, fitted by a Glauber-NBD fit.

![Graph showing V0 amplitudes](image)

**Fig. 1:** (Color online) Distribution of the sum of amplitudes in the V0 scintillators. The distribution is fitted with the NBD-Glauber fit (explained in the text) shown as a line. The insert shows a zoom of the most peripheral region.

### 2.1 Comparison of \( N_{\text{part}} \) with multiplicity or impact parameter selection

We have checked the relation between geometrical parameters (\( N_{\text{part}} \)) extracted for centrality classes selected by the impact parameter \( \langle N_{\text{part}}^{\text{data}} \rangle \) and those selected in the measured multiplicity variable \( \langle N_{\text{part}}^{\text{geo}} \rangle \). Table 2 reports mean values and RMS for some centrality classes.

### 2.2 Mechanism of particle production

The number of emitting sources \( N_{\text{ancestors}} \) is determined by a function inspired by the two-component models, i.e. \( N_{\text{ancestors}} = f \cdot N_{\text{part}} + (1 - f) \cdot N_{\text{coll}} \). However, other assumptions can be made leading to a different parametrization, which are briefly discussed in the following. The ancestor dependence on \( N_{\text{part}} \) and \( N_{\text{coll}} \) derives from a parametrization of the dependence of the charged particle multiplicity on \( N_{\text{part}} \) and \( N_{\text{coll}} \). Systematic studies of this dependence performed at the SPS \([5, 7]\), at RHIC \([8]\), and recently at the LHC \([1, 9, 11]\), have been used in an attempt to constrain different models of particle production.

The charged particle multiplicity is expected to scale with \( N_{\text{part}} \) in scenarios dominated by soft processes. In this case, all the participant nucleons can be assumed to contribute with the same amount of energy to particle production, and the scaling with \( N_{\text{part}} \) is approximately linear. By contrast, a scaling with \( N_{\text{coll}} \) is expected for nuclear collisions in an energy regime where hard processes dominate over soft particle production. In this case, nuclear collisions can be considered as a superposition of binary nucleon-nucleon collisions. Two-component models are used to quantify the relative importance of soft and hard processes in the particle production mechanism at different energies.

To determine the scaling behavior of the particle production, the charged particle multiplicity \( \langle dN_{\text{ch}}/d\eta \rangle \) as a function of the number of participants \( N_{\text{part}} \) was fitted with a power-law function of \( N_{\text{part}} \), i.e.
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Table 2: Comparison of mean and RMS for $\langle N_{\text{part}}^{\text{data}} \rangle$ and $\langle N_{\text{part}}^{\text{geo}} \rangle$. The $\langle N_{\text{part}}^{\text{data}} \rangle$ are calculated from the NBD-Glauber fit to the V0 amplitude, while the $\langle N_{\text{part}}^{\text{geo}} \rangle$ are obtained by slicing the impact parameter distribution.

Table 3: The $\langle dN_{ch}/d\eta \rangle$ and $\sqrt{\langle N_{\text{part}}^{\text{geo}} \rangle} \langle dN_{ch}/d\eta \rangle$ values measured in $|\eta|<0.5$ for different centrality classes. We included 0–5% and 5–10%, in addition to those reported in [12]. The values of $\langle N_{\text{part}} \rangle$ obtained with the Glauber model are also given. The errors are total uncertainties, the statistical contribution being negligible.

$\langle dN_{ch}/d\eta \rangle \propto N_{\text{part}}^\alpha$. The charged particle multiplicity per participant pair $\langle dN_{ch}/d\eta \rangle / (0.5N_{\text{part}})$, reported in Table 3 [12], is fitted (Fig. 2) with three different parametrizations of the ancestor dependence.
Fig. 2: (Color online) Centrality dependence of $\langle dN_{ch}/d\eta \rangle$ per participant pair as a function of $N_{\text{part}}$, measured in the Pb–Pb data at $\sqrt{s_{NN}} = 5.02$ TeV fitted with various parametrizations of $N_{\text{part}}$ and $N_{\text{coll}}$, calculated with the Glauber model. Data are from [12].

<table>
<thead>
<tr>
<th>CENT</th>
<th>std Glauber</th>
<th>wounded quark Glauber</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_{\text{part}}$</td>
<td>$N_{\text{part}}$</td>
</tr>
<tr>
<td></td>
<td>$N_c = 3$</td>
<td>$N_c = 5$</td>
</tr>
<tr>
<td>0 - 2.5%</td>
<td>398</td>
<td>398</td>
</tr>
<tr>
<td>2.5 - 5%</td>
<td>372</td>
<td>371</td>
</tr>
<tr>
<td>5 - 7.5%</td>
<td>346</td>
<td>344</td>
</tr>
<tr>
<td>7.5 - 10%</td>
<td>320</td>
<td>318</td>
</tr>
<tr>
<td>10 - 20%</td>
<td>263</td>
<td>260</td>
</tr>
<tr>
<td>20 - 30%</td>
<td>188</td>
<td>184</td>
</tr>
<tr>
<td>30 - 40%</td>
<td>131</td>
<td>126</td>
</tr>
<tr>
<td>40 - 50%</td>
<td>86.3</td>
<td>82.2</td>
</tr>
<tr>
<td>50 - 60%</td>
<td>53.6</td>
<td>49.9</td>
</tr>
<tr>
<td>60 - 70%</td>
<td>30.4</td>
<td>27.5</td>
</tr>
<tr>
<td>70 - 80%</td>
<td>15.6</td>
<td>13.6</td>
</tr>
</tbody>
</table>

Table 4: Comparison of $N_{\text{part}}$ from the standard Glauber in centrality classes obtained by slicing the impact parameter distribution, and from a wounded-quark Glauber MC. Two calculations of wounded-quarks have been performed, for $N_c = 3$ and $N_c = 5$ assuming a cross-section of 18 mb and 10 mb respectively.

We note that the value obtained for $f$ is in a good agreement with the value obtained in the NBD-Glauber fit, shown in Fig. 1.

While the value obtained for $\alpha$ and for $\beta$ with the power-law parametrization of $N_{\text{part}}$ and $N_{\text{coll}}$ indicate that neither of these scalings perfectly describes the data ($\alpha > 1$ and $\beta < 1$), we note that the value of $\alpha$ is similar to that measured at RHIC ($1.16 \pm 0.04$ [8]) and slightly higher than that at the SPS ($\alpha \sim 1$, mentioned above:

- a two-components model: $\langle dN_{ch}/d\eta \rangle \propto f \cdot N_{\text{part}} + (1 - f) \cdot N_{\text{coll}}$;
- a power-law function of $N_{\text{part}}$: $\langle dN_{ch}/d\eta \rangle \propto N_{\text{part}}^\alpha$;
- a power-law function of $N_{\text{coll}}$: $\langle dN_{ch}/d\eta \rangle \propto N_{\text{coll}}^\beta$.

We note that the value obtained for $f$ is in a good agreement with the value obtained in the NBD-Glauber fit, shown in Fig. 1.
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Fig. 3: (Color online) Centrality dependence of $\langle dN_{\text{ch}}/d\eta \rangle$ per participant nucleon, $N_{\text{part}}$, calculated with the single-quark scattering model, as a function of $N_{\text{part}}$, measured in the Pb–Pb data at $\sqrt{s_{\text{NN}}} = 5.02$ TeV. The $\langle dN_{\text{ch}}/d\eta \rangle$ data [12] are also divided by $N_{\text{part}}$, calculated from the standard Glauber MC. The dashed lines indicate a fit with a constant.

2.3 Glauber Monte Carlo with quark scaling

Following [13], developed along the line of [14], we have also performed a Glauber calculation based on single quark scattering. Constituent quarks are located around nucleon centers with distribution

$$\rho(r) = \rho_{0}^{\text{proton}} \exp(-a \cdot r)$$

where $\rho_{0}^{\text{proton}}$ is the proton radius and $a$ is the rms charge radius of the proton. We used the often employed $N_c = 3$ for three constituent quarks as the effective number of partonic degrees of freedom, as well as $N_c = 5$. In case of $N_c = 3$ the radial distribution is modified to maintain the proton center of mass at zero and the desired radial distribution as explained in [15]. The effective q-q inelastic scattering cross section is set to 18 and 10 mb, for $N_c = 3$ and $N_c = 5$ respectively, adjusted to reproduce the 70 mb N+N inelastic cross section at 5.02 TeV. Table 4 compare the the number of participants nucleons from the standard Glauber MC with the number of participant nucleons ($N_{\text{part}}$) and quarks ($N_{c\text{part}}$) for the extended Glauber MC. Note that $N_{c\text{part}}$ has been divided by $\mu = \langle N_{c\text{part}} \rangle$ in pp collisions which is 3.4 for $N_c = 3$ and 4.3 in $N_c = 5$.

Figure 3 shows $\langle dN_{\text{ch}}/d\eta \rangle$ per participant quark, calculated with the single-quark scattering model, as a function of $N_{\text{part}}$. The $\langle dN_{\text{ch}}/d\eta \rangle$ distribution seems to scale well with the number of participating
Fig. 4: (Color online) $\langle dN_{ch}/d\eta \rangle$ as a function of the centrality classes at $\sqrt{s_{NN}} = 2.76$ TeV and 5.02 TeV.

constituent quarks, as already observed in the results of PHENIX which suggested that the identical shape of the distribution indicates a nuclear-geometrical effect, well represented in terms of constituent quark participants. The results of a fit with a constant, also shown in the figure as a dashed line, indicate a better $\chi^2/NDF$ for the case of $N_c = 5$. For $N_c = 5$ the slope of a first order polynomial fit is consistent with 0.

3 Comparison of $\langle dN_{ch}/d\eta \rangle$ at $\sqrt{s_{NN}} = 2.76$ and 5.02 TeV

The centrality dependence of $\langle dN_{ch}/d\eta \rangle$ per participant pair as a function of the number of participants $N_{part}$ in Pb–Pb collisions measured at $\sqrt{s_{NN}} = 5.02$ TeV has been compared to the same measurement performed at $\sqrt{s_{NN}} = 2.76$ TeV in LHC Run 1 [9]. Figure 4 shows the results for $\langle dN_{ch}/d\eta \rangle$ from the two analyses as a function of the centrality classes. The results at 2.76 TeV are shown with the $N_{part}$ calculated in [1].

In order to establish an energy dependence of the centrality increase of $\langle dN_{ch}/d\eta \rangle$ we divide the two data sets. Figure 5 shows the ratio of $\langle dN_{ch}/d\eta \rangle$ per participant pair, $\frac{2}{N_{part}}\langle dN_{ch}/d\eta \rangle$, at $\sqrt{s_{NN}} = 5.02$ and 2.76 TeV. The $\langle dN_{ch}/d\eta \rangle$ data at $\sqrt{s_{NN}} = 2.76$ TeV from [9] are normalized to the $N_{part}$ given in [1]. Because of a small change in the number of participants at the two different energies, we compare the curves as a function of centrality class. We have reanalyzed the data at $\sqrt{s_{NN}} = 2.76$ TeV with the identical analysis technique used at 5.02 TeV, and the results obtained are consistent with the ones previously published in [9]. The trigger, centrality, and event-selection as well as the acceptance and efficiency for a primary particle to produce a tracklet was estimated using simulations from the same Monte Carlo generator used for the publication at $\sqrt{s_{NN}} = 2.76$ TeV. In this way, some of the systematic uncertainties on $\langle dN_{ch}/d\eta \rangle$ per participant pair cancel in the ratio. In general, the uncertainties related to the tracklet measurement are correlated in the two analyses.
The subtraction of the background is performed using simulated data from the HIJING event generator [16] transported through a GEANT3 [17] simulation of ALICE and depends on the run and detector conditions. Therefore, the uncertainty attributed to the subtraction of the background, estimated injecting fake hits into real events, is, instead, uncorrelated.

Moreover, the systematic uncertainty due to the centrality class definition is not correlated. We recall that this uncertainty is estimated by using alternative centrality definitions based on SPD hit multiplicities, and by changing the fraction of the hadronic cross section used for analysis, which determines the absolute scale of the centrality (Anchor Point), within its measured uncertainty.

The determination of the Anchor Point depends mostly on the run conditions (beam-related background, EM contamination, etc [1]) and the detector conditions. Therefore it is uncorrelated in the two different energies. The correlation between the two different estimators used, namely the V0 and the SPD, is also partially related to run conditions, therefore uncorrelated. Estimators based on multiplicity at mid-rapidity are affected by a bias from multiplicity fluctuations and auto-correlations from jet-fragmentation. This was studied in details in p–Pb collisions [2]. Therefore, up to some extent, for peripheral events, the difference between estimators can be attributed to this bias. However, as the contribution of hard scattering increases with energy, this bias is energy-dependent. We therefore consider the uncertainty of the centrality estimator as largely uncorrelated at the two different energies.

The systematic uncertainties on the ratio in Figure 5 are therefore given by the quadratic sum of centrality-related uncertainties and the background subtraction uncertainties at the two energies. The statistical errors are negligible. The ratio between the data at the collisions energies shows a constant value within the uncertainties.
4 Summary

This note discusses details of the analysis of mid-rapidity pseudorapidity density of charged particles ($\langle dN_{ch}/d\eta \rangle$) in Pb–Pb collisions at a centre-of-mass energy per nucleon pair, $\sqrt{s_{NN}} = 5.02$ TeV, which have been omitted in the publication for reasons of space.

Specifically we have provided mean numbers of the relevant geometrical quantities calculated using the Glauber Model for typical centrality classes defined by classifying the events according to their impact parameter. We have shown that they are nearly identical to those obtained with a NBD-Glauber fit to the measured multiplicity distribution. This provide a general tool to compare ALICE measurements with those of other experiments, at different energies and with different colliding systems as well as theoretical calculations.

We have also presented the comparison of $\langle dN_{ch}/d\eta \rangle$ per participant pair as a function of the number of participants $N_{part}$ measured at $\sqrt{s_{NN}} = 5.02$ TeV to the same measurement performed at $\sqrt{s_{NN}} = 2.76$ TeV. We have presented a detailed discussion of the systematic uncertainties related to the two measurements, Given that the uncertainties at the two energies are largely uncorrelated, the ratio between the data from these collision energies is consistent with being constant.
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