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One obstacle in plasma accelerator development is the limitation of techniques to diagnose and measure plasma wakefield parameters. In this paper, we present a novel concept for the density measurement of a plasma wakefield using photon acceleration, supported by extensive particle in cell simulations of a laser pulse that copropagates with a wakefield. The technique can provide the perturbed electron density profile in the laser’s reference frame, averaged over the propagation length, to be accurate within 10%. We discuss the limitations that affect the measurement: small frequency changes, photon trapping, laser displacement, stimulated Raman scattering, and laser beam divergence. By considering these processes, one can determine the optimal parameters of the laser pulse and its propagation length. This new technique allows a characterization of the density perturbation within a plasma wakefield accelerator.
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1. INTRODUCTION

Plasma acceleration has been receiving interest recently since it can accelerate electrons up to GeV energy with a length much shorter than conventional accelerators [1–4]. In a plasma accelerator, a driver beam disturbs the plasma and generates wakefields. The driver can be a short laser pulse [5], beat wave [6], electron beam [7], or proton beam [8].

Longitudinal electric fields generated in the plasma can reach tens or hundreds of GeV/m [9–11]. However, there are only a few techniques to measure and diagnose the perturbed density in the plasma. One of the earliest methods to diagnose the plasma wave is frequency domain interferometry (FDI) [12]. FDI uses two short laser pulses and measures their phase difference caused by a different refractive index and density of plasma at certain positions. By using the FDI technique, one can only determine the density of plasma at certain single points. Therefore, to make a density profile, it needs many shots of short probe pulses at different positions.

Another technique which is a development of FDI is frequency domain holography (FDH) [12,13]. The FDH technique needs one short reference pulse and one long probe pulse for measurement. However, to diagnose plasma wakefields with wavelength of the order of μm, one needs a very short duration reference pulse (τ ∼ fs), which is much less than the wakefield wavelength. The other FDH technique uses two long duration chirped pulses [14,15]. By providing a wider frequency span of the chirped pulse, this technique could give more accurate results than the previous one that uses one short and one long pulse [12,13].

Another plasma imaging technique is the shadowgraph technique [16]. With this technique, the second derivative of the density with respect to the position is obtained. However, it is hard to extract quantitative data from the results of this technique because it needs small density perturbations to get precise results.

One possible technique to measure the density profile of plasma wakefields is to use photon acceleration first introduced by S. C. Wilks et al. [17] and further developed in Refs. [18–20]. In photon acceleration, a long probe pulse copropagates with the plasma wave and the change in frequency of the pulse is measured. The frequency change of the pulse is caused by the gradient of the plasma density profile. From this information, one can extract the density profile from the probe’s frequencies.

In this paper, the measurement of the wakefield density profile using the photon acceleration technique is simulated. In the simulation, we obtained two values of density profiles. The first is calculated from the probe’s frequency changes, which are now defined as the “measured” values.
in the rest of this paper. The second is obtained directly from the simulation, which are defined as the “actual” values. The measured values are then compared with the actual values in order to estimate the accuracy of the technique.

This paper is organized as follows. In Sec. II, we introduce a basic theory of photon acceleration and how it relates the plasma wakefield parameters with the probe’s frequency changes. The simulation parameters and the data processing technique are described in Sec. III. In the next section, we discuss the results and limitations of the photon acceleration technique. Last, in Sec. V we give a conclusion of this paper.

II. PHOTON ACCELERATION

When a photon moves in a medium which has a refractive index varying with time, the photon will undergo a change in frequency. Wakefields propagate along the plasma and have a different refractive index at every position. Thus, if a laser copropagates with the wakefield, the laser frequency will change after some propagation length.

Using photon ray theory by Mendonça [21], the frequency change of a laser copropagating with a plasma wakefield can be obtained as:

\[
\frac{\Delta \omega}{\omega_0} \approx -\frac{\omega_p^2}{2 \omega_0^2 n_0} \int \frac{\partial n}{\partial \zeta} ds,
\]

where \(\Delta \omega\) denotes the frequency change of the laser, \(\omega_0\) the central frequency of the laser, \(n\) and \(n_0\) are the perturbed and initial plasma density, respectively, \(\omega_p \approx k_p c\) the plasma frequency, \(k_p\) the plasma wave number, \(c\) the speed of light in vacuum, \(s\) the propagation length of the laser, and \(\zeta = z - ct\) denotes the position relative to the laser’s frame of reference with \(z\) and \(t\) as position and time in the lab frame, respectively. This expression is also discussed by Dias et al. [18].

In order to get the density profile, one needs a long laser pulse that samples several plasma wavelengths. By doing so, one can obtain the average density over the propagation length for every position in the laser’s frame of reference.

In a real experiment, it is possible to measure the frequency change of a laser at every longitudinal position using frequency resolved optical gating (FROG) diagnostic. Schreiber et al. [22] have used the second harmonic generation (SHG) FROG to get the complete temporal characterisation of a laser pulse: amplitude and phase.

III. METHODS

A. Simulation parameters

Simulations were performed using OSIRIS 1D relativistic code [23] on the SCARF-LEXICON machine at STFC Rutherford Appleton Laboratory. OSIRIS uses a particle in cell (PIC) [24] algorithm to solve differential equations to determine electromagnetic fields and the phase space of particles. Particles in PIC codes are modeled using the super-particle model. A super-particle is a computational particle which represents many real particles. Electromagnetic fields in PIC codes are determined from the positions and momenta of the particles and thus will act on the particles, changing those parameters.

In this paper, a case for the use of a diagnostic based on photon acceleration is presented. In the baseline setup, we send a short pump pulse with wavelength of 800 nm and with duration of 39 fs to a plasma with density of \(2 \times 10^{18} \text{ cm}^{-3}\). The intensity of the pump pulse is \(4.7 \times 10^{18} \text{ W/cm}^2\), which gives a normalized potential of \(a_0 = 1.5\), to drive a nonlinear wakefield. In the plasma, the pump pulse generates a plasma wakefield which will be diagnosed using a probe pulse. The probe pulse is sent behind the pump pulse with the same wavelength but with a longer duration, 300 fs. The intensity of the probe pulse is much lower than the pump pulse, \(2.1 \times 10^{14} \text{ W/cm}^2\), which corresponds to \(a_0 = 0.01\). These pulses propagates through the plasma for a distance of about 7 mm. The numbers are chosen to have the same order of magnitude with common parameters of laser plasma wakefield accelerator experiments [1–4]. A simple sketch of this setup is shown in Fig. 1.

As the amplitude of plasma wakefield is approximately proportional to \(a_0^2\) of a laser pulse [9], the wakefield generated by the probe is 5 orders of magnitude smaller than the wakefield generated by the pump pulse. So we can safely assume that the wakefield produced by the pump pulse is not disturbed by the probe pulse.

In this paper, the probe pulse is an unchirped, transform-limited pulse. The cases of using chirped probe pulse will be the subject of future studies.

B. Obtaining the local frequency

The photon acceleration technique relies on local frequency profile measurement of the probe pulse. In the wave model, local frequency is defined as the derivative of the phase with respect to time. Moreover, in the photon model,
it is defined as the average frequency of photons at that point. In this section, we describe how to get the local frequency in simulations and in a real experiment.

The simulation produces the actual density profile and the transverse electric field of the pump and probe pulse. We apply a transformation to the probe pulse’s electric field to get its Wigner distribution [25] to represent the wave energy distribution in phase space or in time-frequency space. The Wigner distribution of a signal is represented by:

$$W_E(\xi,k) = \int_{-\infty}^{\infty} E(\xi + \xi'/2)E^*(\xi - \xi'/2)e^{-ik\xi'}d\xi'$$  \hspace{1cm} (2)

where $E(\xi)$ is electric field of the signal at position $\xi$ relative to the laser’s frame of reference and $k = 2\pi f/c$ is the wave number of the laser. Because there are two terms of the signal multiplied together, there are cross terms in the distribution [26].

By taking the average and weighted average of the Wigner distribution, one can get local intensity and local frequency of the probe pulse in air, as shown in the equations below,

$$|E(\xi)|^2 = \frac{1}{2\pi} \int_{-\infty}^{\infty} W_E(\xi,k)dkf(\xi)$$

$$= \frac{c}{2\pi |E(\xi)|^2} \int_{-\infty}^{\infty} kW_E(\xi,k)dk.$$  \hspace{1cm} (3)

From the equations above, it appears that $\Delta f/f \propto \Delta E/|E|$. Thus, if there is noise in $E$ in simulations, the measurements of $f$ are less accurate at points with lower intensities.

To get the local frequency in a real experiment, one can employ frequency resolved optical gating (FROG) diagnostic. The diagnostic takes place in air, outside of the plasma and its containment vessel. The dispersion relation in air is approximately $\omega \approx kc/n$ with refractive index $n = 1.0003 \approx 1$. This makes the temporal profile evolution of the probe pulse negligible after it leaves the plasma because the dispersion relation of air is close to vacuum. The intensity of the probe pulse is also low enough to keep the air from ionization.

One type of FROG is the second harmonic generation (SHG) FROG which was used in Schreiber’s experiment [22]. When a laser pulse enters the SHG FROG, the diagnostic then produces a trace as below,

$$I_{FROG}^{SHG}(k, \xi) = \left| \int_{-\infty}^{\infty} E(\xi)E(\xi - \xi)e^{-ik\xi}d\xi \right|^2.$$  \hspace{1cm} (4)

The diagnostic uses a Fresnel biprism to split the pulse into two pulses with varied delay to each other, a thick SHG crystal to combine these two pulses and splits the combined pulse into its frequency component. These components make it possible to get the trace in a single shot. From the trace, the temporal intensity profile, $|E(\xi)|^2$, and phase profile, $\phi(\xi)$, of the pulse can be retrieved using a retrieval algorithm [27–29].

The retrieval algorithm first sets an initial guess of $E(\xi)$. The algorithm then iteratively updates the guess to match the FROG trace from the experiment. After it reaches a convergence, the algorithm then shows the last guess of $E(\xi)$ as the measured electric field, including its intensity and phase. From the measured phase profile, the local frequency in air can be obtained by

$$f(\xi) = \frac{c}{2\pi} \frac{\partial \phi(\xi)}{\partial \xi}.$$  \hspace{1cm} (5)

The retrieval algorithm can produce accurate results of the intensity and phase profile. It has been reported several times that the root mean square (rms) error from the retrieval algorithm is less than 0.5% for SHG FROG [27–29].

Although the rms error reaches below 0.5%, the phase profile cannot be determined accurately where the probe’s intensity is too small compared to its peak intensity. The frequency change where the probe’s intensity is very small does not induce a significant change to the FROG trace. Therefore, the retrieval algorithm cannot determine accurately the phase at that point.

C. Integration filter

Equation (1) shows that one can obtain the average value of $\partial n/\partial \xi$ if the frequency change is measured. Thus, in order to get the electron density distribution, the frequency-change term needs to be integrated once with respect to position in the laser’s frame of reference, $\xi$. However, if the integration is done by getting the cumulative sum of $\partial n/\partial \xi$, a small DC offset could cause the result being tilted.

In order to suppress the DC offset error, one can apply a custom digital filter to do the integration. Figure 2 shows

FIG. 2. Amplitude (solid line) and phase response (dashed line) of an example filter.
the amplitude and phase response of an example filter. For a normal integration filter, the amplitude response at low frequency is very high. Thus in the filter, the amplitude response at the low frequency is suppressed to avoid the result being tilted as in Fig. 3. The high frequency terms in the filter is also removed to avoid unwanted noise in the signal. The oscillating amplitude response at high frequency is due to imperfect filter (i.e., limited number of coefficients in the filter). The filter design does not need *a priori* knowledge of the density profile. It is flexible as long as it suppress low and high frequency terms and has similar form with a normal integration filter for $\omega / \omega_p \geq 1$.

IV. RESULTS AND DISCUSSION

A. Simulation of measurement results

From the simulation results, we obtain the electric field of the probe pulse. Applying Eq. (2) produces the Wigner distribution of the signal in phase space. One example of the Wigner distribution of a signal is shown in Fig. 4. In the distribution, the photon acceleration effect is observed. The frequency at some positions increases and decreases. Inserting this frequency profile into Eq. (1), one can obtain the measured density profile of the wakefield. The measured values can be compared with the actual density profile of the wakefield which is obtained directly from the simulation.

From the Wigner distribution of the electric field, one can get the local frequency for every position in the laser’s reference frame using Eq. (3). According to the equation, the accuracy of the measurement would be good if the intensity at that point is not very small or not too far from the probe’s centre. Because of that, we did the measurements only at positions where the intensity is more than 0.5% of the maximum intensity. At the other positions, we take the frequency change as zero. The lower one chooses the threshold value, the wider measurement result becomes, but the inaccuracy also increases. We chose the value of 0.5% to get wide measurement results while still maintaining the accuracy.

Figure 5 shows the comparison between the measured electron density and the actual density over the distance. At $z - ct < 0.1$ mm, there is some simulation noise in the actual values. Over propagation length less than 6 mm, the measurement agrees well with the actual average value. However, if the laser pulse propagates too far, the measurement fails to match with the actual value. This is because of the photon trapping effect, which we will explain in Sec. IV B 2.

In order to determine the accuracy of the measurement, we provide the normalized root mean square error (NRMSE) between measurement and actual values. The NRMSE is defined by

$$\text{NRMSE} = \frac{\text{RMSE}}{\max(n_a) - \min(n_a)}$$

$$\text{RMSE} = \sqrt{\frac{1}{\xi_f - \xi_0} \int_{\xi_0}^{\xi_f} (n_m(\zeta) - n_a(\zeta))^2 d\zeta}$$

where $\xi_0$ and $\xi_f$ denote the lower and upper range in position where the NRMSE is calculated, $n_m(\zeta)$ and $n_a(\zeta)$ respectively denote the measured and the actual values as function of position in the laser’s reference frame, $\zeta$. The choice of range $\xi_0$ and $\xi_f$ depends on the probe pulse’s duration. Longer ranges can be chosen for longer probe pulse durations. Note that before calculating the NRMSE values, we removed the noise at $z - ct < 0.1$ mm from actual density values by applying a low pass filter.

The NRMSE of the measurement is shown in Fig. 6 for several propagation lengths. As shown in the graph, the measurement achieves less than 10% NRMSE over the
propagation length of less than 6 mm. After the probe pulse propagates 6 mm, the error increases and becomes unstable. This is where the photon trapping effect occurs.

Although the deviation seems larger at small propagation lengths (from Fig. 5), the error is smaller at small propagation length according to Fig. 6. This is mostly caused by noise which is suppressed using a low pass filter before calculating the NRMSE values.

B. Measurement constraints

In doing measurements using the photon acceleration technique, there are several constraints and limitations that one needs to take into account. The constraints and limitations can spoil the measurement, but they can be minimized by providing the correct parameters.

1. Small frequency change

The first limitation is when the frequency change is not observable. The frequency change in photon acceleration in some cases is very small and thus very hard to measure precisely. We can take the AWAKE experiment [30] as an example. In the AWAKE experiment, the plasma density is \( n_0 = 7 \times 10^{14} \text{ cm}^{-3} \), laser wavelength is 800 nm, propagation length is 10 m and the relative density perturbation is about \( \Delta n/n_0 \sim 0.1–0.5 \). Based on Eq. (1), the frequency change is about \( \sim 0.3\% \) of the initial frequency. Thus one needs diagnostics with frequency precision up to \( \sim 0.003\% \) around 800 nm to make a good measurement with 1\% precision of the frequency shift. With the technology of FROG that can measure the frequency change up to \( \sim 0.0003\% \), this technique can be applied to a plasma with density as low as \( \sim 1 \times 10^{14} \text{ cm}^{-3} \), using the same propagation distance and density perturbation with the AWAKE experiment. The number can be lower for longer plasma column or with more precision and accurate diagnostic tools.

Moreover, a short pulse can have a broad frequency spectrum. If the pulse is too short and the frequency change is too small, it would be also too hard to observe the frequency change. In order to make the measurement easier, the laser’s frequency change should be greater than bandwidth of the pulse or \( \Delta \omega > \omega_{\text{bw}} \). By considering the Gabor limit [31], \( \tau_{\text{pulse}}(\omega_{\text{bw}}/2\pi) \geq 1/2 \), and Eq. (1), the minimum duration of the probe pulse should be
The propagation scale length is proportional to

\[ s_{\text{trap}} \propto \lambda_p (\omega_0/\omega_p)^2 (\delta n/n_0)^{-0.5}, \]  

where \( \lambda_p \) is the plasma wavelength and \( \delta n/n_0 \) is the relative perturbation of the wakefield.

For the laser and plasma parameters considered here, the value of the right-hand side of Eq. (8) is about \( \sim 30 \) mm. From Fig. 6, the photon trapping effect is observed at 6 mm. Therefore, the photon trapping effect should be considered after propagated about 20% of the right-hand side value of Eq. (8). By considering this propagation length limit, the photon acceleration measurement can be applied to a plasma with density up to \( \sim 4 \times 10^{18} \) cm\(^{-3} \) in a 2 mm gas jet. The number can be higher for higher probe's frequency or a narrower gas jet.

One way to determine if the photon trapping should be taken into account is by looking at the intensity distribution of the laser obtained by Eq. (3). Figure 7 shows the probe laser’s intensity distribution at several propagation lengths. As shown in the figures, the laser intensity gets modulated as it travels along the plasma. And at some distance, the laser intensity at some points go to zero and intensity at some points become very high as shown on Fig. 7d. This shows that the photon trapping has occurred.

### 3. Laser displacement

Up to this point, we assumed that the laser is always moving along with the wakefield. However, this may not be true for all cases. If the group velocity of the probe pulse is not the same as the phase velocity of the wakefield, the laser could be displaced with respect to the wakefield. This could happen if the experiment uses a particle beam to drive the wakefield [30]. In other cases, one might employ different frequencies between the pump and the probe pulses to more easily distinguish between them [14]. There are also cases where the pump pulse is depleted, so it propagates slightly less than its group velocity [35]. In those cases, the laser displacement should be considered because it changes the measurement values.

To show the effect of laser displacement, another simulation is performed with the same conditions but with a probe wavelength of 1600 nm. Figure 8 shows the measurement result using this probe compared with the actual average density after it travels 1.4 mm in the plasma wakefield. As shown in the figure, the measurement result is shifted backward by 1.6 \( \mu \)m and slightly smaller than the actual value. This shift is caused by the difference of group velocity of the probe pulse and phase velocity of the wakefield.

Using Eq. (1) and by considering that the pulse is moving relative to the wakefield, a total shift of the measurement is obtained as,

\[ \Delta s \approx s (v_g - v_p)/2v_p, \]  

where \( v_g \) and \( v_p \) are group velocity of the laser probe pulse and phase velocity of the plasma, respectively, and \( s \) is the propagation length. Equation (9) also assumes that the
wakefield amplitude and wavelength is constant and not changing over time. For the case with probe wavelength of 1600 nm, Eq. (9) gives \( \Delta s = -1.2 \, \mu \text{m} \) with \( s = 1.4 \, \text{mm} \), while the simulation result gives \(-1.6 \, \mu \text{m}\).

Besides the horizontal shifting, the laser displacement effect also caused the measurement values to be scaled down slightly. By doing the same derivation with Eq. (9), one can get the decrement of the measured values because of laser displacement as below,

\[
\frac{\Delta n}{n - n_0} \approx -\frac{1}{24} k_p^2 s^2 (v_g - v_p^2)/c^2. \tag{10}
\]

Thus, if the laser propagates for long distance, the correction above should be taken into account to improve the measurement accuracy.

4. Stimulated Raman scattering

If a laser pulse propagates in plasma for quite a long distance, the oscillation in plasma can lead to the generation of electrons and ions waves in various directions, e.g., stimulated Raman scattering (SRS) and stimulated Brillouin scattering (SBS), etc. In this model, SBS growth is negligible since the laser intensity is very small. For SRS, the scattered wave that can spoil the measurement is the forward-scattered wave.

Along the probe pulse propagation in the plasma, the scattered wave grows exponentially and propagates together with the probe pulse. In order to maintain a good measurement, the amount of exponentiation, \( \kappa \), should not be too large. According to Antonsen and Mora [36], the amount of exponentiation of a pulse with duration \( \tau \) is

\[
\kappa = \left( a_0^2 k_p a_0^2 s \tau / 2 \omega_0 \right)^{1/2} \tag{11}
\]

where \( a_0 \) is normalized intensity of the laser and \( s \) is the propagation length. To estimate the maximum laser intensity, the amount of exponentiation is set to unity and solved for \( a_0 \).
achieve this condition, one needs the beam must be shorter than twice of its Rayleigh length. To the condition implies that the total propagation length

\[ w < w_0 \sqrt{2} \]

The measurement result (dashed line) is shifted backward by 1.6 \( \mu m \) relative to the actual value (solid line).

\[ a_0 \lesssim (2\omega_0/k_o a_p^2 \sigma)^{1/2}. \]  

(12)

Intensities slightly larger than (12) are still permitted as long as they are not much larger. For the simulation case in this paper, \( \kappa \approx 0.25 \) for propagation length of 6 mm. The value gives the grow factor of \( e^\kappa \approx 1.3 \) which indicates that the scattered wave does not grow significantly.

5. Laser beam divergence

In the simulations presented in this paper, we assume that the electromagnetic wave is a plane wave propagating in the \( z \) direction. However, for a finite transverse size of the laser pulse, its Rayleigh length [37] must be taken into consideration.

In order to use this diagnostic technique, one needs the probe pulse to be collimated along the propagation length. It is assumed that the laser is collimated when the beam’s waist size is \( w < w_0 \sqrt{2} \) with \( w_0 \) as its minimum waist size. The condition implies that the total propagation length must be shorter than twice of its Rayleigh length. To achieve this condition, one needs the beam’s waist size of

\[ w_0 > (sc/\omega_0)^{1/2}. \]  

(13)

If the beam waist is larger than the transverse size of the plasma wakefield, one can put an optical aperture in front of the FROG to sample only that part of the probe that diagnoses the plasma wakefield. If the laser pulse is tight focused at a particular position, it will sample the plasma wave only at that point. This will be the subject of a future study.

V. CONCLUSIONS

Results from our simulation show that the measurement of a density profile in a plasma wakefield can be performed using photon acceleration. The measurement is done by sending a long laser probe pulse behind the short pump pulse which generates the wakefield. From our simulation results, the measurement values achieve a normalized root mean square error of less than 10%, although the exact value needs to be determined for a given set of experimental parameters.

There are also constraints to be considered before doing a photon acceleration measurement. Those are small frequency changes, photon trapping effects, laser displacement, stimulated Raman scattering, and laser beam divergence. If the propagation length is too small, then the frequency change could be undetectable. However, if the propagation length is too far, the photon trapping effect and the stimulated Raman scattering could spoil the measurement result. Also, if the probe’s group velocity is not same as the phase velocity of the wakefield, the inaccuracy of the measurement could also increase. By considering these effects, one can determine the optimal parameters of the probe and propagation length for a given set of experimental parameters. This technique can be applied on laser wakefield experiments with plasma density from \( \sim 1 \times 10^{14} \text{ cm}^{-3} \) to \( \sim 4 \times 10^{18} \text{ cm}^{-3} \) with reasonable experimental parameters.
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