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Abstract

A search for long-lived particles was performed with data corresponding to an integrated luminosity of 2.6 fb$^{-1}$ collected at a center-of-mass energy of 13 TeV by the CMS experiment in 2015. The analysis exploits two customized topological trigger algorithms and an offline displaced-jet tagging algorithm. The multiplicity of displaced jets is used to search for the presence of a signal with a proper lifetime between 1 mm and 1000 mm. Pair-produced long-lived decays to four-jet final states, with cross sections larger than 1.2 fb are excluded for a proper lifetime of 50 mm. For pair-produced long-lived decays to two b quarks and two leptons with equal decay rates between lepton flavors, cross sections larger than 2.5 fb are excluded for proper lifetimes between 70 mm and 100 mm. As a mass exclusion bound, pair-produced long-lived R-parity violating top squarks lighter than 550–1130 GeV are excluded depending on their lifetime and decay mode. This mass exclusion bound is currently the most stringent bound available for top squark proper lifetimes greater than 3 mm.
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Chapter 1

Introduction

“The first principle is that you must not fool yourself – and that you are the easiest person to fool.”

– Richard P. Feynman

When convincing ourselves of something new, to make assertions with confidence, we must be cautious. Personally, this means avoiding believing I know something, when I do not understand the underlying assumptions or the importance of a conclusion. Using some theorem or an algorithm by name without knowing its origins or how it is implemented, while perhaps inevitable for practical purposes, is at best precarious and at worst dishonest. Rather, knowledge drawn by connecting a path of fundamental assumptions/principles with the necessary corollaries, and arriving at an ultimate conclusion affords a security in one’s results.

Fortunate for those wish to take this bottom-up approach to its ultimate and earthly end, history’s scientific heroes have developed a field of study for the foundational principles of the physical world. The study of high energy particle physics, while limited in its applicable scope, allows one to make connected steps from core postulates of nature, to the experimental observations inside of high energy experiments. In this way, this thesis is an effort to build up an intellectually continuous
Figure 1.1: The discovery of the standard model particle content through time. [67]

(albeit coarse) discussion on how to make quantitative statements about fundamental physics by utilizing the massively complex experiments found at the Large Hadron Collider (LHC).

In pursuit of a theory of fundamental interactions, the Standard Model of particle physics, has performed miraculously well within its scope. As of the July 4, 2012 discovery of the Higgs Boson, the complete particle content of the theory has been discovered (Figure 1.1). Precision electroweak measurements have held up to calculations to 14 significant figures [36]. These measurements are more precise than correctly measuring the distance between the earth and the moon (3.8 × 10^8 meters) within the width of a human hair (1.7 × 10^{-5} meters).

However, the Standard Model is not a theory capable of describing everything, it rather functions as a tool to discover new fundamental physics. By consistently incorporating what we understand into a single theory, we can search for more complete physics by looking for deviations from the model in nature.

Here I list a series of outstanding questions within the Standard Model, while not complete, can sufficiently motivate the need to search for beyond the standard model
(BSM) physics. I group questions into two categories. The first set of questions are forward looking and ask how will known phenomenon be incorporated into an extension of the Standard Model.

- **Gravity**: How will the Standard Model which describes the weak, strong, and electromagnetic force be extended into a theory of quantum gravity?

- **The Hierarchy Problem**: How can the Higgs mass be so small compared to the size of the leading one loop contributions to the mass? How can the vacuum energy of the universe be nearly zero when calculations yield values that are 100 orders of magnitude larger?

- **Neutrino Masses**: How will an extended theory generate the masses of neutrinos which are known to be non-zero from neutrino oscillation experiments?

- **Dark Matter**: How will the abundance of dark matter observed in the universe be described?

- **Stability of the Vacuum**: Given the mass of the Higgs, the universe’s vacuum is meta-stable. How has the vacuum not decayed? What physics, if any, would resolve this meta-stability?

- **UV Completeness**: The Standard Model is interpreted as the low energy effective theory of a larger theory. What physics will complete the theory at high energies? Will the gauge coupling strengths unify at high energies?

The second set of questions asks why does the Standard Model take its specific form. Are there deeper principles that explain why? Or will we ultimately need to accept these ideas without a simpler explanation?

- **Gauge Theory**: Why does the Standard Model have the gauge group \( SU(3) \times SU(2) \times U(1) \)? Does the universe accept a more complete symmetry group that is then broken into these components?
Figure 1.2: A summary of mass exclusions for supersymmetric models in 7 + 8 TeV data by the CMS experiment.

- **Space-time and Particle Content:** Why are there three families of particles and 3+1 space-time dimensions? Is space-time an emergent phenomenon? Are there extra dimensions which explain the weakness of the gravitational force?

- **Naturalness:** Are the free parameters of our theory natural? That is, are small values of free parameters an artifact of new physics yet to be incorporated or are the observed values coincidental?

- **Strong CP Problem:** Why is there no evidence of the term $\theta \epsilon_{\mu \nu \rho \sigma} F^{\rho \sigma} F_{\mu \nu}$ in the Standard Model Lagrangian ($\theta < 10^{-10}$)?

So what then are the candidates for BSM physics? A multitude of full and simplified models are tested in hopes of observing statistically significant deviations from the Standard Model (Figures 1.2 and 1.3) in 7, 8, and 13 TeV data by both the ATLAS
Figure 1.3: A summary of mass exclusions for exotic models in 8 + 13 TeV data by the CMS experiment.

and CMS experiments at the LHC. Searches for models containing the most theoretically motivated signatures (jets and missing energy, two leptons, two jets, missing energy, among many others) have significantly narrowed the remaining parameter space where BSM physics could be hiding.

The most popular answer to many of the questions posed above is Supersymmetry (SUSY), a new symmetry of space time, that would imply heavy super partners to Standard Model particles whose masses are heavier, but still explorable at the LHC. The expectation of discovering SUSY at the LHC has been largely motivated by the naturalness of the theory. For a given model of Supersymmetry the mass of the Standard Model Higgs boson is sensitive to the high energy scale where SUSY exists ($m_{SUSY}$), its mass, of order the electroweak scale, ($m_h \approx m_{EW} \ll m_{SUSY}$)
We expect that $M_{\text{SUSY}} \leq 1$ TeV to keep the tuning of our theory $m_{\text{EW}}^2 / m_{\text{SUSY}}^2$ close to unity.\ldots new scalars are yet to be seen.

Figure 1.4: (top) The 1 loop contribution to the Higgs mass induced by a fermionic top loop. (bottom) The one loop correction to the Higgs mass due to a scalar stop loop.

would need to be tuned to order $m_{\text{EW}}^2 / m_{\text{SUSY}}^2$. To avoid fine-tuning, we would like $m_h^2 \approx m_{\text{SUSY}}^2 \implies m_{\text{SUSY}} \leq 1$ TeV. More specifically, knowing $m_H \approx 125$ GeV we expect light SUSY partners (in particular, light top quark partners) less than 1 TeV to stabilize the quadratic divergences of 1 loop corrections to the Higgs mass (Figure 1.4). The naturalness of a theory, has long been a guiding principle of model building extensions to the Standard Model, but unfortunately these scalar partners, despite considerable effort, have not yet been discovered.

As the parameter space of possible BSM physics continues to narrow and the kinematic gains from increasing the collider energy are no longer available, we must thoughtfully consider where we might have missed something. If new physics exists at the TeV scale and is still probable at the LHC, why is it yet to reveal itself? One such possibility is that the new physics is long lived.

A fundamental assumption of non-specific analyses is that the new physics will be prompt. That is to say, the BSM particles, when produced, will decay a distance from the original collision too small to detect. In these scenarios, there is a reconstructable vertex where the collision took place, and the final state particles will arrive at the detector face at predictable angles. In the case of long-lived physics, the BSM particles
will travel measurable distances in the detector before decaying. The resulting BSM decays will unlikely have a primary collision vertex and the final state particles may arrive at glancing angles to the detector face. In these cases, it has been shown standard particle identification techniques are inefficient and in many cases completely veto long-lived signatures. If nature exhibited long-lived BSM behavior, prompt searches would unintentionally clean it from their signal regions at early stages in the data processing.

The theoretical motivations for long-lived particles arise in a variety of scenarios including, but not limited to:

- Split Supersymmetry [9, 32, 8, 10, 37]
- Twin Higgs Models [26]
- WIMP Baryogenesis [27]
- Hidden Valley Models and Higgs Portal Processes [35]
- R-Parity Violating SUSY [33]

This search was designed from the initial data collection algorithms to the final background prediction to be as inclusive as possible to all displaced signatures. Prompt analyses have been shown to have strong sensitivity to signatures with proper lifetimes less than 1 mm. Accordingly, this analysis is tuned to target complementary lifetimes greater than 1 mm. Essential to this study is the definition of a displaced jet tag, which does not rely on commonly utilized physics objects, but rather is constructed from the geometry of globally reconstructed charged particle tracks matched to separately reconstructed clusters of calorimeter energy. The result is an object with strong background rejection (1 in 2000 false positives) with sensitivity to electrons, jets, and taus in any combination. The simplicity of the construction also exhibits sensitivity to exotic BSM jets without narrowing the scope of the analysis.
This document is organized beginning from the fundamental theory that describes the Standard Model (Chapter 2). The underlying framework of quantum field theory is built up from classical equations of motion and the structure of the Standard Model is described in some detail. The theory is then connected with the methods of simulation and physics necessary to evolve the initial scattering amplitudes to the final state showering in Chapter 3. After a discussion of the individual sub-detectors of the experiment in Chapter 4, Chapter 5 will outline the studies leading to definition of the displaced jet tag. Chapter 6 will describe the analysis and summarize the results of the search as found in the public document [2] and presented at Moriond 2017 [39] and Aspen 2017 [6]. Conclusions will be drawn in Chapter 7.
Chapter 2

Theory

2.1 Introduction

It is the goal of this section to succinctly derive some of the principal aspects of the Standard Model of particle physics and discuss the fundamental assumptions that give structure to the theory. Starting from classical physics how do we build up to an interacting theory of quantum theory of fields with the particle content of the Standard Model? What are the guiding principles of this model? And importantly what pieces of the theory have been put in by hand to agree to experiment?

First, we will describe the Lagrangian formulation of classical mechanics. From here we introduce, classical field theory and the fundamental quantization of quantum mechanics to arrive at quantum field theory (QFT). By way of Lagrangian symmetries in a QFT, we will elaborate on gauge theories and how local gauge symmetries give rise to the interactions mediating the fundamental forces. We will review spontaneous electroweak symmetry breaking (EWSB) and the tools used to calculate scattering amplitudes. Ultimately, we will discuss radiative corrections, renormalization and Supersymmetry as an extension of the Standard Model.
2.1.1 Quantum Field Theory

Lagrangian Mechanics

In Lagrangian mechanics, the time evolution of some generalized coordinate $q$ can be determined via the fundamental principle of minimal action for $\delta S = 0$ where $S = \int dt L$. Where the Lagrangian $L$ is difference between the kinetic and potential energy $T - V$.

$$S[q(t)] = \int_{t_1}^{t_2} L\left(q, \frac{dq}{dt}, t\right) dt$$

where $S$ is a functional of the time dependent generalized coordinate $q(t)$. Letting $\dot{q} = \frac{dq}{dt}$ the equations of motion are derived by varying $S$

$$\delta S = \int_{t_0}^{t_1} \left[ \frac{\partial L}{\partial \dot{q}} \delta \dot{q} + \frac{\partial L}{\partial q} \delta q \right] dt$$

Note that $\delta \dot{q} = \delta \frac{dq}{dt} = \frac{d}{dt} (\delta q)$. Integrate the first term by parts, and require that $\delta q$ vanish at the boundaries:

$$\int_{t_0}^{t_1} \left[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) \delta q + \frac{\partial L}{\partial q} \delta q \right] dt = \delta S = 0$$

by the principle of minimal action we have arrived at the Euler equations of motion:

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) = \frac{\partial L}{\partial q}$$

For a generic Lagrangian with potential energy term $V(q)$, $L = \frac{1}{2}m \dot{q}^2 - V(q)$ we obtain the classical equation of motion as a differential equation $m \ddot{q} = -\frac{dV}{dq}$ that is $F = -\frac{dV}{dq}$. 
Classical Field Theory

In comparison with classical mechanics, which deals with finitely many general coordinates $q_i$, classical field theory deals with an infinite number of degrees of freedom $\phi_i(\vec{x}, t)$ with a degree of freedom for each spatial coordinate $\vec{x}, t$ and index $i$. For simplicity we use a single index $\mu$ for the four space-time dimensions and utilize the Einstein summation convention where repeated indices are summed over $x_i x_i \equiv \sum_i x_i x_i$.

The corresponding action can be written in terms of a lagrangian density $L(\phi, \partial_\mu \phi)$

$$S = \int dt L = \int d^3 x \int dt L(\phi, \partial_\mu \phi) = \int d^4 x L(\phi, \partial_\mu \phi)$$

Similarly, we arrive at classical Euler-Lagrange equations of motion:

$$\partial_\mu \left( \frac{\partial L}{\partial (\partial_\mu \phi)} \right) = \frac{\partial L}{\partial \phi}$$

We now consider the simple free Lagrangian density for a real scalar field $\phi$:

$$L = \frac{1}{2} (\partial_\mu \phi)^2 - \frac{1}{2} m^2 \phi^2 = \frac{1}{2} (\partial_t^2 - \nabla^2) \phi - \frac{1}{2} m^2 \phi^2$$

we have achieved a relativistically invariance for free as all indices are contracted. To see this, consider a Lorentz transformation $\Lambda$ on the kinetic term. The transformation induces $\phi(x) \to \phi'(x) = \phi(\Lambda^{-1} x) = \phi(y)$. The transformation is $\Lambda$ as we actively rotate the coordinate system rather than rotating the field.

$$\partial'^\nu \partial_\mu = \eta_{\mu \nu} \partial' \partial'^\mu \to_\Lambda \eta_{\mu \nu} (\Lambda^{-1})^\mu_{\rho} (\Lambda^{-1})^\nu_{\sigma} \partial'^\rho \partial'^\sigma = \eta_{\rho \sigma} \partial^\rho \partial^\sigma = \partial_\mu \partial^\mu$$

where we have used invariance of the spacetime metric under Lorentz transformations.

As the action integrates over all space time, the change of variable from $x \to y$ is
inconsequential and yield the same equations of motion. Applying the Euler-Lagrange equation we arrive at the classical relativistically invariant Klein-Gordon equation.

\[(\partial^2 + m^2)\phi = 0\]

taking the Fourier transform of state \(\phi\):

\[\phi(\vec{x}, t) = \int \frac{d^3p}{(2\pi)^3} e^{i\vec{p} \cdot \vec{x}} \phi(\vec{p}, t)\]

Where the \((2\pi)^3\) is a normalization convention on the field. Applying the Klein Gordon equation

\[(\partial^2 + m^2)\phi(\vec{p}, t) = (\partial_t^2 + \vec{p}^2 + m^2)\phi(\vec{p}, t) = 0\]

In this form, we recognize that this is just the equation of motion for a harmonic oscillator, \(\partial_t^2 \phi = -\omega^2 \phi\) with energy \(\omega^2 = (\vec{p})^2 + m^2\).

The Canonical Quantization

Quantum mechanics consists of four fundamental postulates. Here we enumerate the postulates and their classical counter parts [58]:

1. **Particle State**: In classical mechanics, a the state of a particle is determined by two variables \(x(t)\) and \(p(t)\). In quantum mechanics, the state is a vector \(|\psi\rangle\) in a Hilbert space \(\mathcal{H}\).

2. **Dynamic Variables**: Classically, all dynamical variables are a function only \(x(t)\) and \(p(t)\). In quantum mechanics, classical variables represented as a function of \(x\) and \(p\) are instead represented by Hermitian operators \(X\) and \(P\) that satisfy the commutation relation \([X, P] = XP - PX = i/\hbar\).
3. **Measurement**: Classically, the particle state is unaffected by measurement and strictly deterministic based on the values of \(x\) and \(p\). Quantum mechanically, a particle in a state \(|\psi\rangle\) when measured will yield and eigenvalue \(\omega\) of the operator \(\Omega\) with probability \(|\langle\omega|\psi\rangle|^2\). After measurement, the particle state is in the corresponding eigenvector \(|\omega\rangle\).

4. **Time Evolution**: Classically, \(p\) and \(x\) change with time according to Hamilton’s (or Lagrangian) equations of motion. Quantum mechanics asserts the state vector evolves with time according to the Schrödinger equation: 

\[i\hbar \frac{d}{dt} |\psi(t)\rangle = H|\psi(t)\rangle.\]

Where \(H\) is the Hamiltonian with classical \(p\) and \(q\) replaced by the corresponding quantum mechanical operators.

The canonical quantization arises because the position and momentum operators no longer not commute (postulate 2). This is the source of the famous Heisenberg uncertainty principle that there are no simultaneously measurable states of \(p\) and \(q\).

If we consider the quantum harmonic oscillator with Hamiltonian:

\[H = \frac{p^2}{2} + \frac{1}{2}\omega^2 q^2\]

and define the creation \((a^\dagger)\) and annihilation \((a)\) operators

\[a = \sqrt{\frac{\omega}{2}}q + \frac{1}{\sqrt{2\omega}}p\quad \text{and}\quad a^\dagger = \sqrt{\frac{\omega}{2}}q - \frac{1}{\sqrt{2\omega}}p\]

we can re-write the position and momentum operators in terms of these operators:

\[q = \frac{1}{\sqrt{2\omega}}(a + a^\dagger)\quad \text{and}\quad p = -i\frac{\omega}{2}(a - a^\dagger)\]
substituting into the Hamiltonian we find a simple solution after applying the commutation relation \([p, q] = -i\) (using units where \(\hbar = 1\)):

\[
H = \left(a^\dagger a + \frac{1}{2}\right) \omega
\]

Consequently the operations \([H, a]|E\rangle = (E - \omega)a|E\rangle\) and \([H, a^\dagger]|E\rangle = (E + \omega)a^\dagger|E\rangle\) show that the operators raise and lower the energy of the harmonic oscillator in multiples of \(\omega\). The energy levels are quantized (i.e. restricted) to integer units of \(\omega\).

\(a\) and \(a^\dagger\) are also referred to as ladder operators, as they raise and lower the energy state by 1 unit of \(\omega\) with a non zero ground state energy \(\omega/2\).

We can build a quantum field by promoting the coordinate \(q\) to a field \(\phi\) in the same way as the classical field theory. This step is often referred to by a misleading name: “the second quantization”, however there is only a single quantization in the theory (the quantum quantization). We now write the solution to the Klein-Gordon equation as an infinite sum of creation and annihilation operators that create or destroy a particle with energy \(\omega_p^2 = p^2 + m^2\) designated by its four-momentum \(p\).

Taking the Fourier transform:

\[
\phi(\vec{x}, t) = \int \frac{d^3p}{\sqrt{2\omega_p}} \left[ a_pe^{ipx} + a^\dagger_p e^{-ipx}\right]
\]

Quantum fields allow us to account for the observed phenomenon that particles are created and destroyed. Physical law is stated in terms of fields with infinite degrees of freedom that describe particles as excitations at points in space time. Ultimately, this will allow us to describe interactions occurring through virtual particles that are created and destroyed, but never observed. These kinematically unconstrained effects are a departure from the typical study of quantum systems with finite degrees of freedom.
Although the above result only applies for a real scalar field (spin 0), the corresponding fermionic field (spin-$\frac{1}{2}$) field can be found similarly starting from the Dirac equation but now includes spinors. Written in momentum space

$$
\psi = \sum_s \int \frac{d^3k}{(2\pi)^3 2E_p} \left[ u(s, p)a_{s,p}e^{-ikx} + v(s, p)a^\dagger_{s,p}e^{ikx} \right]
$$

$$
\bar{\psi} = \sum_s \int \frac{d^3k}{(2\pi)^3 2E_p} \left[ \bar{v}(s, p)a_{s,p}e^{-ikx} + \bar{u}(s, p)a^\dagger_{s,p}e^{ikx} \right]
$$

where the sum is taken over spin polarizations $s$ and $u, v, \bar{u}, \bar{v}$ are dirac four-spinors which satisfy the completeness relationships with

$$
\sum_s u\bar{u} = p^\mu \gamma_\mu + m
$$

$$
\sum_s v\bar{v} = p^\mu \gamma_\mu - m
$$

Here, the gamma matrices $\gamma^\mu$ satisfy the anti-commutation relationships $\{\gamma^\mu, \gamma^\nu\} = \gamma^\mu\gamma^\nu + \gamma^\nu\gamma^\mu = 2\eta^{\mu\nu}$. The creation and annihilation operators now create states with a spin and momentum.

### 2.1.2 Symmetries

**Noether’s Theorem**

The importance and the consequences of symmetries cannot be understated in physics. The invariance of the action (equivalently the equations of motion) under linear translations of the coordinates gives rise to conservation of momentum. Similarly, rotations of the coordinate space yields the conservation of angular momentum. This is a consequence of Noether’s theorem, that every continuous symmetry of the action has a corresponding conservation law.

To be concrete, let us consider an action that is invariant under some field transformation $\phi \to \phi + \delta \phi$. If we consider a gauge transformation $\phi \to e^{i\beta} \phi$ then the
infinitesimal transformation is \( \delta\phi = i\beta\phi \), here we assume the principle of minimal action \( (\delta S = 0) \) under this variation. This is the same as \( \delta L \) up to surface terms in the action integral.

\[
\delta L = \left[ \frac{\partial L}{\partial \phi} \delta\phi + \frac{\delta L}{\partial(\partial_\mu\phi)} \delta(\partial_\mu\phi) \right] = i\beta \left[ \frac{\partial L}{\partial \phi} \phi + \frac{\partial L}{\partial(\partial_\mu\phi)} (\partial_\mu\phi) \right]
\]

We further require that the solution satisfying the Euler-Lagrange equations, and exchange the first term:

\[
= i\beta \left[ \partial_\mu \left( \frac{\partial L}{\partial(\partial_\mu\phi)} \right) \phi + \frac{\partial L}{\partial(\partial_\mu\phi)} (\partial_\mu\phi) \right] = i\beta \left[ \partial_\mu \left( \frac{\partial L}{\partial(\partial_\mu\phi)} \phi \right) \right] = \partial_\mu j^\mu
\]

Where \( j^\mu \) is the conserved current corresponding to the continuous symmetry. Accordingly minimal action tells us \( \delta L = 0 = \partial_\mu j^\mu \). Now consider the consequences for fermonic Lagrangian:

\[
L = \bar{\psi} (i\gamma^\mu \partial_\mu - m) \psi
\]

the corresponding current is \( j^\mu = i\bar{\psi} \gamma^\mu \psi = (\rho, \vec{j}) \) where \( \rho \) is charge density and \( \vec{j} \) is electric current. When we expand the index and \( \partial_\mu = (\frac{d}{dt}, \vec{\nabla}) \) we obtain the continuity equation:

\[
\frac{d\rho}{dt} + \nabla \cdot \vec{j} = 0
\]

This corresponds to the conservation of charge. The change in the charge density of the system is equal to the outflowing current. It is critical to the study of particle physics that we understand the consequences of symmetries of the Lagrangian under such transformations. The following sub-section will discuss the concept of symmetry in finer detail.
Symmetry Groups and Algebras

Describing symmetry mathematically requires the definition of groups. The study of groups is known as group theory and it is a subfield of abstract algebra. A group is an algebraic structure that consists of a set $G$ (eg. Integers) and a pairwise operation (eg. multiplication) $a \cdot b = c$ where $a, b, c \in G$. The group must also contain an identity $i \in G$ (ex. 1) such that $i \cdot g = g$ for all $g \in G$. All elements $g \in G$ must have an inverse $g^{-1} \in G$ such that $g \cdot g^{-1} = g^{-1}g = i$. The operation must additionally satisfy associativity $(a \cdot b) \cdot c = a \cdot (b \cdot c)$. The group does not necessarily need to be commute $a \cdot b = b \cdot a$, a common example in physics is matrix multiplication. $M_{ij}N_{jk} \neq N_{ij}M_{jk}$ for all matrices $M$ and $N$.

We can check the group of rotations $SO(3)$ (read special orthogonal group of dimension 3) about the origin in euclidian $\mathbb{R}^3$ under composition for group like properties. Clearly the composition of two rotations is another rotation, the inverse rotation is just rotating backward, and the identity is performing no rotation at all. The rotations can be represented by 3 by 3 matrices with real number valued element, determinant $\pm 1$, and inverses equal to their transpose $g^{-1} = g^T$. The group $SU(2) \cong SO(3)/\mathbb{Z}_2$, that is, $SU(2)$ is a double covering of $SO(3)$ corresponding to a redundancy of 2 elements $SU(2)$ for each element of $SO(3)$.

A lie group is a continuous group with a multiplicative law that is a differentiable function of the parameters. linear combinations of generator elements:

$$e^{-i\beta T^i} = U_G(\vec{\beta})$$

where the $T^i$ are the generator elements. For instance, we can build rotations in 3 dimensional space using the dimension 2 representation by exponentiating the Pauli
spin matrices $\vec{\sigma} = (\sigma_1, \sigma_2, \sigma_3)$ with a conventional $(1/2)$ normalization:

$$L_1 = \frac{\sigma_1}{2} = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad L_2 = \frac{\sigma_2}{2} = \frac{1}{2} \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \quad L_3 = \frac{\sigma_3}{2} = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

A lie algebra of a group $G$ is defined by the commutation relations of its generators $T^i$, specifically:

$$[T^i, T^j] = T^i T^j - T^j T^i = i c_{ijk} T^k$$

where $c_{ijk}$ are the structure constants of the algebra. The algebra is abelian if and only if all $c_{ijk} = 0$. Otherwise, by construction the $c_{ijk}$ must be anti-symmetric in any of the two indices.

The Poincaré symmetry group $SO(3,1)$ (Lorentz transformations + translations) is the source of the most fundamental conservation laws and the statistics of the quantum fields. A transformation of the space-time coordinate $x^\mu$ takes the form:

$$x^\mu \rightarrow \lambda^\mu_\nu x^\nu + a^\mu$$

where $\Lambda^\mu_\nu$ is a transformation from the Lorentz group $SO(3,1)$ (boosts and rotations) and $a^\mu$ is a translation consisting of single 4-vector $\mathbb{R}^{3,1}$.

The generators of the Poincaré group can be enumerated as generalized angular momentum operators: $M_{\mu\nu} = i(x_\mu \partial_\nu - x_\nu \partial_\mu)$ with the commutation relations:

$$[M_{\mu\nu}, M_{\rho\sigma}] = -i(\eta_{\mu\rho} M_{\nu\sigma} - \eta_{\nu\sigma} M_{\mu\rho} + \eta_{\nu\sigma} M_{\mu\rho} - \eta_{\mu\rho} M_{\nu\sigma})$$
However, by decomposing the operators into rotations and boosts these relations become much simpler. Define:

\[ J_i = \frac{1}{2} \epsilon_{ijk} M_{jk} \quad \text{and} \quad P_i = i \partial_i \quad \text{and} \quad K_i = M_{0i} \]

Where \( J \) and \( P \) are the familiar angular and linear momentum operators. The \( K_i \) correspond to rapidity boosts. With this notation, we can derive more easily digested commutation relations:

\[
\begin{align*}
[J_i, J_j] &= i \epsilon_{ijk} J_k \\
[P_0, J_j] &= 0 \\
[P_i, J_j] &= i \epsilon_{ijk} P_k \\
[P_0, K_i] &= i P_i \\
[P_i, K_j] &= i P_0 \delta_{ij}
\end{align*}
\]

For a given lie algebra, the dimension of the representation of the group is physically related to the quadratic Casimir. For a given concrete representation \( L_n \) for a \( n \) dimensional representation, the quadratic Casimir \( C_2 \) can be written as:

\[ L_n^2 = C_2(L_n) I \]

and for example in \( SO(3) \) \( J^2 = j(j + 1) I \)

where \( I \) is the identity. In \( SO(2) \) the \( j \) representation has dimension \( n = 2j + 1 \) with quadratic Casimir \( j(j + 1) \). For \( j = 0 \) we have \( n = 1 \) where the rotation is trivial and \( J^2 = 1 \). For \( j = 1/2 \), \( J^2 = \frac{3}{4} \), and \( n = 2 \). The Lorentz group can further be decomposed into \( SO(3, 1) \cong SU(2) \times SU(2) \) where \( SU(2) \) is the group of matrices with determinant \( \pm 1 \) where the inverses are the conjugate transpose: \( g^{-1} = (g^T)^* \). The fundamental fields in the Standard Model Lagrangian are characterized by the four corresponding combinations of \( SU(2) \) representations. The \((0,0)\) representation of \( SU(2) \times SU(2) \) corresponds to scalar spin 0 fields \( \phi \). The two chiral representations \((\frac{1}{2}, 0)\) and \((0, \frac{1}{2})\) correspond to fermionic matter fields \( \psi, \bar{\psi} \). The \((\frac{1}{2}, \frac{1}{2})\) representation
corresponds to the fundamental vector boson fields $W^i_\mu, B_\mu, G^i_\mu$ and the fields after EWSB. $W^{\pm}_\mu, Z^0_\mu, A_\mu, G^i_\mu$.

There are three fundamental gauge groups which govern the Standard Model which also arise as symmetries in unrelated systems. The first group, $U(1)$, governing electric hyper charge is simply unitary $1 \times 1$ matrices i.e. complex numbers. The second group in context of rotations in Euclidian space is $SU(2)$ governing the weak force. The group is generated by the Pauli spin matrices plus the identity with structure constants $c_{ijk} = \epsilon_{ijk}$. The final group $SU(3)$, the strong force gauge group, is similar in structure to $SU(2)$ and is generated by the eight Gell-Man matrices ($\lambda_i$ for $i = 1 \ldots 8$) and the identity matrix. The Gell-Mann matrices are the three dimensional analogues to the Pauli spin matrices. Each matrix is traceless and satisfies the commutation relations with anti-symmetric structure constants $f_{ijk}$.

Consider a field transformation $\phi_a \rightarrow \phi'_a$ under some lie algebra with generators $L_i$ such that the transformation is $U_g(\beta)$. In the Heisenberg picture of quantum mechanics where operators evolve but the states remain fixed:

$$\langle O' \rangle = \langle \phi | U_g^{-1}(\beta) O U_g(\beta) | \phi \rangle$$

$$\implies O' = U_g^{-1}(\beta) O U_g(\beta)$$

we obtain a transformed quantum field:

$$\phi'_a = e^{-i\vec{\beta} \cdot \vec{T}} \phi_a e^{i\vec{\beta} \cdot \vec{T}}$$

the exponentials can be expanded as nested commutators

$$\phi'_a = \phi_a - i[\vec{\beta} \cdot \vec{T}, \phi_a] + \frac{(-i)^2}{2} [\vec{\beta} \cdot \vec{\tau}, [\vec{\beta} \cdot \vec{T}, \phi_a]] + O(\beta^2)$$
If $L^i$ is the concrete representation of $T^i$. applying the commutation relation $[T^i, \phi_a] = -L^i_{ab}\phi_b$ gives the field transformation law in terms of the representation:

$$
\phi'_a = (e^{i\beta L})_{ab} \phi_b
$$

Similarly the conjugate field $\phi^\dagger_a$ transforms in the adjoint representation:

$$
\phi^\dagger_a = (e^{-i\beta L})_{ab} \phi^\dagger_b
$$

Local Gauge Invariance and the Covariant Derivative [53]

What if we promote the Lagrangian symmetry of fields under the Standard Model gauge symmetries to a local symmetry? The symmetry is local with a value dependent on the position in space-time $x^\mu$. For example, a local $U(1)$ gauge symmetry would transform the field $\psi$ as:

$$
\psi(x) \rightarrow e^{i\alpha(x)}\psi(x)
$$

If we then consider a direction derivative in the direction $n^\mu$ as defined:

$$
n^\mu \partial_\mu \psi(x) = \lim_{\epsilon \rightarrow 0} \frac{\psi(x + \epsilon n) - \psi(x)}{\epsilon}
$$

This is not going to have a simple transformation law, since the two states are not at the same point in space time. We need a connection $U(x, y)$ the derivative transformations simply. Taking the directional derivative:

$$
n^\mu \partial_\mu \psi(x) = \lim_{\epsilon \rightarrow 0} \frac{1}{\epsilon} (\psi(x + \epsilon n) - U(x + \epsilon n, x)\psi(x))
$$
where $U(x, y)$ is our connection and transforms as:

$$U(x, y) \to e^{i\alpha(x)}U(x, y)e^{-i\alpha(y)}$$

such that when we apply the transformation to the directional derivative we obtain:

$$n^\mu \partial_\mu \psi(x) = \lim_{\epsilon \to 0} \frac{1}{\epsilon} e^{i\alpha(x+n\epsilon)} (\psi(x + \epsilon n) - U(x + \epsilon n, x)\psi(x))$$

Now lets expand the transformation for an infinitesimal $\epsilon$:

$$U(x + \epsilon n, x) \approx U(x, x) + \epsilon n^\mu A_\mu(x) + O(\epsilon^2)$$

$$= 1 + \epsilon n^\mu A_\mu(x) + O(\epsilon^2)$$

The connection between $x$ and itself was trivial and we have specified an arbitrary (while suggestive) constant $c = ie$. If we would then like to see how this field $A_\mu$ transforms we need to check the $U(x, y)$ transformation:

$$e^{i\alpha(x)}U(x + \epsilon n, x)e^{-i\alpha(y)} = (1 + i\alpha(x + n\epsilon))(1 - ie\epsilon n^\mu A_\mu(x))(1 - i\alpha x)$$

$$= 1 + i\alpha(x + n\epsilon) - ie\epsilon n^\mu A_\mu(x) - i\alpha(x)$$

comparing this to the expansion of $U(x + \epsilon n, x)$ we see:

$$1 + ie\epsilon n^\mu A_\mu(x) \to 1 + i\alpha(x + n^\mu\epsilon) - ie\epsilon n^\mu A_\mu(x) - i\alpha(x)$$

$$A_\mu(x) \to \left[ \frac{\alpha(x + n^\mu\epsilon) + \alpha(x)}{\epsilon n^\mu\epsilon} + A_\mu(x) \right]$$

$$A_\mu(x) \to \left[ A_\mu(x) - \frac{1}{n^\mu} \partial_\mu \alpha(x) \right]$$

If we pick the axes such that $n^\mu = 1$ then we have the transformation law for the gauge field: $A_\mu(x) \to A_\mu(x) - \frac{1}{\epsilon} \partial_\mu \alpha(x)$. 
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Now that we understand how the field component must transform under a gauge transformation, apply a $U(1)$ gauge transformation $U(\alpha)$ to a field. It should be understood that $\alpha$ is now local.

$$\psi' = U(\alpha)\psi = (e^{i\alpha})\psi \quad \text{and} \quad L' = U(\alpha)\psi \partial^\mu (U(\alpha)\psi)$$

because the transformation is local, the derivative will act on the transformation and an extra term is generated:

$$\partial^\mu (U(\alpha)\psi) = U(\alpha)\partial^\mu \psi + (\partial^\mu U(\alpha))\psi$$

This term is not gauge invariant as the transformation appears explicitly. To account for this, we introduce a substitution for $\partial^\mu \rightarrow D^\mu$ which will allow us to preserve gauge invariance

$$\partial^\mu \rightarrow D^\mu = \partial^\mu + igA^\mu$$

Checking the transformation law for $\partial^\mu \psi \rightarrow D^\mu \psi$ with the necessary $A^\mu$ transformation included

$$\left( \partial^\mu + igA^\mu \right)\psi \rightarrow \left( \partial^\mu + ig(A^\mu + \frac{1}{g}\partial^\mu \alpha) \right) (e^{-i\alpha}\psi)$$

$$= e^{-i\alpha} \partial^\mu \psi + igA^\mu e^{-i\alpha} \psi - i\partial^\mu \alpha e^{-i\alpha} \psi + i\partial^\mu \alpha e^{-i\alpha} \psi$$

$$= e^{-i\alpha} (\partial^\mu + igA^\mu)\psi$$

$$= U(\alpha)D^\mu \psi$$
For non-abelian gauge groups, the introduction of the covariant derivative will enforce local gauge symmetry of the Lagrangian, but require modified substitutions

\[ A^{\mu,i} \rightarrow A^{\mu,i} - c_{ijk} \alpha_j A^{\mu,k} - \frac{1}{g} \partial^{\mu} \alpha_i L^i \]

\[ \partial^{\mu} \rightarrow D^{\mu} = \partial^{\mu} + igA_{\mu,i}L_i \]

where \( c_{ijk} \) are the structure constants, \( A_i \) are the gauge bosons for the transformation, and \( L_i \) are the concrete representations of the generators.

The consequence of promoting the partial derivatives to gauge symmetry preserving covariant derivatives yields new terms in the Lagrangian

\[ i \bar{\psi} \partial_{\mu} \gamma^\mu \psi \rightarrow i \bar{\psi} \partial_{\mu} \gamma^\mu \psi - e \bar{\psi} A_{\mu} \gamma^\mu \psi \]

New gauge interactions with the matter fields have arisen. The force’s symmetry group and the invariance of the Lagrangian naturally induce the force’s interactions with matter. Symmetries always have important consequences to a theory. The following section will expand in detail the variety of terms in the Standard Model Lagrangian.

### 2.1.3 The Standard Model Lagrangian

The Standard model of particle physics is a quantum field theory of 3+1 dimensional spacetime governed by a Lagrangian with four sectors and three local gauge symmetries developed to describe and study the physics of fundamental particles in the physical, observable universe.

The Standard Model Lagrangian has three types of fundamental fields: spin-0 (scalar boson), spin-1/2 (dirac fermion), and spin 1 (vector boson). Any theory describing
Table 2.1: Standard Model particle representations under the symmetry groups $SU(2)$ and $SU(3)$ respectively $n_2$ and $n_3$. Also listed is associated electroweak hyper charge $Y$ as well as the electric charge $Q$

<table>
<thead>
<tr>
<th></th>
<th>$q_L$</th>
<th>$l_L$</th>
<th>$u_R$</th>
<th>$d_R$</th>
<th>$e_R$</th>
<th>$\nu_R$</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_3$</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$n_2$</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$Y_{U(1)}$</td>
<td>1/6</td>
<td>−1/2</td>
<td>2/3</td>
<td>−1/3</td>
<td>−1</td>
<td>0</td>
<td>1/2</td>
</tr>
</tbody>
</table>

$Q = Y + T^3_L$ 2/3  −1  2/3  −1/3  −1  0  0

Table 2.2: The fundamental fields types contained in the SM Lagrangian [66]

<table>
<thead>
<tr>
<th>Field</th>
<th>Lagrangian Term</th>
<th>Field Dim. [Mass]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalar Field</td>
<td>$(1/2)(\partial_\mu \phi)(\partial_\mu \phi)$</td>
<td>$[\phi] = M^2$</td>
</tr>
<tr>
<td>Dirac Field</td>
<td>$\bar{\psi} M \psi$</td>
<td>$[\psi] = M^{3/2}$</td>
</tr>
<tr>
<td>Field Stress Tensor</td>
<td>$-(1/4) F_{\mu\nu} F^{\mu\nu}$</td>
<td>$[F_{\mu\nu}] = M^2$</td>
</tr>
<tr>
<td>Vector Field</td>
<td>$F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$</td>
<td>$[A_\mu] = M$</td>
</tr>
</tbody>
</table>

Table 2.3: The types of terms included in the Standard Model Lagrangian [66]

<table>
<thead>
<tr>
<th>Coupling Type</th>
<th>Lagrangian Term</th>
<th>Coupling Dim [Mass]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalar Coupling w/ Gauge Bosons</td>
<td>$\bar{\psi} A_\mu A^\mu \phi$</td>
<td>$[g] = M$</td>
</tr>
<tr>
<td>Scalar self-couplings</td>
<td>$g A_\mu (\partial_\mu \phi) \phi$</td>
<td>$[g] = 1$</td>
</tr>
<tr>
<td>Scalar self-couplings</td>
<td>$\bar{\psi} A_\mu A^\mu \phi$</td>
<td>$[g] = M$</td>
</tr>
<tr>
<td>Gauge Coupling</td>
<td>$g \bar{\psi} \gamma_\mu \psi A^\mu$</td>
<td>$[g] = 1$</td>
</tr>
<tr>
<td>Triple Gauge Coupling</td>
<td>$A_\mu A^\mu \partial_\rho A_\rho$</td>
<td>$[g] = 1$</td>
</tr>
<tr>
<td>Quartic Gauge Coupling</td>
<td>$g^2 (A_\mu A^\mu)^2$</td>
<td>$[g] = 1$</td>
</tr>
<tr>
<td>Yukawa Coupling</td>
<td>$g \bar{\psi} \psi \phi$</td>
<td>$[g] = 1$</td>
</tr>
</tbody>
</table>

Table 2.4: The 19 free parameters of the Standard Model with values as dictated by experimental observation

<table>
<thead>
<tr>
<th>Category</th>
<th>Name</th>
<th>Parameter</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton Masses</td>
<td>Electron, Tau, and Mu</td>
<td>$m_e, m_\mu, m_\tau$</td>
<td>$m_t = (\lambda_t \nu)/2$</td>
</tr>
<tr>
<td>Fermion Masses</td>
<td>Up, Charm, Top</td>
<td>$m_u, m_c, m_t$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Down, Strange, Bottom</td>
<td>$m_d, m_s, m_b$</td>
<td></td>
</tr>
<tr>
<td>CKM Matrix</td>
<td>Mass-Flavor Mixing Angles</td>
<td>$\theta_{12}, \theta_{23}, \theta_{13}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CP Violating Phase</td>
<td>$\delta$</td>
<td></td>
</tr>
<tr>
<td>Higgs Parameters</td>
<td>Vacuum Expectation Value</td>
<td>$\nu$</td>
<td>$\nu = \mu / \sqrt{\lambda}$</td>
</tr>
<tr>
<td></td>
<td>Higgs Mass</td>
<td>$m_h$</td>
<td>$m_h^2 = -2 \mu^2$</td>
</tr>
<tr>
<td>Force Strength</td>
<td>Gauge Couplings</td>
<td>$g, g', g_s$</td>
<td>$\alpha, \alpha_w, \alpha_s$</td>
</tr>
<tr>
<td>CP Violating Terms</td>
<td>Vacuum QCD Angle</td>
<td>$\theta_{QCD}$</td>
<td>unobserved</td>
</tr>
</tbody>
</table>
gravity would also include a unique spin-2 particle mediating gravity known as the graviton. A supersymmetric theory of gravity would also include a particle of spin-3/2, a supersymmetric partner of the graviton known as the gravitino. The complete field content of the theory is listed in Table 2.2 with the associated mass dimensions of the fields. Dimensional analysis tells us the mass dimension of the Lagrangian is 4 as dictated by the action being unitless. Requiring mass dimension 4 of each term (by dimensional analysis) and requiring that all indices are contracted (Lorentz invariance) is highly constraining to the types of terms within the Lagrangian. The types of interactions (after EWSB) are listed in Table 2.3.

It is important to understand the principal components of the theory, so we can separate the aspects which are emergent from the underlying assumptions and those which are put in by hand. Here we list principal aspects of the theory.

1. **Relativistic Theory:** The Lagrangian must be invariant under Lorentz transformations as well as rotations and translations in 3+1 dimensional spacetime.

2. **Matter:** There are three families of fermionic particles consisting of an up-type quark with an associated down-type quark and a lepton with an associated neutrino.

3. **Fundamental Charges:** Each particle transforms as a multiplet of the gauge symmetries as dictated in Table 2.1. This determines how the 3 forces interact with matter.

4. **Gauge Symmetry:** The fundamental action must be invariant under local gauge transformations.

5. **Free Parameters:** The Lagrangian includes 19 free parameters which set the experimentally observed fermion masses, interaction strengths, mass-flavor mixing, the vacuum potential and the possible charge parity symmetry violating terms in the strong sector (Table 2.4).
6. **Renormalizable**: All terms of the Standard Model have been shown to be renormalizable. This also means there are no terms with mass dimension greater than 4. Higher dimension terms have dimensions of inverse mass and are irrelevant until experiments are made capable of probing near the energy scale $\Lambda$ where the Standard Model theory breaks down.

The simplicity of the governing assumptions and naturalness of free parameters are certainly an ambition of any theory of fundamental particle physics, but a more aesthetically pleasing theory is not necessarily the ultimate goal. The Standard Model, is a tool towards finding a more complete theory. The theory admits incompleteness in its formulation (eg. the exclusion of gravity), but achieves incredible experimental verification [36] of theoretical predictions [7] accurate to 14 decimal places where the theory is tested.

The Standard Model Lagrangian can be grouped into four sectors written in a simplified form where the individual terms have not been expanded and EWSB has yet not occurred:

$$\mathcal{L}_{SM} = \mathcal{L}_{Gauge} + \mathcal{L}_{Fermion} + \mathcal{L}_{Higgs} + \mathcal{L}_{Yukawa}$$

$$= \left( -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} \right) + \left( \bar{\psi} i \gamma^\mu \partial_\mu \psi \right) + \left( \frac{1}{2} (\partial_\mu \phi)^2 + V(\phi) \right) + \left( \bar{\psi} t y_{ij} \psi_j \phi \right)$$

In our discussion, we will expand each sector in terms of the field content and point out free parameters of the theory where they have been included.

**Gauge Sector**

The gauge sector consists of the field stress energy tensor of the 3 corresponding types of gauge bosons: $G^i$ (gluons of the color force), $W^i$ (W’s of the weak force) and $B$ (of the weak hyper charge). Here the index $i$ enumerates their multiplicity. There are 8 gluons, 3 $W$’s and a single $B$. Ultimately, we will arrive have 8 gluons, $W^\pm$, $Z^0$, 
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Figure 2.1: (left) A representation of the particle content of the Standard Model. The inner circle is the unique scalar Higgs field. The next ring consists of the gauge bosons. The outer ring are the fermionic fields broken into quarks and leptons. (right) Lines drawn between particles show the fundamental interaction terms in the theory. Higher order effects can generate interactions not shown here (such as $h \rightarrow \gamma \gamma$ which is generated through a top quark loop.

and the photon $A$ after the $SU(2) \times U(1)$ symmetry is spontaneously broken and the scalar field $\phi$ takes on a new vacuum state. The strong color force remains unbroken.

Although not exclusive to this sector, the gauge transformations add three free parameters to the theory corresponding to the gauge coupling strengths: $g, g'$, and $g_s$.

$$\mathcal{L}_{Gauge} = -\frac{1}{4} F_{\mu \nu}^{i} F^{\mu \nu i} = -\frac{1}{4} G_{\mu \nu}^{i} G^{\mu \nu i} - \frac{1}{4} W_{\mu \nu}^{i} W^{\mu \nu i} - \frac{1}{4} B_{\mu \nu} B^{\mu \nu} \quad (2.1)$$

where the double scripts correspond to the commutation relations for the gauge group algebra:

$$X_{\mu \nu} = [D_{\mu} X_{\nu}, D_{\nu} X_{\mu}]$$

$$[\partial_{\mu} X_{\nu}, \partial_{\nu} X_{\mu}] = \partial_{\mu} X_{\nu} - \partial_{\nu} X_{\mu} - g f_{ijk} X_{\mu}^{i} X_{\nu}^{j} X_{\mu}^{k}$$
where \( g \) is the coupling constant, the \( D_\mu \) terms correspond to the covariant derivative and the \( f_{ijk} \) are the corresponding structure constants for the non-abelian groups that arise from the non-commuting generators of the algebra. The \( B_\mu \) has no structure constants, the \( W^i \) of \( SU(2) \) have \( f_{ijk} = \epsilon_{ijk} \) and the \( SU(3) \) has \( f_{ijk} \) determined by 8 Gell-mann \( \lambda_i \) generators. After EWSB, when these terms are written in the mass eigenstates of the theory, this sector generates self-interactions between gauge bosons such as the triple and quartic gauge couplings as shown in Table 2.3.

**Fermion Sector**

The fermion sector consists of the kinetic energy terms for each quark (up and down types) and leptons (lepton, neutrinos) in the Standard Model. The left handed quarks transform as an \( SU(2) \) doublet:

\[
q^L_m = \begin{pmatrix} u_m \alpha \\ d_m \alpha \end{pmatrix}^L \quad \text{and} \quad l^L_m = \begin{pmatrix} \nu_m \\ e_m \end{pmatrix}^L
\]  

(2.2)

where the subscript \( m \) denotes the family (1st, 2nd and 3rd generation) and \( \alpha \) denotes the color charge (red, green, and blue). As the \( SU(2)_L \) symmetry only acts on the left handed fermions we further separate the fermion sector into left and right components:

\[
\mathcal{L}_{\text{fermion, } L} = \bar{q}_m i \gamma^\mu D_\mu q_m + \bar{l}_m i \gamma^\mu D_\mu l_m
\]

\[
\mathcal{L}_{\text{fermion, } R} = \bar{u}_m i \gamma^\mu D_\mu u_m + \bar{d}_m i \gamma^\mu D_\mu d_m + \bar{e}_m i \gamma^\mu D_\mu e_m + \bar{\nu}_m i \gamma^\mu D_\mu \nu_m
\]
**Yukawa Sector**

The Yukawa sector consists of couplings between the matter fields and the scalar field $\phi$.

$$L_{\text{Yukawa}} = - \sum_{m,n=1}^{3} \left[ y_{mn}^u \bar{q}_m L \tilde{\phi} u_{nR} + y_{mn}^d \bar{q}_m L \phi d_{nR} + y_{mn}^e \bar{l}_m L \phi e_{nR} \right] + (h.c.)$$

The sum is taken over families $n, m$. The single scalar field $\phi$ is written in two ways: $\phi = (\phi^+, \phi^0)$ and $\phi$ after a $SU(2)$ gauge transformation $\tilde{\phi} = i \tau^2 \phi^\dagger = \epsilon \phi^\dagger = (\phi^+, -\phi^-)$.

These terms need to be included such that we will later be able to generate mass terms for the up type quarks during EWSB. The reason we would not be able to write these terms is they would violate weak hyper charge gauge invariance. Similarly, we can not write explicit mass terms $\bar{u}_L m u_R + (h.c.)$ since the left and right particles have different hyper charge. To be concrete calculate the total hyper charge:

$$\bar{q}_m L \phi u_{nR} \implies Y = -\frac{1}{6} + \frac{1}{2} + \frac{2}{3} = 1 \neq 0$$

Whereas $\tilde{\phi}$ will transform in the adjoint representation:

$$\bar{q}_m L \tilde{\phi} u_{nR} \implies Y = -\frac{1}{6} - \frac{1}{2} + \frac{2}{3} = 0$$

The Yukawa sector contains a large number of the free parameters in the Standard Model (13 of 19). The individual masses of each fermion and lepton are generated by the $y_{ij}$ terms which are set to agree with experimental values (9 free parameters). These parameters also set the coupling of the corresponding interaction strength with the Higgs boson after electroweak symmetry breaking.

The Yukawa couplings also also implicitly include parameters characterizing the mismatch mixing between the quark flavor and mass eigenstates that occurs after EWSB (4 parameters). Had the mass flavor states been aligned, we would not need...
the two family indices to be able to generate mass terms after EWSB. The mixing is characterized by the $3 \times 3$ unitary Cabibbo-Kobayashi-Maskawa (CKM) matrix $V^{CKM}$. The convention is chosen that flavor states $u^I$ for up type quarks are aligned with the mass states $u$ with the down type quarks rotated by the transformation $d^I = V^{CKM}_{ij} d_j$. From the unitarity condition, the matrix can be parameterized in 4 parameters: three mixing angles $\theta_{12}, \theta_{23}, \theta_{13}$ and a CP violating phase $\delta$:

$$
\begin{pmatrix}
  d^I \\
  s^I \\
  b^I
\end{pmatrix} =
\begin{pmatrix}
  V_{ud} & V_{us} & V_{ub} \\
  V_{cd} & V_{cs} & V_{cb} \\
  V_{td} & V_{ts} & V_{tb}
\end{pmatrix}
\begin{pmatrix}
  d \\
  s \\
  b
\end{pmatrix}
$$

where $c_{ij} = \cos \theta_{ij}$ and $s_{ij} = \sin \theta_{ij}$. It is important to note a similar matrix exists for leptons and is used for the study of neutrino oscillations known as the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix but is assumed to be 1 in the Standard Model.

**Higgs Sector and Electroweak Symmetry Breaking**

The Higgs sector consists of terms related to the single scalar field $\phi$ that transforms as a doublet of $SU(2)$ as $\phi = (\phi^+, \phi^0)$ and $\phi^\dagger = (\phi^-, (\phi^0)^\dagger)$ noting that $\phi^\dagger \phi = \phi^+ \phi^- + (\phi^0)^\dagger \phi^0$

$$
\mathcal{L}_{\text{higgs}} = (D^\mu \phi)^\dagger (D_\mu \phi) + \mu^2 \phi^\dagger \phi + \lambda (\phi^\dagger \phi)^2
$$
This sector contains only two free parameters: $\mu$ and $\lambda$. The two parameters set the minimum and stability of the vacuum of the theory and set the masses of the fermions and gauge bosons after EWSB.

This sector determines the shape of the vacuum potential and is essential to the stability of the vacuum. We require that $\lambda > 0$ such that the potential is bounded from below, however $\mu^2$ can be arbitrary. If $\mu^2 > 0$ we would have a minimum at $\phi = 0$ and $\langle \phi \rangle = 0$. If $\mu^2 < 0$ the theory becomes unstable at $\phi = 0$ with alternate stable vacuum.

As the field $\phi$ is a complex scalar field we can parameterize the field in terms of real scalar fields $\phi_1$ and $\phi_2$:

$$\phi = \frac{1}{\sqrt{2}}(\phi_1 + i\phi_2) \text{ and } \phi^\dagger = \frac{1}{\sqrt{2}}(\phi_1 - i\phi_2)$$

Given this parameterization, the potential becomes:

$$V(\phi) = \frac{1}{2}\mu^2(\phi_1^2 + \phi_2^2) + \frac{\lambda}{4}(\phi_1^2 + \phi_2^2)^2$$

letting $x = \phi_1^2 + \phi_2^2$ and minimizing $\frac{\partial V}{\partial x} = 0$ we find $x_{\text{min}} = \nu$ where $\nu^2 = \mu^2/\lambda$. As the vacuum is stable the theory will move to this minimum (Figure 2.2). Expanding around the new vacuum $\phi_1' = \nu + \phi_1$ and $\phi_2' = \phi_2$ we obtain the new vacuum potential
The last term in 2.1 is the potential for the Higgs field. If there is only one Higgs field, this is also very well-known. It is the famous Mexican hat potential, where the Higgs field drifts away to its minimum that is not at the origin, thereby breaking the electroweak symmetry. The value of the Higgs field at the minimum is called the vacuum expectation value or vev. This is schematically represented in figure 2.1. In case of more than one Higgs field, the potential might become more involved. In chapter 5 we study the most general potential for a three Higgs fields that transform together as a triplet of the flavour symmetry \( A_4 \) and the different vacuum expectation values these fields can be in. In the remainder of this chapter, we simply assume the existence of some Higgs potential that gives non-zero vevs for one or more Higgs and focus on the last term we did not discuss yet, the Yukawa interactions \( L^Y \).

Figure 2.1: A cartoon of the Higgs potential and its non-zero vacuum expectation value.

2.1.1 Yukawa couplings

The terms in 2.1 that are of most importance for this chapter, are the terms in \( L^Y \), the Yukawa interactions between the Higgs fields and the quarks or leptons that eventually give rise to mass terms for the latter. To appreciate these, we first turn to elementary particles below the electroweak symmetry breaking (EWSB) scale. These particles and their relevant quantum numbers - the electromagnetic charge and the representation of the colour gauge group - are given in table 2.1

<table>
<thead>
<tr>
<th>Field symbol</th>
<th>( SU(3) ), ( U(1)_{em} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>up quark</td>
<td>((3, 2/3))</td>
</tr>
<tr>
<td>down quark</td>
<td>((3, -1/3))</td>
</tr>
<tr>
<td>neutrino</td>
<td>((1, 0))</td>
</tr>
<tr>
<td>electron</td>
<td>((1, -1))</td>
</tr>
</tbody>
</table>

Table 2.1: The quarks and leptons below the EWSB scale and their representations under the relevant gauge group.

Mass terms are constructed as quadratic terms in the fermion fields. They contain a spinor that represents an incoming fermion as well as a barred spinor \( \bar{\psi} \) that represents an outgoing fermion as shown in figure 2.2. Below the electroweak scale, fermion masses read

\[
L^\text{mass} = m_u \bar{u} u_L + m_d \bar{d} d_L + m_e \bar{e} e_L + h.c.
\]

Note that in the definition \( \bar{\psi} = \psi^\dagger \) there is a complex conjugate. Therefore, a spinor \( \bar{\psi} \) has the opposite quantum numbers as \( \psi \). Thus, for instance, \( \bar{u} \) is in the representation \((\bar{3}, 2/3)\) of \(-15\).

Figure 2.3: The Higgs potential exhibiting spontaneously broken symmetry, where the expected vacuum expectation value has moved from the 0 of the theory to \( \nu \) in the broken theory terms relative to the unbroken theory:

\[
V_{\text{new}} = -\frac{\mu^2}{4\Lambda} - \mu^2(\phi_1^2) + \lambda\nu\phi_1(\phi_1^2 + \phi_2^2) + \frac{\lambda}{4}(\phi_1^2 + \phi_2^2)^2
\]

The first of these terms is a cosmological constant and does not affect the dynamics of the theory. However, such a constant would be relevant gravitational theories where gravity couples to energy. The Higgs Boson, \( h \), the final piece of the Standard Model to be discovered is the excited mode about this new vacuum \( \phi = (\nu + h(x), 0) \). The second term is the mass term for the Higgs field. The third and fourth correspond to the cubic and quadratic self interactions.

If we consider the kinetic term for the field \( \phi \) at the now broken vacuum \( \langle \phi \rangle = (0, \nu) \) in the gauged theory we find:

\[
(D^\mu \phi)^\dagger (D_\mu \phi) = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & \nu \end{pmatrix} \left| \partial_\mu + ig \frac{\tau}{2} \cdot W_\mu + ig' B_\mu \right|^2 \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ \nu \end{pmatrix}
\]
Considering the weak gauge term:

$$\tau \cdot W = \begin{pmatrix} W_{\mu,3} & W_{\mu,1} - iW_{\mu,2} \\ W_{\mu,1} + iW_{\mu,2} & -W_{\mu,3} \end{pmatrix}$$

adding in the diagonal $B_\mu$ terms and taking the square (ignoring the derivative terms):

$$(D_\mu \phi)^\dagger (D_\mu \phi) \supset \frac{\nu^2}{8} [g^2(W_1^2 + W_2^2) + (g'B_\mu - gW_{\mu,3})^2]$$

Now if we perform a redefinition of the gauge fields into mass eigenstates we arrive at a clean expression:

$$W_\mu^\pm = \frac{1}{\sqrt{2}}(W_{\mu,1} \pm iW_{\mu,2})$$

$$A_\mu = \frac{1}{\sqrt{g^2 + (g')^2}}(g'W_{\mu,3} + gB_\mu) = \sin \theta_W W_{\mu}^3 + \cos \theta_W B_\mu$$

$$Z_\mu = \frac{1}{\sqrt{g^2 + (g')^2}}(g'B_\mu - gW_{\mu,3}) = \sin \theta_W B_{\mu} - \cos \theta_W W_{\mu}^3$$

Here we have defined the electroweak mixing angle $\theta_W$ in terms of a right triangle with legs $g$ and $g'$. With this substitution:

$$(D_\mu \phi)^\dagger (D_\mu \phi) \supset \frac{\nu^2 g^2}{4} W^- W^+ + \frac{(g + g')\nu^2}{8} Z_\mu^2 + (0 \times A_\mu^2)$$

EWSB has generated the mass terms for the gauge bosons! $m_{W^\pm} = \frac{\nu g}{\sqrt{2}} = 80.385$ [GeV], $m_Z = \frac{\nu}{2} \sqrt{g + g'} = \frac{m_W}{\cos \theta_W} = 91.1876$ [GeV] and the massless photon $A_\mu$.

### 2.1.4 Maxwell's Laws

After EWSB we can perform a sanity check by deducing the well studied equations governing electrodynamics from the QFT description. Keeping only the terms that
contain the field $A_\mu$:

$$
\mathcal{L}_{EM} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - ie \bar{\psi} \gamma^\mu A_\mu \psi \text{ for } F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu
$$

where by definition $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$. Applying the left side of Euler-Lagrange we find:

$$
\partial_\mu \left( \frac{\partial \mathcal{L}}{\partial (\partial_\mu A_\nu)} \right) = -\frac{1}{2} \partial_\mu \left[ \left( \frac{\partial}{\partial (\partial_\mu A_\nu)} F_{\mu\nu} \right) F_{\mu\nu} \right] = -\partial_\mu F^{\mu\nu}
$$

The other term is simply $\frac{\partial \mathcal{L}}{\partial A_\mu} = -ie \bar{\psi} \gamma^\mu \psi = -J^\mu = -(\rho, \vec{J})$. Where $\rho$ is charge density and $\vec{J}$ is current. This yields our first equation:

$$
\partial_\nu F^{\mu\nu} = J^\mu \tag{2.4}
$$

recognizing the field stress tensor is antisymmetric we can apply a partial derivative and contract with the indices of the 4 dimensions anti-symmetric symbol to obtain:

$$
\epsilon_{\theta\rho\mu\nu} \partial_\rho F_{\mu\nu} = 0 \tag{2.5}
$$

Using these two laws we first see that the electric and magnetic field, $E$ and $B$, can be defined in terms of the field stress tensor

$$
F_{0i} = \partial_0 A_i - \partial_i A_0 = -\frac{\partial A}{\partial t} - \nabla \Phi = E
$$

As for the magnetic field $B_i$:

$$
\epsilon_{ijk} B^k = \epsilon_{ijk} \epsilon_{klm} \partial_l A_m = \epsilon_{kij} \epsilon_{klm} \partial_l A_m = (\delta_i \delta_{jm} - \delta_{im} \delta_{jl}) \partial_l A_m = \partial_i A_j - \partial_j A_i = F_{ij}
$$
From the first current law we immediately obtain two of Maxwell’s laws:

\[ \partial_i F^{0i} = J^0 \implies \nabla \cdot E = \rho \]

and for the second we separate the sum between space and time-like components:

\[ \partial_i F^{ji} + \partial_0 F^{j0} = J^j \]
\[ \epsilon_{jik} \partial_i B_k - \partial_0 E^j = J^j \]
\[ \nabla \times B - \frac{\partial E}{\partial t} = \vec{J} \]

The remaining two laws come from manipulations of the antisymmetry of the field stress tensor:

\[ 0 = \epsilon_{0ijk} \partial_i F^{jk} = \epsilon_{0ijk} \partial_i \epsilon_{0jkl} B_l = \epsilon_{jkl0} \epsilon_{jkl0} \partial_i B_l = -\delta_{il} \partial_i B_l \]
\[ \implies \nabla \cdot B = 0 \]

The time component of the field stress tensor in the last equation in terms of \( E \) and \( B \) yields

\[ \epsilon_{\mu\nu0\sigma} \partial_\nu F^{0\sigma} + \epsilon_{\mu\nu\sigma} \partial_\nu F^{\nu\sigma} = 0 \text{ for } i = 1, 2, 3 \]
\[ \epsilon_{0\sigma\mu\nu} \partial_\nu E^\sigma + \epsilon_{\mu\nu\sigma} \epsilon_{0\nu\sigma k} \partial_\nu B_k = 0 \text{ where } k \neq 0 \]
The first term is $\nabla \times \vec{E}$. Separately expanding the second term by permuting the $\epsilon$ indices

$$\epsilon_{i\sigma\mu}\epsilon_{i\sigma k\beta}\partial_{\nu}B_{k} \text{ where } k \neq 0$$

$$= (\delta_{uk}\delta_{\nu0} - \delta_{u0}\delta_{\nu k})\partial_{\nu}B_{k}$$

$$= \partial_{0}B_{\nu} - \partial_{k}B_{k}$$

$$= \frac{\partial \vec{B}}{\partial t} - \nabla \cdot \vec{B}$$

$$= \frac{\partial \vec{B}}{\partial t}$$

The last line used $\nabla \cdot \vec{B} = 0$. Combining the two terms:

$$\nabla \times \vec{E} + \frac{\partial \vec{B}}{\partial t} = 0$$

We should not forget that the assumptions that led us to these equations. Firstly, the existence of the field stress tensor. We obtained this by writing the most general Lorentz invariant and gauge invariant Lagrangian possible. Additionally, we made geometric arguments about the continuity in the derivative under the local $U(1)$ gauge symmetry in the Lagrangian to obtain the interaction term between the gauge boson and the electron $\psi$. Everything we understand from the study of electromagnetism naturally arises from the Standard Model Lagrangian. This even includes the curiosity of electromagnetism that when the theory is written in terms of vector and scalar potential the equations remain unchanged under a gauge transformation. However, in a gauge theory this is the fundamental principle rather than a consequence of the form of Maxwell’s equations. I feel compelled to note that this is amazing.
2.1.5 Feynman Diagrams

Historically, the outcome of a scattering event in a quantum field theory was tedious to calculate. One of Feynman’s greatest contributions to the field of particle physics was an organizational tool to group and quickly calculate terms in the perturbative expansion of the action [31]. The diagrams, Feynman diagrams (Figure 2.4), take the form of a directed graph of lines and vertices providing a representation the components needed in a scattering calculation calculation. This treatment is intuitive to work with and incredibly information dense minimal effort to construct. In this section we will derive principal aspects of how scattering events can be represented leaving the subtleties to the references [53, 61].

We write down a simple scalar quantum field theory with a single scalar field $\phi$ and a $\phi^3$ interaction term:

$$\mathcal{L} = \mathcal{L}_0 + \mathcal{L}_{int} = \frac{1}{2} (\partial_\mu \phi) (\partial^\mu \phi) + m^2 \phi^2 - \frac{k}{3!} \phi^3$$
In the Schrödinger picture of quantum mechanics the states $|\psi\rangle$ evolve in time according to the Hamiltonian $H_S = H_0 + H_{\text{int}}$. The component $H_0$ is the free particle component and $H_{\text{int}} = -\mathcal{L}_{\text{int}}$ is the interacting component. The quantum state obeys the Schrödinger equation:

$$i \frac{d}{dt} |\psi\rangle = H_S |\psi\rangle$$

This gives we obtain the solution $|\psi(t, x)\rangle = U(t, 0)|\psi(0, x)\rangle$ where we define the time evolution operator $U(t, t_0) = \exp (-iH_S(t - t_0))$. The observables are constant in time and the expected value of some operator (in our case the quantum field $\phi$) on a state at time $t$ can be written:

$$\langle \phi(t, x) \rangle = \langle x, t_0 | e^{iH_S(t-t_0)} \phi(x) e^{-iH_S(t-t_0)} | x, t_0 \rangle$$

In this interpretation of quantum mechanics, we instead absorb the time dependence into the operator, leaving the states constant.

$$\phi(t, x) = e^{iH_0 t} \phi(x) e^{-iH_0 t}$$

Let us define a new interacting field $\phi_I = e^{iH_0 t} \phi e^{-iH_0 t}$ which evolves with the free Hamiltonian. In the Heisenberg picture, the field can be written in terms of $\phi_I$ as:

$$\phi(t, x) = e^{iH_{\text{st}} t} e^{-iH_0 t} \phi_I(x) e^{iH_0 t} e^{-iH_{\text{st}} t} = U^\dagger(t) \phi_I U(t)$$
We have defined a unitary operator \( U(t) = e^{iH_0 t} e^{-iH_S t} \). If we apply a time derivative to \( U(t) \) we find:

\[
\begin{align*}
\dot{U}(t) &= -e^{iH_0 t} H_0 e^{-iH_S t} + e^{iH_0 t} H_S e^{-iH_S t} \\
&= e^{iH_0 t} H_{int} e^{-iH_S t} \\
&= e^{iH_0 t} H_{int} e^{-iH_0 t} e^{iH_0 t} e^{-iH_S t} \\
&= H_I U(t) = \left( \frac{\kappa}{3!} \phi^3_t \right) U(t)
\end{align*}
\]

We have shown the time evolution operator obeys the Schrödinger equation under a Hamiltonian \( H_I \), corresponding to \( H_{int} \) in the Heisenberg picture. Solving this equation, we obtain a time evolution operator \( U(t) = T \exp(-\int dt_i H_I) \). The operator \( T \) denotes time ordering of the time integrals for each term in the series expansion of the exponential which will not necessarily commute. Since each \( H_I(t) \) will be integrated against its own dummy time variable, the time ordering operator will place \( H_I(t) \) terms farther to the left, if they occur later in time. The reason for this time ordering requires detail that can be found in the references [53, 61].

We have succeeded in writing the time evolution operator in terms of the field \( \phi_I \), which evolves according to the free Hamiltonian where we we already have a solution expressed in terms of creation and annihilation operators:

\[
\phi_I(\vec{x}, t) = \int \frac{d^4 x}{(2\pi)^3 \sqrt{2E}} \left[ a_p e^{ipx} + a_p^\dagger e^{-ipx} \right]
\]

Now when we would compute the matrix element of \( \phi \phi \) scattering, we expand the time evolution operator:

\[
\begin{align*}
U(t, 0) &= 1 - i \int_0^t H_I(t) \frac{1}{2} \int_0^t dt' \int_0^{t'} dt'' \left\{ H_I(t) H_I(t') \right\} \ldots \\
&= 1 - i \kappa \int \frac{d^4 x}{3!} \phi^3(x) - \frac{1}{2} \kappa^2 \frac{d^4 x}{3!} \int \int \phi^3(x) \phi^3(x') \ldots
\end{align*}
\]
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For a matrix element $\mathcal{M}$ if $\kappa < 1$ the theory is perturbative and the first non-zero term will dominate. For $2 \to 2$ scattering this term will be at order $\kappa^2$ and is computed by expanding the fields in terms of the creation and annihilation operators. Since $a|0\rangle = \langle 0|a^\dagger = 0$, the only terms which will contribute will be the terms with equal numbers of creation and annihilation operators coming from the $\phi^3(x)\phi^3(x')$ term.

Rather than expanding all of these fields, we use a result known as Wick’s Theorem to convert the time ordered product into a series of pair-wise contractions between the individual fields. A contraction is defined for a field $\phi$ in terms of its positive and negative frequency components $\phi_I = \phi^+_I + \phi^-_I$ where the $+$ field contains the annihilation operator, and $-$ the creation operator.

$$\langle \phi(x)\phi(y) \rangle = [\phi^+(x), \phi^-(y)] \text{ if } x^0 > y^0 \text{ else } [\phi^+(y), \phi^-(x)]$$

Given this definition, we state Wick’s theorem as:

$$T[\phi_1(x_1) \ldots \phi_N(x_N)] = N [\phi_1(x_1) \ldots \phi_N(x_N) + \text{ all possible contractions }]$$

Where $N$ is the normal ordering operator which operates on a sequence of creation and annihilation operators by moving all creation operators to the left and annihilation operators to the right. By normally ordering a term in the expansion, we can eliminate all un-contracted terms as they will annihilate the vacuum. In lieu of a proof of Wick’s theorem (which can be shown by induction) we can consider the process of taking the original term and moving creation operators to the left using commutation relations. Each time an operator is moved closer to its normal ordered configuration, we pick up a commutator between two elements with enters the expansion as a contraction. In fact, all possible contractions will be produced. When we are left with only normal ordered terms, if a term is not fully contracted the term will annihilate the vacuum.
state. Let's enumerate the contractions on a $\phi^4$ term:

\[
\left( \phi_1 \phi_2 \phi_3 \phi_4 + \phi_1 \phi_2 \phi_3 \phi_4 + \phi_1 \phi_2 \phi_3 \phi_4 + \phi_1 \phi_2 \phi_3 \phi_4 + \phi_1 \phi_2 \phi_3 \phi_4 + \phi_1 \phi_2 \phi_3 \phi_4 \right) + \\
\left( \phi_1 \phi_2 \phi_3 \phi_4 + \phi_1 \phi_2 \phi_3 \phi_4 + \phi_1 \phi_2 \phi_3 \phi_4 \right)
\]

We have not yet considered the initial and final states. The external observable states of the diagram when evaluated on a fully contracted term correspond to an unscattered state. However, we are only interested in cases where the states have scattered. The only contributing terms are those where the number of inner + outer states is equal to the number of uncontracted fields in the inner term. A scalar field operating on the outer states give just a factor of 1 (equivalently a phase in momentum space) times the vacuum $\Omega$. We can think of these terms as contractions between inner and outer states:

\[
\langle p_f | \phi = \langle \Omega | \text{ and } \phi | p_i \rangle = |\Omega\rangle
\]

To summarize, for a given term in the Lagrangian, if we restrict ourselves to scattered states, we need to have a full contracted term that includes the outer states. If we return to our $\phi^3$ theory and attempt to scatter $\phi \phi \rightarrow \phi \phi$ we would need 4 $\phi$ fields to contract with the outer states. So at lowest order, this means we need a $\phi^3(x)\phi^3(y)$ term where two of the internal fields are contracted between $x$ and $y$. If we had no contraction between the $x$ and $y$ terms, this would yield one term which would only be connected to a single outer state. If this is the case, the in going states $p_1, p_2$ would yield final states with momentum $p_3$ and $p_1 + p_2$, momentum conservation means $p_3 = 0$, so we do not include it in the calculation. It can be shown that all disconnected diagrams will not contribute to $\mathcal{M}$. An example contributing term
Figure 2.5: The 3 diagrams corresponding to $\phi \phi \to \phi \phi$ scattering at tree level (leading order). Time is directed vertically.

would look like:

$$
\frac{(-i\kappa)^2}{2 \times 3! \times 3!} \left( p_1 p_2 \phi(x) \phi(x) \phi(y) \phi(y) \phi(y) \phi(y) | p_3 p_4 \right)
$$

For the first $\phi^3(x)$ term we have 3! choices of pairing two fields with a single outer state (and same for the second $\phi^3(y)$). There is an additional factor two for interchanging which outer state contracts with $\phi^3(y)$ or $\phi^3(x)$. Knowing where we were headed, we have already included the combinatorial factor with the coupling constant. With this normalization of the coupling, each non-zero term will include a propagator and a factor $(-i\kappa)^2$. Moving to momentum space, the inner contractions (propagators) correspond to the Greens function of the free Klein-Gordon equation: $[\phi(x), \phi(y)] = i/(p^2 - m^2)$. There are three unique terms. The terms correspond to the three possible ways the outer momentum states can be contracted with the two terms.

$$
(-i\kappa)^2 \left( \frac{i}{(p_1 + p_2) - m^2} + \frac{i}{(p_1 - p_3) - m^2} + \frac{i}{(p_1 - p_4) - m^2} \right)
$$
This is where the wonderful simplicity of Feynman diagrams enters the picture. The structure of contractions can be represented visually by vertices connected by lines (Figure 2.5). Our \( \phi^3 \) term in the Lagrangian represents a vertex with 3 legs corresponding to the three \( \phi \) fields. The vertex itself introduces the coupling constant (when normalized properly) and the legs are then connected to an outer state or another vertex. The unconnected legs are the contractions with outer states. These legs are physical and are referred to as external lines. The legs connected between vertices are virtual and referred to as internal lines.

Since these products and differences of momentum are common in particle physics we use the conventional Mandelstam variables, which add a reduction in notation. The variables can also be written in terms of the 2→2 scattering angle and the center of mass energy of the collision.

\[
\begin{align*}
    s &= (p_1 + p_2)^2 = 4(p^2 + m^2) = E_{\text{cm}}^2 \\
    t &= (p_1 - p_3)^2 = -2p^2(1 - \cos \theta) \\
    u &= (p_1 - p_4)^2 = -2p^2(1 + \cos \theta)
\end{align*}
\]

Here the scattering angle \( \theta \) is defined as \( \hat{p}_i \cdot \hat{p}_f \) in the center of mass frame. Summing the diagrams appropriately named the \( s, t, \) and \( u \)-channel diagrams, we calculate the un-squared amplitude.

\[
\mathcal{M} = (-i\kappa)^2 \left( \frac{i}{s - m^2} + \frac{i}{t - m^2} + \frac{i}{u - m^2} \right)
\]

The rate of this process is proportional to \( |\mathcal{M}|^2 \). The exact way this corresponds to what we observe in the detector is left to the following section.

In practice, one can avoid needing to compute the combinatorics of contractions by simply knowing the terms contained in the theory, and the Feynman “rules” for particular fields (spin-0, spin-1, spin-1/2). For a spin-0 field the Feynman rules are:
• Internal lines: $\Delta(p) = \frac{i}{p^2 - m^2 + i\epsilon}$. The epsilon enforces a pole prescription for the integral the corresponds to causal propagation of the virtual quantum.

• Vertices: $-i\kappa$

• Symmetry Factors: Account for possible symmetries in the diagram that would over count the multiplicities of diagrams. These factors are rare except higher order diagrams. Calculations by hand are rarely more than a factor 2.

• Momentum Conservation: Require that four momentum is conserved at each vertex. This condition was enforced by the phases in the quantum fields, but is put in by hand in the diagrams.

• Integrate over any undetermined momentum.

Given an initial and final state, one uses the vertices as building blocks to construct all connected diagrams at the chosen order in the coupling. The rules then dictate the form of the calculation. For the scalar field at tree level (no undetermined momentum) this amounts to a quick calculation. Theories including higher spin fields like fermions and gauge bosons require more complex rules, but are straightforward to calculate from the formulation of the matrix element $\mathcal{M}$.

### 2.1.6 Radiative Corrections and Renormalization

The perturbative expansion of the scattering matrix introduces momenta unconstrained by the in-going and out-going momentum and must be integrated out in our calculation of a scattering amplitude (Figure 2.6). By construction these diagrams must be integrated up to infinite energies. This can lead to infinite matrix elements. Such a process is clearly unphysical, as its probability has no proper normalization. The means of interpreting these infinite contributions to a matrix element is known as renormalization. The method of renormalization was a historical triumph
Figure 2.6: Radiative corrections at one loop in electron scattering. Time is directed horizontally. (left) The vertex correction for interaction strength. (middle) The self-energy correction for the electron. (right) The photon self-energy propagator correction.

Figure 2.7: Example 8th order self-energy diagrams necessary for precision electroweak experiments \[7\].
Figure 2.8: The running of the electromagnetic coupling $\alpha$ as a function of the momentum transfer $Q^2$.

of quantum field theory as a tool of describing high energy particle physics. In the
Wilsonian perspective of renormalization, an effective theory like the Standard Model
would only integrate over momentums below some finite energy scale where we expect
the theory to no longer valid, the cut off scale $\Lambda$. This scale has important conse-
quences for the theory. All dimensionful parameters of the theory will be expressed
in terms of $\Lambda$ times constants which must be tuned against the cutoff. The level to
which these constants must be tuned to agree with measured values is known as the
“natural”-ness of the theory.

Examples of one loop diagrams are shown in Figure 2.6. These diagrams have im-
portant consequences on the experimentally measured values of the parameters of the
theory. The first diagram gives a correction to the electroweak coupling strength and
the electron magnetic moment. The second and third diagrams induce corrections
to the electron and photon propagator, respectively. An important consequence is
on parameters of the theory. For instance, values of the coupling strength will effec-
tively change or “run” with the momentum transfer of the process $q^2$. Historically, experiments (Figures 2.8 and 2.9) have confirmed the $q^2$ dependence of the couplings $\alpha_s, \alpha$. Additionally, these loops will have contributions from all possible vertices in the Lagrangian, not just the flavors and families included in the in and out going states. Interestingly, the largest uncertainty in precision electroweak theory comes from hadronic loop contributions.

When dimensional analysis is performed on Lagrangian terms with mass dimension greater than 4, say $\frac{\phi^5}{\nabla^2}$ a consequence of the action begin dimensionless is the coupling constant $g$ must have dimension $1/[M]$. As the only mass scale in the theory is $\Lambda$, the coupling will scale as $1/(c\Lambda)$ where $c$ is some dimensionless number. When the scales probed by the theory are small compared to cutoff $q^2/\Lambda^2 \to 0$ these terms are irrelevant in the theory. If the higher dimensional operators existed, we would only see evidence when probing energies $q^2 \sim \Lambda^2$. This would be evidence of new physics to be incorporated and a subsequent increase of the value of $\Lambda$ to where the new theory would break down.
Figure 2.10: (left) The two current four fermi interaction describing electroweak processes. (center and right) Two divergent diagrams with caused by an unconstrained momentum in the inner loop.

As a concrete example, we consider the four point Fermi interaction which models electroweak theory as a contraction of hadronic and leptonic currents

\[-\mathcal{L} = \frac{G_F}{\sqrt{2}} J^\dagger_\mu J^\mu \text{ with } J_\mu = J^l_\mu + J^{\text{had}}_\mu\]

\[J^l_\mu = \bar{e} \gamma_\mu (1 - \gamma^5) \nu_e + \bar{\mu} \gamma_\mu (1 - \gamma^5) \nu_\mu\]

\[J^{\text{had}}_\mu = \bar{u} \gamma_\mu (1 - \gamma^5) d'\]

These diagrams are capable of describing a variety of processes correctly at tree level[49]:

- Neutron $\beta$ decay: $n \rightarrow p e^- \bar{\nu}_e$
- $\mu, \tau$ decay: $\mu^- \rightarrow e^- \bar{\nu}_e \nu_\mu$ and $\tau \rightarrow \mu^- \bar{\nu}_\mu \nu_\tau$
- $\pi, K$ decay: $\pi^+ \rightarrow \mu^+ \nu_\mu$
- heavy quark decays: $c \rightarrow se^+ \nu_e$ and $b \rightarrow c \mu^- \bar{\nu}_\mu$
Figure 2.11: The four fermi theory (left) for the weak interaction in terms of currents $J^\mu$ is realized in the Standard Model through a three point function including intermediate vector boson propagator (right).

While the model is successful at tree level, the theory has quadratically divergent diagrams $O(\Lambda^2)$ (Figure 2.10) at one loop.

$$\int d^4k \left( \frac{k_\mu \gamma^\mu}{k^2} \right) \left( \frac{k_\mu \gamma^\mu}{k^2} \right) \sim \int dk k \sim \Lambda^2$$

Since a fermion has $[\psi] \sim [M]^{3/2}$ the coupling $G_F$ must have dimension $[M]^{-2}$ and is therefore non-renormalizable. New physics at the electroweak scale was needed to complete the theory in the ultraviolet (UV). Today, we know these diagrams needed an intermediate vector boson (Figure 2.11) to be UV complete. The $[M]^{-2}$ dependence of the $G_F$ was in fact due to the $W$’s propagating mass:

$$G_F = \frac{\sqrt{2} g_W^2}{8 m_W^2} \text{ with } m_W \approx 80 \text{ GeV and } g_W = 0.65$$

### 2.2 Supersymmetry (SUSY)

The general discussion of SUSY at the level of experimental particle physics typically begins by positing that SUSY is a symmetry of particles. For every scalar particle, it posits a fermionic partner (and vice versa). This is experimentally relevant to designing searches for new particles. As the super partners of Standard Model particles
have not yet been discovered it stands to reason they must be much heavier than their
partners implying Supersymmetry is a broken symmetry. From loop corrections to
Standard Model Feynman diagrams, we know that the mass of these partners, should
they exist in nature, will determine the level of tuning required in the new theory.

It is less often mentioned that the theory of Supersymmetry posits something
about the nature of the space-time. Nature exhibiting Supersymmetry would arise
through an expansion of the fundamental coordinates of spacetime to include compo-
nents that are neither space nor time. In this section, we will discuss the elementary
aspects of how Supersymmetry [54] extends the usual quantum field theory discussed
previously in this section. The goal is to have a basic understanding of the theory
that has served as a major motivation for the Large Hadron Collider.

To begin our discussion, we first need to review Lorentz transformations in terms
of $SL(2, \mathbb{C})$ (read special linear group of order 2 with complex entries). This group
is convenient for expressing Lorentz transformations of a 4-vector $x^\mu$ by considering
transformations on $\tilde{x} = x_\mu \sigma^\mu$ where $\sigma^\mu = (1, \vec{\sigma})$ and $\tilde{\sigma}^\mu = (1, -\vec{\sigma})$. $\vec{\sigma}$ are the usual
Pauli spin matrices. The transformation $\tilde{x} \rightarrow N\tilde{x}N^\dagger$ preserves $det(\tilde{x}) = x_0^2 - \vec{x}^2$. The
map between $\Lambda \in SO(3, 1)$ the Lorentz group transformations and $N \in SL(2, \mathbb{C})$ has
a redundancy caused by the 2 to 1 mapping of $N = \pm 1$ to the identity. Explicitly we
can write $\Lambda_{\mu, \nu}$ in terms of the transformation $N$ as:

$$\Lambda_{\mu, \nu} = \frac{1}{2} Tr \left\{ \tilde{\sigma}^\mu N \sigma_\nu N^\dagger \right\}$$

The representations of $SL(2, \mathbb{C})$ act on Weyl spinors which have an spinor index
$\alpha = 1, 2$ corresponding to the two dimensions of the transformation. The left handed
Weyl spinors transform under $N$ as:

$$\psi'_\alpha = N_{\alpha}{}^\beta \psi_\beta$$
The right handed Weyl spinors transform under the conjugate representation. Indices which transform under the conjugate representation are denoted by a dot \( \dot{\alpha} \)

\[
\dot{\chi} = N_{\dot{\alpha}}^{\dot{\beta}} \dot{\chi} \dot{\beta}
\]

Just as the momentum operator \( P^\mu \) and the generalized angular momentum operator \( M^{\mu\nu} \) served as the generators of Poincaré Lie group algebra, we have new Weyl spinor generators \( Q^A_\alpha \) and \( \bar{Q}^A_{\dot{\alpha}} \) where \( A = 1, \ldots, N \) indexes the number of super symmetries in the theory \( N \). A theory with \( N \) The Weyl spinors transform under the \( SL(2, \mathbb{C}) \) generators \( \sigma^{\mu\nu}_{\alpha\beta} = \frac{i}{4} (\sigma^\mu \bar{\sigma}^\nu - \bar{\sigma}^\nu \sigma^\mu)_{\alpha\beta} \) and \( \bar{\sigma}^{\mu\dot{\nu}}_{\dot{\alpha}\dot{\beta}} = \frac{i}{4} (\bar{\sigma}^\mu \sigma^\nu - \sigma^\nu \bar{\sigma}^\mu)_{\dot{\alpha}\dot{\beta}} \) for the conjugate representation

\[
Q' = \exp \left( \frac{i}{2} \omega_{\mu\nu} \sigma^{\mu\nu}_{\alpha\beta} \right) Q_{\beta}
\]

By comparing the infinitesimal transformation between the Lorentz transformation and the \( SL(2, \mathbb{C}) \) transformation we extract the commutation relations between \( Q \) and \( M^{\mu\nu} \):

\[
[Q_\alpha, M^{\mu\nu}] = (\sigma^{\mu\nu})_{\alpha}^{\beta} Q_{\beta}
\]

From this we can determine \([Q, P^2] = 0\) which consequently shows us that multiplets of unbroken Supersymmetry are degenerate in mass. Since we have not discovered these partners, we believe Supersymmetry is a broken symmetry. To understand how \( Q \) acts on a state, we look at the commutation relations with the \( z \) component spin operator \( J^3_3 \) which can be expressed in terms of \( M^{\mu\nu} \) as \( J^3_3 = \frac{1}{2} \epsilon_{3ij} M^{ij} \) for \( i, j = 1, 2 \).
From this, we compute the commutator:

\[
[Q_\alpha, J_3] = \frac{1}{2} \epsilon_{3ij} [Q_\alpha, M^{ij}] = \frac{1}{2} \epsilon_{3ij} \left( \frac{i}{4} [\sigma^i, \sigma^j] \right)_\alpha^\beta Q_\beta
\]

\[
= -\frac{1}{4} (\epsilon_{3ij} \epsilon_{j3i3})_\alpha^\beta Q_\beta = -\frac{1}{2} (\sigma_3)_\alpha^\beta Q_\beta
\]

The individual relations for the spinors are \([Q_1, J_3] = -\frac{1}{2} Q_1\) and \([Q_2, J_3] = \frac{1}{2} Q_2\). That is to say, the Supersymmetry generators raise or lower the spin of a particle by \(1/2\). This is important. The SUSY generators have the effect of interchanging fermionic and bosonic states!

From the structure of the indices we can also determine the anti-commutation relations between the generators up to a constant \(c\) which is set to 2.

\[
\{Q_\alpha, Q_\beta\} = c (\sigma^\mu)_{\alpha\dot{\beta}} P_\mu = 2 (\sigma^\mu)_{\alpha\dot{\beta}} P_\mu
\]

here we see the two symmetry transformations together generate a translation in spacetime. This relation is suggestive that we should consider Supersymmetry a symmetry of spacetime. A complete super-Poincaré transformation (Lorentz transformations + translations + Supersymmetry transformations) is written in terms of the generators as:

\[
g = \exp \left( i(\omega^{\mu\nu} M_{\mu\nu} + a^\mu P_\mu + \theta^\alpha Q_\alpha + \bar{\theta}^\dot{\alpha}\bar{Q}^{\dot{\alpha}}) \right)
\]

where \(\theta^\alpha\) and \(\bar{\theta}^\dot{\alpha}\) are spinors of anti-commuting Grassmann numbers which square to zero. In this way, \(\theta^\alpha\) and \(\bar{\theta}^\dot{\alpha}\) are like differential one forms \(dx\) that only exist at linear order. When reading supersymmetric Lagrangians, which have explicit dependance on the \(\theta\) and \(\bar{\theta}\) spinors, it is important to understand the suppressed index structure. Although the individual Grassmann components of the spinor square to zero, the
spinor terms will appear at second order as mixed components.

\[\theta \theta = \theta^\alpha \theta_*^\alpha = \epsilon^{\alpha \beta} \theta^\beta \theta_*^\alpha = \theta_2 \theta_1 - \theta_1 \theta_2 = 2 \theta_2 \theta_1\]

\[\bar{\theta} \theta = \bar{\theta}_\alpha \theta^\alpha = (\theta^\alpha)^* (\theta^\alpha)^* = \theta^*_1 \theta^*_2 - \theta^*_2 \theta^*_1 = 2 \theta^*_1 \theta^*_2\]

The spinor indices between fermionic fields and \(\theta\) are also suppressed \(\theta \psi = \theta^\alpha \psi_\alpha\). Because \(\theta_1^2 = \theta_2^2 = 0\), there are no cubed spinor terms of the form \((\theta \theta) \theta \psi\) terms as all terms would be at least order 2 in the components. It is also possible to formulate superspace in terms of Dirac matrices as a single component rather than two, however the majority of literature takes the Weyl spinor approach.

Now that we understand index structure, we can write the most general chiral super field as an expansion in the superspace coordinates as:

\[
\Phi(x^\mu, \theta^\alpha, \bar{\theta}^\dot{\alpha}) = \varphi(x) + \sqrt{2} \theta \psi(x) + \theta \theta F(x) + i \theta \sigma^\mu \bar{\theta} \partial_\mu \varphi(x) - \frac{i}{\sqrt{2}} (\theta \theta) \partial_\mu \psi(x) \sigma^\mu \bar{\theta} - \frac{1}{4} (\theta \theta) (\bar{\theta} \theta) \partial_\mu \partial^\mu \varphi(x)
\]

Here \(\sigma^\mu = (1, \sigma)\). The field has 4 bosonic components (\(\varphi\) and \(F\)) and 4 fermionic components (\(\psi_\alpha\) i.e. one for each coordinate \(\theta_a\) and \(\bar{\theta}_a\)). When a super-translation is applied to the field, the individual coefficients of the super-coordinates will will transform into each other. However, it is possible to greatly reduce terms with a transformation of variables \(y^\mu = x^\mu + i \theta \sigma^\mu \bar{\theta}\). In these coordinates, the field appears only as a function of \(\theta\).

\[
\Phi(y^\mu, \theta^\alpha) = \varphi(y^\mu) + \sqrt{2} \theta \psi(y^\mu) + \theta \theta F(y^\mu)
\]

\(\varphi\) represents the scalar components of the theory (squarks, sleptons, the Higgs) and \(\psi\) the fermionic fields (quarks, leptons, and higgsinos).
As for vector super-fields, the most general vector super-field expression is much longer:

\[ V(x, \theta, \bar{\theta}) = C(x) + i\theta\chi(x) - i\bar{\theta}\bar{\chi}(x) \]
\[ + \frac{i}{2}\theta\theta(M(x) + iN(x)) - \frac{i}{2}\bar{\theta}\bar{\theta}(M(x)) \]
\[ - iN(x) + \theta\sigma^\mu\bar{\theta}V_\mu(x) + i\theta\theta \left( -i\lambda(x) + \frac{i}{2}\bar{\sigma}^\mu\partial_\mu\chi(x) \right) \]
\[ - i\bar{\theta}\bar{\theta} \left( i\lambda(x) - \frac{i}{2}\sigma^\mu\partial_\mu\bar{\chi}(x) \right) + \frac{1}{2}(\theta\theta)(\bar{\theta}\bar{\theta})(D - \frac{1}{2}\partial_\mu\partial^\mu C) \]

This field has 8 bosonic components \((C, M, N, D, V_\mu)\) and 8 fermionic components \((\chi_\alpha, \lambda_\alpha)\). It is possible to build a vector super-field from a chiral field \(\Lambda\) via \(i(\Lambda - \Lambda^\dagger)\).

With this, we can define a transformation \(V \to V - \frac{i}{2}(\Lambda - \Lambda^\dagger)\) inducing a gauge transformation \(V_\mu \to V_\mu + \partial_\mu(Re[\varphi]) = V_\mu + \partial_\mu\alpha\) that allows us the freedom to gauge away a number of components. In the Wess-Zumino Gauge, the vector field we can set \(C = \chi = M = N = 0\) yielding a significantly reduced form:

\[ V_{WZ}(x, \phi, \bar{\phi}) = (\theta\sigma^\mu\bar{\theta})V_\mu(x) + (\theta\theta)(\bar{\theta}\bar{\lambda}(x) + (\bar{\theta}\theta)(\theta\lambda(x) + \frac{1}{2}(\theta\theta)(\bar{\theta}\bar{\theta})D(x) \]

In this form, \(V_\mu\) corresponds to the usual Standard Model gauge bosons \((\gamma, W^\pm, Z, g)\). \(\lambda, \bar{\lambda}\) are the gauginos and \(D\) is an auxiliary field.

The most generic Lagrangian \(\mathcal{L}\) for a chiral super-field is written in terms of the Khaler potential \(K\) and the super potential \(W\) as

\[ K(\Phi, \Phi^\dagger) = \Phi^\dagger\Phi \]
\[ W(\Phi) = \alpha + \lambda\Phi + \frac{m}{2}\Phi^2 + \frac{g}{3}\Phi^3 \]
\[ \mathcal{L} = K|_D + (W|_F + h.c.) \]
where we have taken the $D$ auxiliary term of the Kahler potential and the $F$ auxiliary term of the super potential. Expanding the Kahler potential in terms of the components of the most general solution to the chiral super field $Φ$ and collecting the $D$ term (the coefficient of $θ^2\bar{θ}^2$):

$$K = K_1 + K_2 + K_3 + K_4$$

$$K_1 = -\frac{1}{4}θ^2(∂_μφ^*)(∂^μφ)φ - \frac{1}{4}(∂_μφ^*)(∂^μφ)φ^*$$

$$K_2 = -i\bar{θ}ψθ^2(∂_μψσ^μθ) + i\bar{θ}(θσ^μ∂_μψ)θψ$$

$$K_3 = (θσ^μ\bar{θ})(θσ^ν\bar{θ})∂_μφ∂^νφ$$

$$K_4 = \bar{θ}θ^2|F|^2$$

$K_1$ can be written as a $\frac{1}{2}(∂_μφ)(∂^μφ^*)$ plus a total derivative which contributes zero in the action. $K_4$ yields another factor $\frac{1}{2}(∂_μφ)(∂^μφ^*)$ after contracting the $σ$ terms. $K_2$ yields the massless Dirac equation $-iψσ^μ∂_μ\bar{ψ}$ plus a non contributing total derivative. The final constant term $|F|^2$ is relevant to how SUSY is broken. Impressively, the simple expression of the Kahler potential as a product of the most general chiral super-field and its conjugate yields precisely the free kinetic terms for the scalar and fermionic fields.

$$K = (∂_μφ)(∂^μφ^*) - iψσ^μ∂_μ\bar{ψ} + |F|^2$$

For the potential terms, the derivatives of the super potential are evaluated in an expansion about $Ψ = φ$ where $\frac{∂W}{∂φ} = \frac{∂W}{∂Φ}|_φ$

$$W(Φ) = W(φ) + (Φ - φ)\frac{∂W}{∂φ} + \frac{1}{2}(Φ - φ)^2\frac{∂^2W}{∂φ^2}$$
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Evaluating the expansion at its $F$ term:

$$W(\varphi)|_F = 0$$

$$(\Phi - \varphi) \frac{\partial W}{\partial \varphi}|_F = F(m\varphi + g\varphi^2) = -|m\varphi + g\varphi^2|^2$$

$$\frac{1}{2} (\Phi - \varphi)^2 \frac{\partial W}{\partial \varphi^2}|_F = -\frac{1}{2} \psi^2 (m + 2g)$$

Here we have made use of $-F = \frac{\partial W^*}{\partial \varphi^*}$ which can be obtained from minimal action.

From the $F$ component of the Lagrangian $\mathcal{L}_F = |F|^2 + \frac{\partial W}{\partial \varphi} F + \frac{\partial W^*}{\partial \varphi^*} F^*$ we apply the minimal action principle and obtain $\frac{\delta S}{\delta F} = 0 \implies F^* + \frac{\partial W}{\partial \varphi} = 0$ (the same is done for $F^*$). In this form, after adding the Hermitian conjugate of the potential term, the complete Lagrangian reads:

$$\mathcal{L} = \frac{1}{2} (\partial_\mu \varphi)(\partial^\mu \varphi^*) - i \psi \sigma^\mu \partial_\mu \bar{\psi} + |F|^2$$

$$- |m\varphi + g\varphi^2|^2 - \psi^2 (\frac{m}{2} + g\varphi) - \bar{\psi}^2 (\frac{m}{2} + g\varphi^*) + \partial^\mu \varphi \partial_\mu \varphi^*$$

Now that we have the Lagrangian in terms of the super-field components, we can discuss why this construction is so attractive to the theoretical community.

### 2.2.1 The Miraculous Cancelation

In this section, we would like to investigate the statement that supersymmetric top quarks partners resolve the quadratic divergences in the Higgs mass corrections at one loop. In Supersymmetry, because the super potential is written only in terms the field $\Phi$ the couplings between its scalar and fermionic components are sourced by the same coupling. As fermionic loops inherit a minus sign from fermionic statistics, this opens up the possibility of removing troubling divergences. To check this, we will look at the corrections to the real components of the complex scalar field $\varphi$. This is based on material from the reference [54].
Figure 2.12: The five 1 loop diagrams which correct the mass of the scalar particle $A$ at one loop [54].

\begin{align*}
\mathcal{L}_0 &= \frac{1}{2} \partial^\mu A \partial_\mu A - \frac{1}{2} m^2 A^2 + \frac{1}{2} \partial^\mu B \partial_\mu B - \frac{1}{2} m^2 B^2 + \frac{1}{2} \bar{\psi} (i \gamma^\mu \partial_\mu - m) \psi \\
\mathcal{L}_{int} &= \frac{mg}{\sqrt{2}} A (A^2 + B^2) - \frac{g^2}{4} (A^4 + B^4 + 2 A^2 B^2) - \frac{g}{\sqrt{2}} \bar{\psi} (A - i B \gamma^5) \psi
\end{align*}

From the interaction terms we see there are 2 quartic corrections to the propagating $A$ mass, one from the $(g^2/4) A^4$ term and one from $(g^2/2) A^2 B^2$. There are 2 scalar 3-point terms that contribute to the mass correction $(mg/\sqrt{2}) A^3$ and $-(mg/\sqrt{2}) A B^2$. Finally, and most importantly there is a fermionic loop induced by $-(g \sqrt{2} ) \bar{\psi} A \psi$ with the same coupling $g$ that will induce a cancelation. These corrections are summarized in Figure 2.12.
Diagrams (I) and (II) have similar form and are quadratically divergent. Adding the two diagrams:

\[ 4g^2 \int \frac{d^4k}{(2\pi)^4} \frac{1}{k^2 - m^2} \]

Diagram (III) has the same form as diagram (IV) and their contributions sum:

\[ 4g^2 m^2 \int \frac{d^4k}{(2\pi)^4 (k^2 - m^2)((k - p)^2 - m^2)} \]

Diagram (V) is more difficult to evaluate due to the gamma matrices in the fermionic loop. Ultimately, the integral expands into 3 terms:

\[ - \left(-\frac{ig}{\sqrt{2}}\right) 2 \int \frac{d^4k}{(2\pi)^4} \frac{1}{k^2 - m^2} \text{Tr} \left\{ \frac{i(\gamma^\mu k_\mu + m) i(\gamma^\nu k_\nu - \gamma^\mu p_\mu + m)}{(k - p)^2 - m^2} \right\} \]

\[ = -2g^2 \left( \int \frac{d^4k}{(2\pi)^4} \frac{1}{k^2 - m^2} + \int \frac{d^4k}{(2\pi)^4} \frac{1}{(k - p)^2 - m^2} \right) \\
-2g^2 \left( \int \frac{d^4k}{(2\pi)^4} \frac{4m^2 - p^2}{(k^2 - m^2)((k - p)^2 - m^2)} \right) \]

The first term of (V) sums with diagrams (I) and (II) to:

\[ 2g^2 \int \frac{d^4k}{(2\pi)^4} \frac{1}{k^2 - m^2} \]

The third term of (V) sums with diagrams (II) and (III):

\[ -2g^2 \int \frac{d^4k}{(2\pi)^4} \frac{2m^2 - p^2}{(k^2 - m^2)((k - p)^2 - m^2)} \]

The total correction is the sum of these three contributions is

\[ 2g^2 \left( \int \frac{d^4k}{(2\pi)^4} \frac{1}{k^2 - m^2} - \int \frac{d^4k}{(2\pi)^4} \frac{1}{(k - p)^2 - m^2} + \int \frac{d^4k}{(2\pi)^4} \frac{p^2 - 2m}{(k^2 - m^2)((k - p)^2 - m^2)} \right) \]
The first two terms are quadratically divergent as \( \int_{\Lambda} d^4k \frac{1}{k^2} \sim \int_{\Lambda} dkk \sim \Lambda^2 \). The third term is logarithmically divergent \( \int_{\Lambda} d^4k/k^4 \sim \int_{\Lambda} dk/k \sim \log(\Lambda) \).

If the first two terms were evaluated by dimensional regularization where all momenta are integrated in \( d \)-dimensions (not just up to the scale \( \Lambda \)) the shift in the second term \( k \to k - p \) would be inconsequential and the two terms would precisely cancel. However, if we take the Wilsonian point of view and impose a strict cut off, the calculation can be performed by integrating the angular component of \( k \cdot p \) on the three sphere. The “miracle” of this calculation is that the quadratic components between the first two terms cancel! The formulation of Supersymmetry imposes the same coupling constant for the super-symmetric partners (here \( A \) and \( \psi \)). For this reason, the quadratic divergences in their mass corrections will precisely cancel. When corrections are integrated to sum up the new physics \( \Lambda \), say the gravitational scale \( M_{pl} \sim 10^{18} \) GeV, the tuning required to keep the Higgs mass small is \( \log(\Lambda) \sim 10^1 \) rather than \( 10^{36} \)! Supersymmetry structurally preserves historical notions of naturalness.

In general, whether Supersymmetry exists or not, there are likely scalars which couple to the Higgs with top-like couplings to cancel the quadratic divergences. The appeal of Supersymmetry is that these top like couplings come for free in the definition of the top super-field. Unfortunately, the Higgs remains the only fundamental scalar to be discovered at the LHC.

### 2.2.2 The Minimally Supersymmetric Standard Model

The Minimally Supersymmetric Standard Model (MSSM) is the minimally supersymmetric extension of the Standard Model. This extension is minimal in the sense that it has as few particles as necessary to have a consistent theory and nothing more. As mentioned previously, each Standard Model particle has a supersymmetric partner. The top quark has a stop quark partner and the electron has a selectron.
Table 2.5: The chiral super field content of the MSSM. Squarks, quarks, leptons, and slepton multiplets have three families as in the standard model. Notably, the MSSM includes a second Higgs doublet to remove non-gauge invariant anomalies.

<table>
<thead>
<tr>
<th>Superfield</th>
<th>Spin-0 Component</th>
<th>Spin-1/2 Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$</td>
<td>left squark ($\tilde{u}_L ; \tilde{d}_L$)</td>
<td>left quarks ($u_L, d_L$)</td>
</tr>
<tr>
<td>$u$</td>
<td>right up squark $\tilde{u}_R^*$</td>
<td>right quark $u_R$</td>
</tr>
<tr>
<td>$d$</td>
<td>right down squark $\tilde{d}_R^*$</td>
<td>right down quark $u_R$</td>
</tr>
<tr>
<td>$L$</td>
<td>left slepton ($\tilde{\nu} ; \tilde{e}_L$)</td>
<td>left lepton ($\nu ; e_L$)</td>
</tr>
<tr>
<td>$e$</td>
<td>right slepton $\tilde{e}_R$</td>
<td>right lepton $e_R$</td>
</tr>
<tr>
<td>$H_u$</td>
<td>up type higgs ($H_u^+ ; H_u^0$)</td>
<td>up type higgsino ($\tilde{H}_u^+ ; \tilde{H}_u^0$)</td>
</tr>
<tr>
<td>$H_d$</td>
<td>down type higgs ($H_d^- ; H_d^0$)</td>
<td>down type higgsino ($\tilde{H}_d^+ ; \tilde{H}_d^-$)</td>
</tr>
</tbody>
</table>

Table 2.6: The vector super field content of the MSSM before EWSB. Correspondingly, there are only super partners for the original gauge bosons in the unstable vacuum $\langle \phi \rangle = 0$.

<table>
<thead>
<tr>
<th>Spin-1/2 Component</th>
<th>Spin-1 Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>gluino $\tilde{g}$</td>
<td>gluon $g$</td>
</tr>
<tr>
<td>charged winos $\tilde{W}^\pm$, neutral wino $\tilde{W}$</td>
<td>charged $W^\pm$, neutral $W$</td>
</tr>
<tr>
<td>bino $\tilde{B}$</td>
<td>$B$ boson</td>
</tr>
</tbody>
</table>

partner. However, when experiments at the LHC design searches for super partners, the numerous particles and names are not as straightforward to understand. Who is the standard model partner of the chargino? Why are there multiple higgses and neutralinos? It is the goal of this sub-section to explain the particle content of the MSSM, specifically the source of many neutralinos, charginos, and additional higgs bosons. This discussion is done in greater detail in the reference [28].

As discussed previously, a supersymmetric model is written in terms of chiral and vector super fields. The MSSM field content is summarized in Tables 2.5 and 2.6. Notably an additional Higgs multiplet has been included with opposite weak hyper charge $Y_{H_u} = -Y_{H_d}$ such that the 1 loop three point gauge anomaly cancels. $H_u$ corresponds to the original Standard Model $SU(2)$ doublet. The three point anomaly
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is not gauge invariant due to the higgisinos in the Higgs chiral super field. The second doublet cancels this contribution. When electroweak symmetry breaking occurs, both higgses will take on a vacuum expectation value:

\[
\langle H_u \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ \nu_u \end{pmatrix} \quad \text{and} \quad \langle H_d \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} \nu_d \\ 0 \end{pmatrix}
\]

where \( \nu_u^2 + \nu_d^2 = \nu^2 \) the Standard Model vacuum expectation value. Given this relation, we define the quantity \( \tan \beta = \nu_u / \nu_d \) in terms of the right triangle with legs \( \nu_u \) and \( \nu_d \). This is a free parameter of the theory and commonly scanned in tests of the MSSM. We believe SUSY is a broken symmetry as the super partners have not been discovered, but there is no consensus on how the symmetry is broken. To separate the discussion of how SUSY is broken and the consequences, certain “soft” terms are added to the Lagrangian with free parameters that are determined by how the symmetry is broken. Specific to the Higgs potential the terms which explicitly break SUSY are \( V_{\text{soft}} = m_{H_u}^2 H_u^2 + m_{H_d}^2 H_d^2 + (b H_u H_d + h.c.) \). Combining this with the relevant component of the Higgs potential \( \frac{1}{2} \sum_a g_a (\phi^* T^a \phi)^2 \) where \( T^a \) are the generators of the gauge groups, we obtain the super symmetric Higgs potential:

\[
V_{\text{SUSY}} = (m_{H_u}^2 + |\mu|^2)H_u^2 + (m_{H_d}^2 + |\mu|^2)H_d^2 + \frac{1}{8}(g_1^2 + g_2^2)(H_u^2 - H_d^2)^2
+ \frac{1}{2}g_2^2|H_u^0 H_0^0 + H_u^0 H_d^-|^2 + (b H_u^+ H_d^- - b H_u^0 H_d^0 + h.c.)
\]

\[
V_{\text{SM}} = \frac{1}{2}\mu^2 \phi^2 + \frac{1}{4}\lambda \phi^4
\]

From the Standard Model we set \( m_Z^2 = (1/4)\nu^2 (g_1^2 + g_2^2) \) and \( m_W^2 = (1/4)\nu^2 g_2^2 \). Expanding about the vacuum expectation values of \( \langle H_u^0 \rangle \) and \( \langle H_d^0 \rangle \) and diagonalizing the mass matrix, we arrive obtain five Higgs bosons \( A, h, H^0, H^+, H^- \). \( A \) is a CP odd Higgs. \( h \) is the Standard Model Higgs. \( H^0 \) is a heavier CP even Higgs. \( H^\pm \) are charged scalars. Counting our degrees of freedom we had two Higgs doublets with
four complex components corresponding to eight degrees of freedom. Two degrees of freedom are lost during EWSB (\(H_u^+\) and \(H_d^-\)) leaving six degrees of freedom. These correspond to the five Higgs bosons and the massless Goldstone boson.

As for the neutralinos the masses come from flavor mass mismatch between the binos, winos, and higginos. We list the relevant mass terms:

\[
(-\frac{1}{2}M_1\tilde{B}\tilde{B} - \frac{1}{2}M_2\tilde{W}^0\tilde{W}^0 + c.c) + (\mu\tilde{H}_u^0\tilde{H}_d^0 + c.c.) - \sqrt{2}g\phi^*_i T^a_i \psi_j \lambda^a
\]

Where \(\psi_j = (\tilde{H}_u^0, \tilde{H}_d^0)\) and \(\lambda^a = (\tilde{B}, \tilde{W}^0)\) and \(T^a\) are the generators of the relevant gauge group. The mass matrix for the neutralinos is \(-\frac{1}{2}\psi^TM_{\tilde{\chi}^0}\psi + c.c:\)

\[
m_{\tilde{\chi}^0} = \begin{pmatrix}
M_1 & 0 & -g_1 \frac{\nu_d}{2} & g_1 \frac{\nu_u}{2} \\
0 & M_2 & g_2 \frac{\nu_d}{2} & -g_2 \frac{\nu_u}{2} \\
-g_1 \frac{\nu_d}{2} & g_2 \frac{\nu_d}{2} & 0 & -\mu \\
g_1 \frac{\nu_u}{2} & -g_2 \frac{\nu_u}{2} & -\mu & 0 \\
\end{pmatrix}
\]

in the basis:

\[
\begin{pmatrix}
\tilde{B} \\
\tilde{W}^0 \\
\tilde{H}_u^0 \\
\tilde{H}_d^0 \\
\end{pmatrix}
\]

This corresponds to four neutralinos that are combinations of the neutral pieces of the two pieces of the higgino doublets, the bino, and the neutral wino. For the charge mixing the relevant terms are:

\[-M_2\tilde{W}^+\tilde{W}^- - \mu\tilde{H}_u^+\tilde{H}_d^- - g_2\nu_u\tilde{H}_u^+\tilde{W}^- - g_2\nu_d\tilde{W}^+\tilde{H}_d^- + c.c.
\]

which amounts to a mass matrix of the form \(-\frac{1}{2}\psi^\pm T M_{\tilde{\chi}^\pm}\psi^\pm + c.c.:

\[
M_{\tilde{\chi}^\pm} = \begin{pmatrix}
0 & 0 & M_2 & g_2 \nu_d \\
0 & 0 & g_2 \nu_u & \mu \\
M_2 & g_2 \nu_u & 0 & 0 \\
g_2 \nu_d & \mu & 0 & 0 \\
\end{pmatrix}
\]

in the basis:

\[
\begin{pmatrix}
\tilde{W}^+ \\
\tilde{H}_u^+ \\
\tilde{W}^- \\
\tilde{H}_d^- \\
\end{pmatrix}
\]
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The positive charginos are a mixed state of the + wino and the charged up type higgsino. The negative charginos are a mixed state of the + wino and the charged down type higgsino.

2.3 Long-lived Signatures

2.3.1 Standard Model Particles with Long Lifetimes

The Standard Model already includes a variety of common hadrons that can generate displaced vertices (Table 2.7 and Table 2.8). For example, \( B^0 \rightarrow J/\psi K^{*0} \) with \( K^{*0} \rightarrow K^+\pi^- \) generates a 4 charge particle vertex. Such a vertex is commonly utilized experimentally in b quark identification (b-tagging). Charge neutral Standard Model particles are of particular interest to identifying single displaced jets outside of the b-tagging lifetime regime. The most relevant states are those decaying to charged particles at a few centimeter proper lifetime, namely: \( \Lambda^0, K^0_s \). These particles would have no charge particle leading to the primary collision vertex and a vertex far outside B meson lifetimes. The most relevant of these processes being:

1. \( K^0_s \rightarrow \pi^+\pi^- \) 69\% of all \( K^0_s \) decays

2. \( \Lambda^0 \rightarrow p\pi^- \) 64\% of all \( \Lambda^0 \) decays

Jets containing prompt decays as well as long-lived \( K_s \) and \( \Lambda^0 \)'s will contain tracks with large impact parameters. When a vertex is fit to such a jet, we expect small track multiplicity relative to massive > 50 GeV long-lived particles this analysis targets. Pairs of oppositely signed displaced tracks when vertexed together generate a resonance in the invariant mass distribution as shown in Figure 2.13.

Particles of a characteristic lifetime \( \tau \) decay with a falling exponential distribution. For reference, a table summarizing the distribution is shown in Table 2.9. As the BSM particles must decay with the detector used to identify them, it is important to note
Displaced 2 track candidate vertices are built from tracks within jets. Clustering these vertices shows obvious nuclear interactions. Working on removing kshort candidates from jet matched track collection.

Figure 2.13: The invariant mass of pairs of oppositely charged tracks in data and in simulation. Solid curves correspond to simulated signal models which also contain displaced tracks, but do not share this resonant background as prominently.

Table 2.7: Mesons with proper lifetimes greater than $10^{-2}$ cm.

<table>
<thead>
<tr>
<th>Name</th>
<th>Content</th>
<th>Particle</th>
<th>Mass [MeV]</th>
<th>$\tau_0$ [sec]</th>
<th>$c\tau$ [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pion</td>
<td>$ud$</td>
<td>$\pi^\pm$</td>
<td>139</td>
<td>$2.6 \times 10^{-8}$</td>
<td>$7.8 \times 10^2$</td>
</tr>
<tr>
<td>Kaon</td>
<td>$u\bar{s}$</td>
<td>$K^\pm$</td>
<td>497</td>
<td>$1.23 \times 10^{-8}$</td>
<td>$3.7 \times 10^2$</td>
</tr>
<tr>
<td>K Short</td>
<td>$\sqrt{2}(d\bar{s} - s\bar{d})$</td>
<td>$K^0_s$</td>
<td>497</td>
<td>$0.896 \times 10^{-10}$</td>
<td>2.68</td>
</tr>
<tr>
<td>K Long</td>
<td>$\sqrt{2}(d\bar{s} + s\bar{d})$</td>
<td>$K^0_L$</td>
<td>497</td>
<td>$5.1 \times 10^{-8}$</td>
<td>$1.5 \times 10^3$</td>
</tr>
<tr>
<td>D</td>
<td>$cd$</td>
<td>$D^\pm$</td>
<td>1869</td>
<td>$1 \times 10^{-12}$</td>
<td>$3.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>B meson</td>
<td>$ub$</td>
<td>$B^\pm$</td>
<td>5279</td>
<td>$1.6 \times 10^{-12}$</td>
<td>$4.8 \times 10^{-2}$</td>
</tr>
<tr>
<td>strange B</td>
<td>$s\bar{b}$</td>
<td>$B^0_s$</td>
<td>5366</td>
<td>$1.5 \times 10^{-12}$</td>
<td>$4.5 \times 10^{-2}$</td>
</tr>
<tr>
<td>charmed B</td>
<td>$c\bar{b}$</td>
<td>$B^0_c$</td>
<td>6275</td>
<td>$4.5 \times 10^{-13}$</td>
<td>$1.4 \times 10^{-2}$</td>
</tr>
</tbody>
</table>
Table 2.8: Baryons with proper lifetimes greater than $10^{-2}$ cm.

<table>
<thead>
<tr>
<th>Name</th>
<th>Content</th>
<th>Particle</th>
<th>Mass [MeV]</th>
<th>$\tau_0$ [s]</th>
<th>$c\tau_0$ [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lambda</td>
<td>uds</td>
<td>$\Lambda^0$</td>
<td>1115</td>
<td>$2.6 \times 10^{-10}$</td>
<td>7.8</td>
</tr>
<tr>
<td>bottom Lambda</td>
<td>udb</td>
<td>$\Lambda_b^0$</td>
<td>5620</td>
<td>$1.4 \times 10^{-12}$</td>
<td>$4.2 \times 10^{-2}$</td>
</tr>
<tr>
<td>Sigma plus</td>
<td>uus</td>
<td>$\Sigma^+$</td>
<td>1189</td>
<td>$8 \times 10^{-11}$</td>
<td>2.4</td>
</tr>
<tr>
<td>Sigma minus</td>
<td>dds</td>
<td>$\Sigma^-$</td>
<td>1197</td>
<td>$1.4 \times 10^{-10}$</td>
<td>4.2</td>
</tr>
<tr>
<td>Xi zero</td>
<td>uss</td>
<td>$\Xi^0$</td>
<td>1314</td>
<td>$4 \times 10^{-13}$</td>
<td>$1.2 \times 10^{-2}$</td>
</tr>
<tr>
<td>Xi minus</td>
<td>dss</td>
<td>$\Xi^-$</td>
<td>1321</td>
<td>$1.6 \times 10^{-10}$</td>
<td>4.8</td>
</tr>
<tr>
<td>charmed Xi +</td>
<td>usc</td>
<td>$\Xi_c^+$</td>
<td>2467</td>
<td>$4.42 \times 10^{-13}$</td>
<td>$1.3 \times 10^{-2}$</td>
</tr>
<tr>
<td>charmed Xi</td>
<td>dsc</td>
<td>$\Xi_c^0$</td>
<td>2471</td>
<td>$1.12 \times 10^{-13}$</td>
<td>$3.3 \times 10^{-2}$</td>
</tr>
<tr>
<td>bottom Xi</td>
<td>dsb</td>
<td>$\Xi_b^-$</td>
<td>5792</td>
<td>$1.56 \times 10^{-12}$</td>
<td>$4.7 \times 10^{-2}$</td>
</tr>
<tr>
<td>bottom Omega</td>
<td>ssb</td>
<td>$\Omega_b^-$</td>
<td>6054</td>
<td>$1.13 \times 10^{-12}$</td>
<td>$3.3 \times 10^{-2}$</td>
</tr>
<tr>
<td>Omega minus</td>
<td>sss</td>
<td>$\Omega^-$</td>
<td>1672</td>
<td>$8 \times 10^{-11}$</td>
<td>2.4</td>
</tr>
</tbody>
</table>

Table 2.9: The cumulative probability for a particle of lifetime $\lambda$ to have decayed before a certain distance in units of $\lambda$, the proper lifetime. For example, after $0.5\lambda$ we expect 39% of long-lived particles with lifetime $\lambda$ to have decayed.

<table>
<thead>
<tr>
<th>Distance ($\lambda$)</th>
<th>Probability to have decayed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>1%</td>
</tr>
<tr>
<td>0.1</td>
<td>9.5%</td>
</tr>
<tr>
<td>0.25</td>
<td>22%</td>
</tr>
<tr>
<td>0.5</td>
<td>39%</td>
</tr>
<tr>
<td>0.75</td>
<td>52%</td>
</tr>
<tr>
<td>1</td>
<td>63%</td>
</tr>
<tr>
<td>1.5</td>
<td>77%</td>
</tr>
<tr>
<td>2</td>
<td>86%</td>
</tr>
<tr>
<td>3</td>
<td>95%</td>
</tr>
<tr>
<td>5</td>
<td>99.3%</td>
</tr>
</tbody>
</table>

that for proper lifetimes 10 and 100 times the size of the relevant detector ($\sim 1$ m), we would still expect 10% and 1% of decays (respectively) to occur within the sensitive region of the detector.
2.3.2 Split SUSY and Naturalness at the LHC

When motivating Supersymmetry with naturalness, it is important to note that the stability of the Higgs boson mass is not the only fine-tuning problem in particle physics. When the same argument is used to calculate the cosmological constant we arrive at cut off scale \( \Lambda \geq m_{SUSY}^4 \), where experimentally \( \Lambda = 10^{-59} \text{ TeV}^4 \). If we use the same SUSY scale \( m_{SUSY} = 1 \text{ TeV} \) we have a new fine tuning problem of \( 10^{60} \)!

As addressed by Arkani-Hamed and Dimopoulos [9], many theoretical approaches have been motivated by a natural explanation for the Higgs mass while separately seeking an explanation of the cosmological constant through some other mechanism. Arkani-Hamed and Dimopoulos propose a reconsideration of naturalness, entertaining the idea that fine tuning could have a role to play in beyond the Standard Model physics. Conceivably, both \( \Lambda \) and \( m_h \) fine tuning could be resolved by the same mechanism. This un-natural model was further investigated by Giudice and Romanino [32] and dubbed “Split Supersymmetry”.

Split SUSY assumes a much higher SUSY scale \( m_{SUSY}^2 \gg 1 \text{ TeV} \) where all scalars (excluding the Higgs) become very heavy \( O(m_{SUSY}) \) and the lightest sparticles (higgsinos and gluinos) are kept at the TeV scale by requiring the lightest neutralino to be a good dark matter candidate. Because the scalars are so much heavier, the decay of gluinos through squarks is suppressed. The characteristic signature of split Supersymmetry is thus long-lived gluinos [37]; such processes with long lifetimes are rare in the Standard Model, particularly for particles with mass larger than the \( m_{EW} \).

Following the discovery of the Higgs boson in July 2012, Arkani-Hamed et al. [10] investigated the scalar super-partner mass scale for \( m_h \approx 125 \text{ GeV} \). The most phenomenologically interesting point is the gluino lifetime given by:

\[
ct\tilde{g} \approx 10^{-5} m \left( \frac{m_{\tilde{q}}}{\text{PeV}} \right)^4 \left( \frac{\text{TeV}}{m_{\tilde{g}}} \right)^5
\]
For massive gluinos still within the reach of the $\sqrt{s} = 13$ TeV LHC ($m_{\tilde{g}} \lesssim 3$ TeV) we would probe up to $m_{sq} \simeq 10^4$ TeV if the proper gluino lifetimes is on the order of the relevant detector ($c\tau_{\tilde{g}} < 1$ m).

As the Higgs at 125 GeV has been the only scalar discovered in the LHC’s $\sqrt{s} = 7, 8,$ and 13 TeV program, the natural SUSY parameter space has become more tightly constrained. If no new scalar super-partners are found soon, less natural scenarios like split SUSY would become even stronger candidates for BSM physics. CMS is well prepared for most, if not all, SUSY final states with prompt decays. Long-lived scenarios allow one to probe significantly higher energy scales if components of the theory are light enough to be probed at the LHC.
Chapter 3

Simulation and Collider Physics

3.1 Introduction

In the previous chapter, we outlined principal aspects and fundamental assumptions of the Standard Model. However, a considerable amount of physics is still required to reach a practical description of what occurs inside of an experiment. The goal of this section is to connect the matrix elements $M$ from the quantum field theoretic description of the Standard Model to the Monte Carlo simulations. These simulations allow us to test our understanding of a given theory in terms of quantities observable in experimental high energy physics. First, we will discuss how we can compare the matrix amplitudes with the observations in a physical detector. After, we will discuss the considerations that must be made for the fact that LHC collides hadrons rather than fundamental particles. We will discuss the models used to describe physics after the hard scattering occurs where perturbative physics breaks down and calculations from first principles cannot be performed. Generic principles for parton showering and hadronization models will be examined. To conclude, we will discuss common jet clustering algorithms.
3.2 From Matrix Elements to Cross Sections

In high energy experimental particle physics the most studied quantity (in addition to particle quantum numbers and masses) is the cross section $\sigma$ of the process. This is the rate or equivalently, the probability that a process occurs. It is the proportionality between the number of observed collisions and amount of data collected by the Large Hadron Collider $L$ (the integrated luminosity) expressed simply as:

$$N_{\text{events}} = L \times \sigma$$

Consider a target of particles type $A$ and density $\rho_A$ and aim particles type $B$ with density $\rho_B$. If the lengths of the bunches of particles are $l_A$ and $l_B$ then the cross section of the processes is defined for a beam with cross-sectional area as:

$$\sigma \equiv \frac{N_{\text{events}}}{\rho_A l_A \rho_B l_B}$$

Inverting this and assuming that we have constant density along the beams length:

$$N_{\text{events}} = \frac{\sigma N_A N_B}{A} = \sigma N_A n_B \quad (3.1)$$

by comparing this with the relation $N_{\text{events}} = L \times \sigma$ above containing luminosity, we see the luminosity is in effect counting the number of colliding particles per unit transverse area of the beams. More incident particles and a more focused beam means more scattered events. In the last equality we have introduced the impact parameter density $n_B$ for the incident $B$ particles.

However, the end results of Feynman diagram calculations yield scattering amplitudes. The amplitudes are probabilities of scattering a given initial state into a given final state, not a cross section. We need to relate the process strength into something concrete experimentally.
First, consider the quantum fields within the beams that are colliding. Start by, setting up two initial wave packets $A$ and $B$ in a limit of definite momentum $p_A$ and $p_B$ and evolve them forward for a very long time with the time evolution operator $\exp(-iHt)$. We would like to link the probability the final state consist of $\phi_1, \phi_2, \ldots$. This probability is written [53].

$$\mathcal{P} = |\langle \phi_1 \phi_2 \ldots | \phi_A \phi_B \rangle|^2$$

Let the incident wave packets collide along the $z$-axis, but each with non-trivial transverse displacement $b_i$. We will take the perspective that $A$ is a target and $B$ is collinear with the target and account for the shift in position with an explicit factor of $\exp(-ib \cdot k_B)$. The properly normalized expression then reads:

$$|\phi_A \phi_B \rangle = \int \frac{d^3k_A}{\sqrt{2E_A}} \int \frac{d^3k_B}{\sqrt{2E_B}} \phi_A(k_A) \phi_B(k_B) e^{-ib \cdot k_B}$$

For a single target $A$ and a beam $B$ with with constant impact parameter density $n_B = N_B/A$ we can write the the number of events as

$$N_{\text{events}} = \sum_{\text{incident particles } i} \mathcal{P}_i = \int d^2b n_B(b) \mathcal{P}(b) = n_B \int d^2b \mathcal{P}(b)$$

Comparing this to Equation [3.1] we can write the cross section as:

$$\sigma = \int d^2b \mathcal{P}(b)$$
The properly normalized differential cross section for scattering into an infinitesimal final state momentum element is:

\[
d\sigma = \left(\prod_f \frac{d^3p_f}{(2\pi)^3 2E_f}\right) \int d^2b \left(\prod_{i=A,B} \frac{d^3k_i}{(2\pi)^3 \sqrt{2E_i}} \phi_i(k_i) \int \frac{d^3\bar{k}_i}{(2\pi)^3 \sqrt{2\bar{E}_i}} \phi^*_i(\bar{k}_i)\right) \\
\times e^{ib\cdot(\bar{k}_S - k_B)}|\langle\{p_f\}|\{k_i\}\rangle|^2
\]

We have six dummy integrals to do in \(\bar{k}\) over the three momenta of particle \(A\) and \(B\) so count our delta functions. The \(d^2b\) integral gives two delta functions in the transverse momentum \((2\pi)^2 \delta^2(k_B^T - \bar{k}_B^T)\). We have eight delta functions from the matrix element enforcing that the process to conserve energy and momentum \(\delta^4(k_A + k_B - \sum p_f)\) and in the complex conjugate with the dummy variable \(\bar{k}\): \(\delta^4(\bar{k}_A + \bar{k}_B - \sum \bar{p}_f)\). Performing the transverse integrals in \(\bar{k}_B\) sets \(\bar{k}_B^T = k_B^T\) which in combination with the \(\bar{k}\) delta functions yields \(\bar{k}_A^T = k_A^T\). The remaining 2 integrals in \(z\) require some properties of delta functions:

\[
\int d\bar{k}_A^z d\bar{k}_B^z \delta(\bar{k}_A^z + \bar{k}_B^z - \sum \bar{p}_f^z) \delta(\bar{E}_A + \bar{E}_B - \sum \bar{E}_f)
\]

We can integrate the first \(B\) integral interpreting \(\bar{k}_B^z\) as a function of \(\bar{k}_A^z\) and writing the barred energy terms in the momentums and masses:

\[
\int d\bar{k}_A^z \delta \left(\sqrt{k_A^2 + m_A^2} + \sqrt{k_B^2 + m_B^2} - \sum E_f\right)
\]

We now need to use the property that \(\delta[f(x)] = \sum_i (\delta(x_i)/|f'(x_i)|)\) where \(x_i\) are the zeros of the function \(f(x)\). Note that given our parameterization from the first delta
function $\partial_{k^z_A}(\vec{k}_B^2) = -2\vec{k}_r^z$.

\[
\int d\vec{k}_A \left( \frac{1}{2} \frac{2\vec{k}_A}{\sqrt{k_A^2 + m_A^2}} - \frac{1}{2} \frac{2\vec{k}_B}{\sqrt{k_B^2 + m_B^2}} \right)^{-1} \delta(\vec{E}_A + \vec{E}_B - \sum E_f)
\]

\[
= \int d\vec{k}_A \frac{k_A}{E_A - k_B/E_B} \delta(\vec{E}_A + \vec{E}_B - \sum E_f) = \frac{1}{\beta_A - \beta_B}
\]

The six remaining integrals in $k_A$ and $k_B$ remain:

\[
d\sigma = \left( \prod_f \frac{d^3p_f}{(2\pi)^32E_f} \right) \frac{|\mathcal{M}|^2}{2E_A2E_B|\beta_A - \beta_B|} \int \frac{d^3k_A}{(2\pi)^3\sqrt{2E_i}} |\phi_A(k_A)|^2
\]

\[
\times \int \frac{d^3k_B}{(2\pi)^3\sqrt{2E_i}} |\phi_B(k_B)|^2 \delta^4(k_A + k_B - \sum p_f)
\]

To proceed further, we must consider the quality of measurements made by particle detectors. Real detectors cannot measure arbitrarily small spreads in the momentums $k_A + k_B$. The measurements made in a realistic experimental setup are not sensitive to the spread of momentum in the initial wave packets $\phi_A$ and $\phi_B$. Given this, we can take the central value $k_A + k_B = p_A + p_B$ to be a good approximation for the delta function. With this approximation, we can move the delta function outside the integral and perform the integrals using the unit normalization condition of the two fields $\phi_i$:

\[
d\sigma = \left( \prod_f \frac{d^3p_f}{(2\pi)^32E_f} \right) \frac{|\mathcal{M}|^2}{2E_A2E_B|\beta_A - \beta_B|} (2\pi)^4 \delta^4 \left( p_A + p_B - \sum p_f \right) \tag{3.2}
\]

Let's consider the simple case of $2 \to 2$ scattering and use the energy delta function of the 4 remaining delta functions to compute integral over the final state. To do so, we go to the center of mass frame where $|p_1| = |p_2| = P$, $\vec{p}_1 = -\vec{p}_2$, $E_{cm} = 2P$. We
first integrate $p_2$ to enforce 3-momentum conservation

$$\int \left( \frac{d^3 p_1}{(2\pi)^3 2E_1} \right) \left( \frac{d^3 p_2}{(2\pi)^3 2E_2} \right) \left( (2\pi)^4 \delta^4(P - \sum p_f) \right)$$

now switching to a spherical integral with a Jacobian $p_1^2 dp_1 d\Omega$ where $d\Omega$ is infinitesimal solid angle.

$$\int \frac{dp_1 p_1^2 d\Omega}{(2\pi)^3 (2\pi)^3 2E_1 2E_2} (2\pi) \delta(E_{cm} - E_1 - E_2)$$

using the same delta function identity as before:

$$\int d\Omega \frac{p_1^2}{(2\pi)^2 2E_1 2E_2} \left( \frac{p_1}{E_1} + \frac{p_2}{E_2} \right)^{-1} = \int d\Omega \frac{p_1^2}{(2\pi)^2 2E_1 2E_2} \left( \frac{E_1 E_2}{p_1(E_1 + E_2)} \right) = \int d\Omega \frac{p_1}{16\pi^2 E_{cm}}$$

Combining the result for the final state integral with Equation 3.2

$$\left( \frac{d\sigma}{d\Omega} \right)_{CM} = 1 \frac{1}{2E_A 2E_B |\beta_A - \beta_B|} \frac{p_1}{16\pi^2 E_{cm}} |\mathcal{M}|^2$$

Now if we assume the masses of the four particles are the same (or negligible at the energies involved) and substitute $\beta = p/E$:

$$\left( \frac{d\sigma}{d\Omega} \right)_{CM} = \frac{|\mathcal{M}|^2}{64\pi^2 E_{cm}^2}$$

This is the relation between the rate at which a detector will observe a $2 \to 2$ process proportional to the matrix element derived from the Feynman diagrams governing the process. Integrating over a solid angle gives the number of scattered events per unit integrated luminosity collected by the experiment.
3.3 Parton Model of Hadron Collisions

For hadronic collisions like that of the LHC the fundamental scattering process is not between the individual hadrons, but rather the hadron’s inner structure: the quarks and gluons. Unlike a lepton collider, where the full four vector $p^\mu$ can be controlled by the collider, the energy in a hadron-hadron scattering process is probabilistic in nature. The individual partons have some unknown fraction of the proton energy in each collision \[29\].

The cross section for a process for two hadrons with four momentum $P_1$ and $P_2$ can be written:

$$\sigma(P_1, P_2) = \sum_{i,j} \int dx_1 dx_2 f_i(x_1, \mu)f_j(x_2, \mu)\hat{\sigma}_{ij}(p_1, p_2, \alpha_S(\mu), Q)$$

(3.3)

where the momentum of the partons participating in the hard interaction are $p_i = x_i P_i$ $i = 1, 2$. The scale of the hard scattering is denoted by $Q$. For example, $Q = m_W$ for $W$ boson production. The $f_i$ are the quark or gluon distributions within the protons. These are the parton distribution function (PDFs). The short distance cross section $\hat{\sigma}$ can be calculated as a perturbative series in the asymptotically small running QCD coupling $\alpha_S$. The factorization scale $\mu$ is an arbitrary parameter that is chosen as the boundary between the long and short distance interaction physics. The boundary at $\mu$ separates the soft emitted partons that should be considered part of the hadron and the partons emitted at large transverse momentum that should be considered part of the hard process. In general, it is chosen such that that $\mu = Q$.

The ratio of $\sqrt{s}$ of the hard process relative to the proton $\sqrt{s}$ can be written in terms of the variable $\tau = x_1 x_2$ as:

$$\frac{s}{\hat{s}} = \frac{(p_1 + p_2)^2}{(x_1 P_1 + x_2 P_2)^2} = \frac{2p_1 \cdot p_2}{2x_1 x_2 p_1 \cdot p_2} = \frac{1}{x_1 x_2} = \frac{1}{\tau}$$
Now let us calculate the total cross section $\sigma_{TOT}$ in terms of two factors: (i) parton luminosity $L_{ij}$ for two individual partons $i$ and $j$ and (ii) the corresponding cross sections $\sigma_{ij}$. We assume that the cross section $\hat{\sigma}$ is only a function of $\hat{s}$, (a property that holds true for many processes, but not in general). Let $\tau_0$ be the minimum $\tau$ at which the process can occur.

$$\sigma_{TOT} = \sum_{i,j} \sigma_{ij} L_{ij} = \sum_{i,j} \int_{\tau_0}^{1} \frac{dL_{ij}}{d\tau} (1) \hat{\sigma}_{ij} d\tau$$

$$= \sum_{i,h} \int_{\tau_0}^{1} \frac{dL_{ij}}{d\tau} d\tau \left( \frac{\hat{s}}{s\tau} \right) \hat{\sigma}_{ij} = \sum_{i,j} \int_{\tau_0}^{1} d\tau \left( \frac{1 dL_{ij}}{s \tau} \right) (\hat{s} \hat{\sigma}_{ij})$$

Here the center term is referred to as the parton luminosity function and contains the parton distribution functions with some extra accounting for the parton types to
avoid double counting:

$$\tau \frac{dL_{ij}}{d\tau} = \frac{1}{1 + \delta_{ij}} \int_0^1 dx_1 dx_2 \times [(x_1 f_i(x_1, \mu^2) x_2 f_j(x_2, \mu^2)) + (1 \leftrightarrow 2)] \delta(\tau - x_1 x_2)$$

3.4 Kinematic Conventions for Collider Physics

Due to the cylindrical symmetry of the detector it is preferable to make a change from a cartesian parameterization of energy and momentum to a rotationally-symmetric parameterization about the collision access. Furthermore, since the center of mass frame between the two colliding particles is generally moving relative to the lab frame, we would like parameterization of our problem which is invariant under longitudinal boosts. First, we will motivate using hyperbolic functions of rapidity to parameterize energy and momentum. Lets recall the hyperbolic trigonometric functions:

$$\cosh(x) = \frac{e^x + e^{-x}}{2}, \quad \sinh(x) = \frac{e^x - e^{-x}}{2}, \quad \text{and} \quad \tanh^{-1} x = \ln \left( \sqrt{\frac{1 + x}{1 - x}} \right)$$

Combining \(\cosh\) and \(\tanh^{-1}\) conveniently gives the relativistic \(\gamma\) factor for \(x = \beta\):

$$\cosh (\tanh^{-1} x) = \frac{1}{2} \left( \sqrt{\frac{1 + x}{1 - x}} + \sqrt{\frac{1 - x}{1 + x}} \right) = \frac{1}{2} \left( \frac{(1 + x) + (1 - x)}{\sqrt{1 - x^2}} \right) = \frac{1}{\sqrt{1 - x^2}}$$

and similarly derived:

$$\sinh (\tanh^{-1} x) = \frac{x}{\sqrt{1 - x^2}} = x \gamma(x)$$

Defining \(w = \tanh^{-1}(\beta)\) conveniently defines energy and momentum as:

$$E = \gamma m = m \cosh w$$

$$|p| = \gamma m \beta = m \sinh w$$
Now let’s re-write a Lorentz boost $γ$ along the $z$-axis in terms of $w$:

\[
E' = γ(E - βp_z) = E \cosh w - p_z \sinh w
\]

\[
p'_z = γ(p_z - βE) = p_z \cosh -E \sinh w
\]

If instead we set $w = y \equiv \tanh^{-1}(β^*_z)$ where $β^*_z$ is the boost required to reach the frame where the particle is moving only transversely to the beam line $p^*_μ$. We can then reach the lab frame by performing the transformation from the $*$ frame. First let’s write the four vector in the $*$ frame

\[
p^*_μ = (E, p_x, p_y, 0) = (\sqrt{p_T^2 + m^2}, p_T \sin φ, p_T \cos φ, 0)
\]

\[
→ p'^{lab}_μ = (m_T \cosh y, p_T \sin φ, p_T \cos φ, m_T \sinh y)
\]

where $m_T = \sqrt{m^2 + p^2_T}$, $p_T = \sqrt{p_x^2 + p_y^2}$, and $y$ is the definition of rapidity generally used in particle physics. In the limit of light masses relative to the transverse energy of a collision, as is generally the case for collisions at the Large Hadron Collider:

\[
p^μ = p_T(\cosh y, \sin φ, \cos φ, \sinh y)
\]

From the experimental perspective, what is most important about this definition is that there is a simple geometric relation between pseudorapidity and the angle of the particle relative to the beam line. To see this, we go back to the definition of rapidity and take $β \to 1$ or equivalently $|p| = E$:

\[
y = \tanh^{-1}(β^*_z) = \ln \left( \sqrt{\frac{1 + β^*_z}{1 - β^*_z}} \right) \approx β^{-1} \ln \left( \sqrt{\frac{1 + p_z/|p|}{1 - p_z/|p|}} \right)
\]
Now if we consider the angle with the beam line in the lab frame $\theta$ we use a half angle trigonometric identity.

\[
1 + \cos \theta = 1 + \frac{p_z}{|p|} = 2 \cos^2(\theta/2)
\]

\[
1 - \cos \theta = 1 - \frac{p_z}{|p|} = 2 \sin^2(\theta/2)
\]

combining this with the approximation with massless limit of $y$ we obtain pseudorapidity $\eta$:

\[
\eta = \ln \left( \sqrt{\frac{\cos^2(\theta/2)}{\sin^2(\theta/2)}} \right) = -\ln \left( \tan \frac{\theta}{2} \right)
\]

The energies of particles at the LHC are typically negligible in mass relative to their energies and the approximation $\eta \approx y$ is accurate. This has a number of useful applications. First, differences in rapidity are invariant under longitudinal Lorentz boosts along the beam axis which can be seen by applying the transformation in terms of $\gamma$ factors to $y_1 - y_2$. Given this relation, pseudorapidity provides an intuitive geometric interpretation as the angle from the beam axis. The ray extending directly transverse from the collision point is $\eta = 0$ with symmetric values $\pm |\eta|$ to either side.
Figure 3.3: Contours of constant $\Delta R$ from $(\eta_0, \phi_0) = 0, 0$

of this ray along the z-axis Figure 3.2.

$$\Delta R = \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2}$$

Fixed values of $\Delta R$ form a solid angle “cone” extending from the interaction point outward. This can be seen by using our definition of $\eta$ to convert from cylindrical coordinates to $(x, y, z)$ and the distance relative to the point $(\eta_0, \phi_0)$. Here the angle $\theta$ can be related to $(x, y, z)$ by examining the ray extended from the origin to any point along a circle with radius $r = x^2 + y^2$.

$$\cos \theta = \frac{z}{x^2 + y^2} \implies \theta = \cos^{-1} \frac{z}{x^2 + y^2}$$

substituting this into our definition of pseudorapidity $\eta = -\ln(\tan \theta/2)$ we obtain $\eta$ in terms of $x, y, z$. For the angle $\phi$, $\tan \phi = y/x \implies \phi = \tan^{-1}(y/x)$. We can now express the equation for $\Delta R$ below and the contours of Figure 3.3.

$$\Delta R = \sqrt{(\phi_0 - \tan^{-1}(y/x))^2 + \left(\eta_0 + \log \left(\tan^{-1}(z/\sqrt{x^2 + y^2})\right)\right)^2}$$
3.5 Showering

After the initial hard process is simulated, even if performed at high orders in perturbation theory, we have not described the large multiplicity and variety of particles which result from the showering of free quarks (Fig. 3.4). We might even take for granted that high energy proton collisions yield collimated showers of hadrons we more commonly refer to as jets. In certain conformal theories the hadronization steps more closely resemble shells [38].

As the collisions are made between hadrons, the dominant fraction of the total cross section is governed by the dynamics of QCD. The strength of QCD is set by the strong coupling $\alpha_s(q^2)$ where the $q^2$ dependence arises from loop corrections to the tree level Feynman diagram vertices. [66]

$$\alpha_s(q^2) = \frac{12\pi}{(33 - 2n_f) \ln (q^2/\Lambda_{QCD}^2)}$$

(3.4)
Here \( n_f \) is the number of flavors of participating fermions in the interaction and \( \Lambda_{QCD} = 0.1 - 0.3 \). Here we notice two important features. As \( q^2 \) becomes large, the interaction becomes asymptotically weak and the physics is perturbative. As \( q^2 \rightarrow \Lambda_{QCD} \) the theory is strongly coupled (\( \alpha > 1 \)) and a perturbative approach leaves higher order terms that cannot be neglected \([29]\).

We need a method to evolve the high energy states to some low energy cut off where the physics is clearly non-perturbative. This scale is typically taken to be on the order of momentum transfer \( t^2 = 1 \text{ GeV}^2 \). This provides a natural division of labor for generating physics events between the perturbative hard scattering, the approximately perturbative showering, and the non-perturbative physics of hadronization. The terms fragmentation and hadronization are often used interchangeably to describe the non-perturbative of this division. However, in certain contexts, hadronization can refer to both the parton showering as well as hadron formation.

In experimental high energy particle physics the term Monte Carlo (MC) is used as a short hand for simulated physics samples, however the MC method of generating these samples means something specific. The MC method of generating parton branching is stated as: given some virtual mass scale \( t_1 \) and momentum fraction \( x_1 \) generate \((t_2, x_2)\) after one step in the branching evolution. To perform this step-wise evolution of the parton branching we need the shower evolution equations \([59]\).

Consider the branching of a particle \( a: a \rightarrow bc \) with a momentum scale \( Q^2 \). We denote energy and momentum fraction imparted to particle \( b \) as \( z \) such that particle \( c \) receives \( 1 - z \). We introduce the momentum transfer variable (reminiscent of Equation \([3.4]\) \( t = \ln(Q^2/\Lambda^2) \)). The differential probability for the particle \( a \) to branch is given:

\[
dP_a = \sum_{b,c} \frac{\alpha_{abc}}{2\pi} P_{a\rightarrow bc}(z) dt dz
\]
where the sum is over all possible branchings and $\alpha$ is the appropriate coupling $(\alpha_{EM}, \alpha_S)$ for the branching evaluated at the appropriate scale. We enumerate the kernels that map the momentum fraction from splitting to the possible states after branching:

\[
P_{q \to qg}(z) = C_F \frac{1 + z^2}{1 - z} \quad P_{q \to q\gamma}(z) = e_q^2 \frac{1 + z^2}{1 - z}
\]

\[
P_{g \to gg}(z) = \frac{N_C}{z(1 - z)} \quad P_{l \to l\gamma}(z) = e_l^2 \frac{1 + z^2}{1 - z}
\]

\[
P_{g \to q\bar{q}}(z) = T_R\left(\frac{z^2 + (1 - z)^2}{2}\right)
\]

where $C_F = 4/3$ is a color factor, $N_C$ is the number of colors in QCD, $T_R = n_f/2$ is half the number of allowed $q\bar{q}$ flavors. $e_i^2$ is the charge squared of the quark or lepton.

Let us define an integral over the probability distribution for some fixed $t$ between the minimally allowable momentum fraction $z_-$ and the maximum $z_+$ as:

\[
I_{a \to bc}(t) = \int_{z_-(t)}^{z_+(t)} dz \frac{\alpha_{abc}}{2\pi} P_{a \to bc}(z)
\]

From this we can find the total probability of branching as a sum over the possible branching states $p_{\text{branch}} = \sum_{bc} I_{bc}(t)$. If we consider the probability of no branching occurring $(1 - p_{\text{branch}})$ in some finite interval $(t, t_0)$ as the product of differential time steps $\delta t$, probability exponentiates:

\[
P_{\text{no-branch}}^a(t_0, t) = \prod_{\delta t \in (t, t_0)} (1 - p_{\text{branch}}) \approx \lim_{N \to \infty} \sum_{k=0}^{N} \frac{N!}{(N - k)!k!} (1 - p_{\text{branch}})^k = \sum_{k=0}^{\infty} \frac{1}{k!} (-p_{\text{branch}})^k = \exp(-p_{\text{branch}})
\]
Such that the total probability of not branching within a given $t$ interval is given by:

$$P_{\text{no-branch}}(t_0, t) = \exp \left( - \int_{t_0}^{t} dt' \sum_{b,c} I_{a\rightarrow bc}(t') \right) = S_a(t)$$

Where we have introduced the notation $S_a(t)$ for what is referred to as the Sudakov form factor [63]. With this single parameterization we can write the probability of not branching as a ratio of $S_a(t)$ functions (since the ratio of exponentials will just alter the integral bounds):

$$P(t_2, t_1) = \frac{S_a(t_2)}{S_a(t_1)}$$

Note here that $t$ is not time, but rather serves a proxy for time, where the final state showering occurs from an initial $t_{\text{max}}$ set by the hard scattering and progressively becomes smaller through the branching process.

The MC process generates a random number $P$ and solves for $t_2$ in terms of $t_1$. The process is then applied to the newly branched particles $b$ and $c$. If $t_2$ is smaller than the scale set for hadronization, then the showering process terminates. Eventually from the monotonicity of $t_i$ the cascade terminates and the generation process is handed off to hadronization.

### 3.6 Hadronization

When the quark model, a.k.a. the eight-fold way, was originally introduced in 1961, it was a large simplification of the space of observed particles. Each combination of possible light quarks was observed in nature (the third generation had not yet been discovered). Despite experimental efforts, a single “bare” quark was never observed. Today, we understand that it is the inherent nature of the strong force that prevents light quarks from being liberated from their hadronic bound states. As an interesting
side note, the discovery of the top quark, whose width is larger than $\Lambda_{QCD}$, will decay before hadronization takes place. In this section, we briefly discuss the way MC simulation models the non-perturbative confinement of quarks.

When we leave the showering process, we are left with a large number of virtual particles on the order of the cutoff $t_{\text{min}}$. Although this parameter is unrelated to the hadronization process, an ideal hadronization model would use the chosen value of $t_{\text{min}}$ to compensate for effects of having a hard cutoff value for the showering. As $t_{\text{min}}$ is increased, there are fewer particles that are increasingly off-shell. These virtual particles should be able to hadronize, however, the favored values of $t_{\text{min}}$ to begin the hadronization step tend to be a few times the scale of hadronization $\Lambda_{QCD} \approx 0.1 - 0.3$ GeV. This is suggestive that the extensions of perturbation theory are more reliable than models of hadronization $^{[29]}$.

It is important to state that there are only models of hadronization and no calculations from first principles. Even lattice QCD calculations which are made on euclidean space times fail for processes which are inherently Minkowskian such as hadron formation. Two main categories of hadronization models exist. The string model which transforms virtual particles directly into hadrons and the cluster model which uses in intermediate clustering step before the conversion to hadrons $^{[16]}$.

The string model, the most well known of which is the Lund String Model $^{[5]}$, relies on an assumption of linear confinement. One expects a linear potential $V(r) = \kappa r$ at long distances, where the string constant $\kappa \approx 1$ GeV/fm $\approx 0.2$ GeV$^2$. In general, there is an additional coulomb potential at shorter distances (Figure 3.5). The Lund model assumes that this term is negligible in hadron formation.

One motivation for the linear confinement comes from the linear relationship between the spin of mesons $J$ and their $m^2$ (Figure 3.6). To explain why, lets consider a spinning rod of mass constant density $\sigma$ and length $2R$. Such a rod, like the string
Figure 3.5: The static quark anti-quark potential as measured from lattice QCD calculations. An additional $f/R^2$ term is included to account for known artifacts from performing the measurement on a lattice. The linearity at large $R$ in units of fm is clearly visible.

Figure 3.6: When the spin of mesons are plotted against their mass squared a linear relationship is found with nearly the same scaling. These lines are known as Regge trajectories.
Figure 3.7: The flux between a quark and anti-quark (left) A simple model of quarks as the ends of a string. As an attempt is made to separate the two quarks, the string breaks producing two new ends i.e. quarks (right).

has linearly scaling energy with length. Calculate the total energy: total energy as:

\[ m = E = 2 \int_0^R \gamma(r) \sigma dr = 2 \int_0^R \frac{\sigma dr}{\sqrt{1 - \frac{r^2}{R^2}}} = \pi \sigma R \]

Calculating the angular momentum

\[ J = 2 \int_0^R r \beta \gamma(r) \sigma dr = 2 \int_0^R \frac{\sigma r \beta}{\sqrt{1 - \beta^2(r)}} = \frac{2}{R} \int_0^R \frac{\sigma r^2}{\sqrt{1 - \frac{r^2}{R^2}}} = \frac{1}{2} \pi \sigma R^2 \]

by comparison we see that \( J = \frac{1}{2 \pi \sigma} m^2 = \alpha m^2 \). From experimental data this constant, \( \alpha \), is found to be \( \alpha = 0.9 \text{ GeV/fm} \). This relationship was also found to be accurate in static calculations of the quark anti-quark potential in lattice QCD as shown in Figure 3.5. The string model of hadronization should not be confused with the strings of “string theory”, where strings serve as the fundamental objects. The linear confinement of QCD is best visualized as a color flux tube being stretched between a quark and anti-quark (Figure 3.7). These flux lines are similar to those of the equipotential lines between a positive and negative electric charge but with a
characteristic $r$ dependence rather than $1/r$. As the two quarks are increasingly separated in space, the flux tube is stretched maintaining constant energy per unit length $\kappa$. The Lorentz covariant and causal description of this energy flow uses a massless one-dimensional string that parameterizes the axis of a cylindrically symmetric flux tube. In the simple case of quark anti-quark production in the (Figure 3.8), the two quarks separate from each other along the z-axis and the potential energy stored in the string increases. When the potential energy is large enough, the string can break via the production of a new quark anti-quark pair. These breaks typically occur between 1 and 5 fm in the rest frame of the pair, however in the lab frame these processes are highly length contracted. After the break, widening regions of no flux arise. By the end of the process, the string has been broken into many segments through the creation of $q\bar{q}$ pairs. Hadrons are formed by a quark from one break and the anti-quark of an adjacent break [16]. The energy-momentum picture is derived from the space-time picture through the string tension as:

$$\frac{dE}{dz} = \frac{dp_z}{dz} = \frac{dE}{dt} = \frac{dp_z}{dt} = \kappa$$

This is to say that the hadron has energy equal to the string constant times the separation in space between the two quarks and momentum equal to the string constant.
times the separation in time. By requiring the hadrons to be formed on shell, the constituent pair of breaks that build a hadron are correspondingly causally separated i.e. space-like.

\[ m^2_T = E^2 - p_z^2 = \kappa((\Delta t)^2 - (\Delta z)^2) > 0 \]

This also means that as the hadron propagates, the kinks in the hadron pair will always occur with the same separation (the bound rectangles in Figure 3.8 will always have the same area). This corresponds the hadron remaining on shell.

Note that the incredibly dense and active environment of hadronic collisions could lead to significant collective effects which are not considered in current hadronization models. Such effects are studied in high energy lead collisions where the environment is significantly more dense.

### 3.7 Hadron Decay

Once we have the final hadron picture, the hadrons must be decayed into particles which are stable on the length scales of the detector. That is, the final particles that are measured by the experiment. It might seem simple that the generators could use known branching ratios from the extensive Particle Data Group tables on particle decays [52], however, this information is often incomplete. The least documented decay modes are excited multiplets including heavy quarks (bottom and charm) [16].

One important choice that must be made for different generators is which hadrons to include in their simulation. Generally, all simulators include the lightest pseudo scalar, vector, scalar, even and odd charge conjugation pseudo vector and tensor multiplets of light mesons. These decisions must be made carefully as in certain models the exclusion of any members of a given multiplet cause unphysical rates of isospin violation. Decisions are also made on which decay channels to include.
Historically the kinematics of hadron decay were done with simple Breit-Wigner smearing of the hadron mass, nowadays more sophisticated matrix element methods exist for tau leptons (TAUOLA [40]) and certain hadron decays (EvtGen [50]). Significant work has been done to model the decays of B-mesons which serves the b physics community search in the search for rare $B$ mesons decays and $B^0 - \bar{B}^0$ mixing.

### 3.8 Jet Clustering

Once the showering and hadronization have constructed the final state particles we need a way of clustering the numerous deposits or particles in the final state simulation as well as in data. While in simulation one can trace the hadrons back through their branching tree to their mother particle from the hard interaction, data has no such
information. This problem necessitates a fast algorithm that takes as input energy deposits in the detector and outputs clusters with kinematic properties representative of the hard scattering process quarks and gluons.

Any desirable clustering algorithm should be collinear and infrared safe. Such an algorithm is insensitive to the soft and collinear radiation that could alter the boundaries of clustered deposits. The most commonly utilized clustering algorithm is anti-kt \cite{17} which takes a size parameter $R$. The resultant four momentum of the cluster is given by the four-momentum sum of the individual deposits.

To cluster jets the inclusive algorithm defines two distances, $d_{ij}$, the distance between two recombining entities $i$ and $j$, and $d_{iB}$, the distance from the entity to the beam.

$$d_{ij} = \min(k_{ti}^{2p}, k_{tj}^{2p}) \frac{\Delta_{ij}^2}{R^2} \quad \text{with} \quad \Delta_{ij}^2 = (y_i - y_j)^2 + (\phi_i - \phi_j)^2$$

$$d_{iB} = k_{ti}^{2p}$$

Here $\Delta_{ij}$ is the typical definition of $(\Delta R)^2$ (not to be confused with the algorithm size parameter $R$) using rapidity $y$. The value $k_{ti}$ is the transverse momentum of the $i^{th}$ entity and $\phi$ is the azimuthal angle. The parameter $p$ allows one to vary the relative strength of the momentum against the geometrical distances in the clustering. For $p = 1$ this is the $k_t$ algorithm, for $p = 0$ this is the Cambridge/Aachen algorithm, and for $p = -1$ this is the anti-$k_t$ algorithm.

The algorithm proceeds by identifying the smallest of the two distances for two recombining entities. When the $\min(d_{ij}, d_{iB}) = d_{ij}$ the two entities are combined. If the minimum is $d_{iB}$ then $i$ is a jet and its removed from the list of entities. Afterwards, distances are recalculated and the procedure is repeated until all entities have been removed from the list.
From the definition of the distances we first see two entities will not be combined unless they are within the size parameter. If we locally consider two entities within the size parameter, the distance is entirely determined by the higher momentum entity, with no dependence on the softer entity. This means the distance between a hard and soft entity will be much smaller than a similarly separated soft and soft combination. Thus, the clustering process tends to cluster soft entities with hard entities first. When a hard entity has no hard neighbors it will simply accumulate all of the soft entities nearby within the size parameter leading to a conical jet. If only two hard entities are within $2R$ of each other the two will be conical with a boundary determined by the ratio $\Delta_{1b}/k_{1t} = \Delta_{2b}/k_{t2}$. If two jets within $2R$ have the same momentum then the boundary will be a straight line. Jets with significantly different momentum will induce a crescent shaped boundary.

By injecting soft radiation into an event and plotting the boundaries of the clustering, (Figure 3.9) one can see the strong insensitivity of the algorithm to soft radiation and the correspondingly conical resultant jets.
Chapter 4

The Compact Muon Solenoid Experiment

As discussed in Chapter 2 we cannot make direct measurements of the hard scattering process at experiments. Instead, detectors are built to indirectly probe the hard scattering by measuring the energy and momenta of the final state particles. By relying on known interactions of Standard Model particles with detector materials, strong probabilistic statements can be made about the flavor of particles in a given collision. By building a hermetic detector and integrating the various sub-detectors, one obtains a wholistic view of the collision. This includes the momentum of particles which escape the detector, such as stable dark matter or neutrinos. This chapter will discuss each sub-detector, the particles it is designed to identify, and the underlying physics which allows the individual measurements to be made.

The experiment is made up of nearly 5000 particle physicists, engineers, computer scientists, and technicians from around 200 institutes and universities over more than 40 countries. Although the experiment is incredibly diverse culturally, the experiment is dominated by men (Table 4.1). In the year 2014 there were 4119 Males and 863 females for an overall gender ratio of 4.77 men to every female and equivalently 17.3%
Table 4.1: CMS Gender Demographics by Age as of 2014. Age groups are separated by age range. Columns represented the fraction of the total CMS.

<table>
<thead>
<tr>
<th>Age Range</th>
<th>% of Men (M)</th>
<th>% of Women (W)</th>
<th>M/W</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 25</td>
<td>12.6%</td>
<td>19.4%</td>
<td>3.1</td>
</tr>
<tr>
<td>25-29</td>
<td>20.0%</td>
<td>24.0%</td>
<td>4.0</td>
</tr>
<tr>
<td>30-34</td>
<td>12.8%</td>
<td>15.0%</td>
<td>4.2</td>
</tr>
<tr>
<td>35-39</td>
<td>9.7%</td>
<td>8.4%</td>
<td>5.0</td>
</tr>
<tr>
<td>40-44</td>
<td>8.5%</td>
<td>8.3%</td>
<td>4.9</td>
</tr>
<tr>
<td>45-49</td>
<td>8.3%</td>
<td>7.2%</td>
<td>5.5</td>
</tr>
<tr>
<td>50-54</td>
<td>8.5%</td>
<td>7.0%</td>
<td>5.8</td>
</tr>
<tr>
<td>55-59</td>
<td>6.6%</td>
<td>5.0%</td>
<td>6.3</td>
</tr>
<tr>
<td>60-64</td>
<td>5.2%</td>
<td>2.6%</td>
<td>9.8</td>
</tr>
<tr>
<td>65-69</td>
<td>3.8%</td>
<td>2.1%</td>
<td>8.7</td>
</tr>
<tr>
<td>&gt;69</td>
<td>4.1%</td>
<td>0.6%</td>
<td>34</td>
</tr>
</tbody>
</table>

Figure 4.1: The fraction of degrees in science, technology, engineering, and math disciplines [60].
of the collaboration. 45\% (58\%) of all men (women) in the experiment are under the age of 35. These ratios however are not restricted to this experiment but common in American Physics programs. About 20\% of STEM majors are female [\text{4.1}] and 17-20\% of Physics degrees earned in 2013 were female [\text{4.2}]. As the fraction of female physics majors bachelors has flattened, the continued growth in PhD and postdoctorate work appears to be coming from other fields. Although growth would be slow to reach equity, the rate of female participating is growing for graduate level research.

The Compact Muon Solenoid (CMS) Detector (Figures [\text{4.3}] and [\text{4.4}]) is a general-purpose detector consisting of an all silicon tracker, a precision electromagnetic calorimeter (ECAL), a hadron calorimeter (HCAL), a 4 T superconducting solenoid and muon chambers. The solenoid deflects charged particles whose paths are traced in the tracker, making it possible to reconstruct the particle’s momentum. The two calorimeters reconstruct the energy of and identify photons, electrons and hadronic jets. The detector has cylindrical symmetry about the interaction point where the proton beams collide. By maintaining near full coverage of the interaction point, it is
Figure 4.3: The CMS Detector with inner components exposed and a person for scale.

Figure 4.4: A slice of the CMS detector showing particle interactions with the various sub-detectors.
possible to detect signatures such as neutrinos or other weakly interacting particles as missing energy.

4.1 CERN Laboratory and the LHC

CERN Laboratory is located on the border between Switzerland and France where the local language is French. Accordingly, the lab name is an acronym in french “Conseil Européen pour la Recherche Nucléaire” or in English, “European Council for Nuclear Research”. Founded in 1954 as a collaborative project across 12 countries in Western Europe, the project has grown to 22 member states in 2017. The name is derived from the study fundamental physics, which at the time was nuclear physics.

The lab consists of numerous experiments studying fundamental physics [25], the largest of which are related to the Large Hadron Collider which delivers proton-proton (as well as lead-lead) collisions to four experiments: ATLAS, CMS, ALICE, and LHCb. Non-LHC experiments often utilize pieces of the accelerator complex like the Super Proton Synchrotron (SPS) and the Proton Synchrotron (PS) to perform experiments where a single accelerator beam collides with a fixed target. There are groups which study anti-matter and experiments investigating cosmic rays.

Although the United States is a large contributor of technology and person power, they are currently not a member state of CERN. There is no provision that requires member states to be European (Israel is currently a member state). One will also not find an official statement by the US or CERN as to why such a large contributor to the experiment is not a member. While the US is not excluded from participation in the experiment, it does pose significant barriers for American scientists trying to obtain positions at CERN. While I consider these decisions largely political in nature, I consider it worthwhile to look at the financial commitments member states make and what comparable US contributions would look like if the contributions were similar.
Table 4.2: A summary of the GDP, CERN lab contribution, and the ratio between GDP and the absolute contribution by country

<table>
<thead>
<tr>
<th>Country</th>
<th>GDP [USD]</th>
<th>Abs (Rel) Cont.</th>
<th>(Cont/GDP) $\times 10^{-7}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany</td>
<td>$3.36T$</td>
<td>231M CHF (20.5%)</td>
<td>6.8 CHF/USD</td>
</tr>
<tr>
<td>France</td>
<td>$2.24T$</td>
<td>170M CHF (15.1%)</td>
<td>7.5 CHF/USD</td>
</tr>
<tr>
<td>UK</td>
<td>$2.86T$</td>
<td>161M CHF (14.3%)</td>
<td>5.6 CHF/USD</td>
</tr>
<tr>
<td>Italy</td>
<td>$1.82T$</td>
<td>125M CHF (11.1%)</td>
<td>6.9 CHF/USD</td>
</tr>
<tr>
<td>Spain</td>
<td>$1.19T$</td>
<td>88M CHF (7.82%)</td>
<td>7.4 CHF/USD</td>
</tr>
<tr>
<td>USA</td>
<td>$18.03T$</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.3: Differences in Absolute NNI vs GDP for the year 2015. Countries are ordered by absolute contribution size from highest to lowest.

<table>
<thead>
<tr>
<th>Country</th>
<th>GDP [USD]</th>
<th>NNI [USD]</th>
<th>NNI/GDP</th>
<th>NNI/Capita</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany</td>
<td>$3.36T$</td>
<td>$3.31T$</td>
<td>0.99</td>
<td>40.6k</td>
</tr>
<tr>
<td>France</td>
<td>$2.24T$</td>
<td>$2.27T$</td>
<td>1.01</td>
<td>34.4k</td>
</tr>
<tr>
<td>UK</td>
<td>$2.86T$</td>
<td>$2.33T$</td>
<td>0.81</td>
<td>35.8k</td>
</tr>
<tr>
<td>Italy</td>
<td>$1.82T$</td>
<td>$1.84T$</td>
<td>1.01</td>
<td>30.3k</td>
</tr>
<tr>
<td>Spain</td>
<td>$1.19T$</td>
<td>$1.33T$</td>
<td>1.12</td>
<td>28.6k</td>
</tr>
<tr>
<td>USA</td>
<td>$18.03T$</td>
<td>$15.67$</td>
<td>0.87</td>
<td>48.7k</td>
</tr>
</tbody>
</table>

The CERN operating budget provided by the individual member states (Table 4.3). The total budget for CERN in 2015 was 1127 Million Swiss Francs [48]. The USD/CHF exchange rate as of January 1, 2016 was 0.994 and 0.999 as of December 31, 2015. Countries contributing less than 5% are excluded from the list (Switzerland contributes 3.87%). The average contribution from the top 5 countries which comprise 68.8% of the operating budget is 0.068 million Swiss franc per billion USD of gross domestic product. For the United States, a comparable contribution (1224 Million USD) would be larger than the 2015 operating budget. If contributions were renormalized such that the total budget were fixed, the United States would be funding more than half of the lab’s operations.

The contributions although nearly scaling linearly with GDP are defined by the CERN financial committee in terms of a related economic indicator NNI [23] [24]. The scale for each countries contribution is set by:
“Using the arithmetic average of three years of Net National Income values until year before last year and applying the corresponding annual average exchange rate for each year”

The NNI is calculated as the Net National Product (NNP) less Indirect taxes. Indirect taxes are taxes which are collected by an intermediary from the person bearing the ultimate burden of the tax (sales tax, value added tax, etc). The Net National Product is the Gross National Product (GNP) less depreciation, the decrease in value of assets or the allocation of the costs of an asset to a later period in which the asset is used. The GNP was once a more common measure of economic activity than GDP, and is closely related. GNP is equal to GDP plus the income earned by residents from overseas investment and less the income earned within the domestic economy by overseas residents. We thus write NNI as a function of GDP:

$$\text{NNI} = \text{GDP} + (\text{Resident income from overseas investment}) - (\text{Depreciation}) - (\text{Indirect taxes}) - (\text{Domestic income by overseas residents})$$

The Net National Income (NNI) is listed for the top contributors for the year 2015 in Table 4.3. Net national income is defined as the net national product minus indirect taxes. For most countries, GDP/NNI is nearly 1, the exceptions being the UK and Spain. Had the contributions been scaled by GDP, the UK would be paying significantly more and Spain somewhat less. Spain, to have a GDP/NNI ratio greater than 1 must have significant component of income earned by residents from overseas investment.

4.1.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a 27 kilometer ring 100m underneath the border of Geneva, Switzerland and France (Figure 4.5). It is the largest and most
then, following the demands of high energy physics, the paths of the colliders diverged to reach record high energies in the particle reaction. The Large Hadron Collider (LHC) was built at CERN, while new e+e- colliders called “particle factories” were focused on detailed exploration of phenomena at much lower energies.

The exploration of rare particle physics events requires appropriately high energy but also sufficiently high number of them. The event rate $dN_{\text{exp}}/dt$ in a collider is proportional to the interaction cross-section $\sigma_{\text{int}}$ and the factor of proportionality is called the luminosity:

$$\text{int}_{\text{exp}} V_\sim L dt dN_{\text{exp}},$$

(2)

If two bunches containing $N_1$ and $N_2$ particles collide with frequency $f$, the luminosity is:

$$A N_1 N_2 f L^2,$$

(3)

where $A$ is an effective overlap area of the beams. In the simplest case of two bunches with identical Gaussian transverse beam profiles characterized by rms widths of $\sigma_x$ and $\sigma_y$, the overlap area is approximately equal to $A=4\pi \sigma_x \sigma_y$ (we omit here any corrections due to non-uniform longitudinal profile of the luminous region). The beam size can in turn be expressed in terms of...
Table 4.4: LHC Running Parameters [68]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circumference (km)</td>
<td>26.7 km</td>
<td>100-150 m underground</td>
</tr>
<tr>
<td>Number of Dipoles</td>
<td>1232</td>
<td>Nb-Ti Cables</td>
</tr>
<tr>
<td>Length of Dipole</td>
<td>13.3 m</td>
<td></td>
</tr>
<tr>
<td>Dipole Field Strength</td>
<td>8.4 T</td>
<td>Results from high beam energy</td>
</tr>
<tr>
<td>Operating Temperature</td>
<td>1.9 K</td>
<td>He cooled superconducting magnets</td>
</tr>
<tr>
<td>Current in Dipole Coils</td>
<td>13kA</td>
<td>Results from high magnetic field</td>
</tr>
<tr>
<td>Beam Intensity</td>
<td>0.5 A</td>
<td></td>
</tr>
<tr>
<td>Beam Stored Energy</td>
<td>362 MJ</td>
<td>1MJ melts 2kg Cu</td>
</tr>
<tr>
<td>Magnet Stored Energy / octant</td>
<td>1100 MJ</td>
<td></td>
</tr>
</tbody>
</table>

A powerful particle collider of the world at a design instantaneous luminosity of $10^{34}$ cm$^{-2}$s$^{-1}$ and $\sqrt{s} = 13$ TeV (Figure 4.6). The previous highest energy collider, Tevatron, a proton anti-proton collider, operated at $\sqrt{s} = 1.96$ TeV and an upgraded instantaneous luminosity of $4 \times 10^{32}$ cm$^{-2}$s$^{-1}$.

The LHC consists of a series of superconducting magnets that steer two beams of protons about the circumference and focus them at collision points where the experiments are located. The bunches of protons in the LHC are bent into a circular trajectory by more than 1200 superconducting dipole magnets and are focused and maintained close to the ideal orbit around the ring by hundreds of superconducting quadrupole magnets. Thousands of corrector magnets around the ring allow the beam to be steered closer to the ideal orbit, make the focusing independent of the particle’s energy variations within a bunch, and cancel the effects of higher order multipoles in the fields induced by small field imperfections in the main magnets. The radio frequency (RF) field in superconducting cavities is placed periodically around the ring and accelerates the protons from the injection energy of 450 GeV to the final operating energy, which is designed to be 7 TeV per beam. The RF field also causes the protons to be bunched, as only particles at or near a certain equilibrium phase on the RF wave will be accelerated stably. Special quadrupoles around each interaction point are used to correct for any imperfections in the RF fields and to maintain the ideal phase for acceleration.
region focus the bunches down to a small transverse size, to increase the likelihood of a proton-proton collision each time two bunches pass through each other.

The instantaneous luminosity delivered by the large hadron collider can be determined from the following expression:

\[ L = \frac{f N_p N_p'}{\pi n_b} \frac{\gamma}{\sqrt{\beta_x^* \beta_y^* E_{x}^* E_{y}^*}} \]  \hspace{1cm} (4.1)

- \( f \): revolution frequency of the beams.
- \( N_p \): the number of protons in the beam
- \( n_b \): the number of proton bunches
- \( \beta^*_{x,y} \): the transverse wavelengths of the betatron oscillations
- \( E^*_{x,y} \): the transverse emittance of the beams
- \( \gamma \): relativistic factor

To increase luminosity and correspondingly the total amount of data taken in a fixed time interval, this parameterization tells us we want a high frequency of collisions, high proton density within the bunches, small oscillations transverse to the ideal path, and a small average spread in position-momentum space. The small spread in phase space (low emittance) means the particles are confined to a small area and have roughly the same momentum. This results in a high probability of interaction.

### 4.2 Superconducting Solenoid

It is worth beginning this discussion around the central feature the rest of the detector is built, the 4 T superconducting solenoidal magnet. For scale, a typical refrigerator magnet is on the order of \(10^{-2}\) T and the MRI magnets can range between 0.5-3.0 T.
Chapter 2. Experimental Apparatus

2.2.2 Solenoid

As its name suggests, a central feature of the CMS detector is a large, superconducting solenoid. Large bending power (i.e. a large magnetic field) is necessary in order to unambiguously determine the sign of the electric charge of muons with momentum greater than 1 TeV. This requirement forced the choice of a superconducting technology for the solenoid. In addition, the solenoid was designed to contain both the inner tracking and calorimetry detector subsystems, while maintaining a favorable length-to-diameter ratio in order to ensure good track momentum resolution in the forward region. The nominal specifications are for a 4 T field with 2.6 GJ of stored energy at full current in a free bore of 6 m diameter and a length of 12.5 m. In practice, the solenoid produces a magnetic field of 3.8 T with 2.35 GJ of stored energy. The flux is returned via a 10,000 ton iron return yoke made up of 5 wheels and two endcaps. Each endcap is composed of three disks. The solenoid is made up of five separate sections and placed within a cryostat, as shown in Figure 2.7. The cryostat is cooled to 4.5 K in order to maintain superconductivity. Other design parameters for the solenoid are given in Table 2.3.

The CMS solenoid has several features that are distinctive relative to the solenoids used in

---

Figure 4.7: The CMS solenoid with a human for scale.

---

Figure 4.8: The CMS magnetic field in units of Tesla (T).
A number of new features, relative to previous magnets for particle physics applications, are introduced in order to achieve the strength and size of the CMS magnet. Due to the number of ampere-turns required to generate the field ($4.2 \times 10^7$ amp/turn), the winding is composed of four layers of NdTi conductors, as opposed to the usual one. The flux is returned through the 10K t steel yoke, which consists of 5 barrel wheels and two endcaps. Despite the conductor being mechanically reinforced with an aluminum alloy the large ratio between stored energy (2.6 GJ) and cold mass (220 t) causes large mechanical deformations during the energizing of the magnet, of order 0.15%. This stored-energy-to-mass ratio, $E/M = 11.6$, distinguishes the CMS magnet from other detector magnets, as shown in figure 3.2.

Figure 2.2: The cold mass mounted vertically before integration with thermal shields and insertion in the vacuum chamber.

Figure 2.3: The energy-over-mass ratio $E/M$, for several detector magnets.

Figure 3.2: (Left) Energy-over-mass ratio $E/M$ for a collection of particle-physics detector magnets. (Right) Steel yoke during early stage of assembly. The 5 barrel wheels support the vacuum chamber of the superconducting coil while one of two endcaps is visible at the back.

The magnitude and field direction of the CMS magnet are illustrated in figure 3.3. The return field is large enough to saturate 1.5 m of iron, meaning that dedicated muon detectors can be placed outside the iron yoke and calorimeters, giving full geometric coverage. The strength and uniformity of the magnetic field in the regions of these muon detectors inform the choice of technology used, as described in section 3.4.

The magnetic field is used to measure the momentum of charged particles by bending their trajectories. As the size of the bend is proportional to the field and inversely to the momentum of the particle, a stronger field is required to measure higher energy particles with precision.

The magnet is 6 meters in diameter with 12.5 meters in length (Figure 4.7). The magnetic field (Figure 4.8) is generated 2180 turns wound in four layers of Niobium Titanium conductors inside an aluminum cylinder carrying a nominal current of 20 kA. At the design field strength the solenoid a stores magnetic field of 2.66 GJ, the largest stored energy of any magnet ever built. The energy to mass ratio is 11.6 kJ/kG a identifying feature in the historical context of detector magnets (Figure 4.9). The magnet is supplemented by a 10,000 ton iron return yoke which takes in the flux of the magnetic field from the solenoid improving uniformity in the field.

To operate in a superconducting state, the system is cooled to 4.5 K with a thermosiphon [30]. This process takes 3 days to achieve from room temperature. A thermosiphon is an indirect cooling method utilizing passive heat exchange where, rather than pumping the liquid helium, the flow is induced thermally (Figure 4.10).
4.3 Electromagnetic Calorimeter (ECAL)

The electromagnetic calorimeter (ECAL) exists to measure the energy of electromagnetic showers of electrons and photons. For high energy electromagnetic objects above the mass threshold of pair production, $\gamma \rightarrow e^+e^-$, the interaction with matter occurs as an electromagnetic shower. In this shower, photons pair produce electron-positon pairs and electrons undergo bremsstrahlung radiation: $e^\pm \rightarrow \gamma e^\pm$. This process continues until the individual particles in the shower cannot continue $1 \rightarrow 2$ processes and instead undergo multiplicity preserving interactions such as Compton scattering and ionization.

The detector material (for CMS a scintillating crystal) is characterized by the shower’s Molière Radius, defined as the radius transverse to the incidence of a cylinder that containing 90% of the shower. For the CMS ECAL, crystals have approximately the Molière radius of approximately 2.2 cm. The material can further be characterized by its radiation length, the typical amount of matter the incident particle can traverse.
Figure 4.11: Kinematic coverage of the electromagnetic calorimeter (ECAL) barrel and endcap

before an interaction. The CMS crystals have a relatively short radiation length of 0.9 cm. Each crystal is approximately 25 radiation lengths = 23 cm.

The crystal energy resolution as a function of energy is characterized as:

\[
\frac{\sigma(E)}{E} = \frac{S}{\sqrt{E}} \oplus \frac{N}{E} \oplus C
\]

Here \(\sigma\) is the gaussian standard deviation of the energy measurement, the operator \(\oplus\) signifies addition in quadrature, \(S\) is the stochastic term, \(N\) is the electronic readout noise, and \(C\) is the constant term which does not scale with energy. The stochastic term \(S\) comes from the statistical nature of the photoelectric shower and the containment within the crystal. The readout term arises from the electronics noise in the preamplifier and digitization of the signal. The constant term \(C\) is caused by non uniformities between the many crystals and is ultimately dominated by the crystal to crystal inter calibration. As the first two terms scale inversely with energy, the constant term is dominant for high energy photons and electrons > 50 GeV. The
design energy resolution for high energy photons like those found in the discovery of the Higgs bosom is < 0.5%

The ECAL consists of 75,848 Lead Tungstate PbWO$_4$ scintillating crystals (Figure 4.12). The ECAL is separated into two sections: the endcaps and the barrel. The Barrel consists of 61200 2×2×23 cm crystals, separated into 36 supermodules, and is contained in $|\eta| < 1.48$. The endcaps are separated into 4 dees (Figure 4.13) of 3662 crystals with each crystal measuring 3×3×22 cm. The 4 dees cover a pseudorapidity range between 1.48 < $|\eta|$ < 3.0. The endcaps are behind a preshower detector, composed of two lead absorbers interleaved with silicon detectors. The preshower
Figure 4.14: Calibration data for used for the pizero and eta calibration of the ECAL covers the pseudorapidity range of $1.653 < |\eta| < 2.6$ with each silicon sensor covering a square area of $63 \text{ mm} \times 63 \text{ mm}$ divided into 32 strips. The preshower is designed to give significantly better spatial resolution than using the endcap alone to aid in the separating single photons and $\pi^0 \rightarrow \gamma\gamma$ decays used to calibrate the endcap. As the first layer is 2 radiation wavelengths thick, such that the majority of incident single photons will begin to shower before reaching the second layer. The conversion of the photons by the preshower assists in distinguishing directly produced photons from pairs of photons resulting from neutral pion decays.

The light in each crystal is collected as a current and amplified by avalanche photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in the endcap. This transition is necessary as the endcap region must be tolerant to much higher levels of radiation damage from softly scattered (low momentum transfer $Q^2$) interactions. The detector is calibrated with a method that reconstructs the mass of neutral pion and eta mesons to precisely calibrate the entire ECAL (Figure 4.14). The copious production of these particles in hadronic jets at the LHC allows us to perform this calibration rapidly, even at very low luminosity.
The HPDs are designed to work inside the magnetic field, provided their axes are aligned with the magnetic field. This alignment is adequate for HB and HE, but it was found that the HO HPDs were off by as much as 40 degrees. This misalignment was due to the difficulty in simulating the magnetic field inside the return yoke. Therefore, an effort is under way to study the possible replacement of the HO HPDs with silicon photomultipliers that are insensitive to magnetic fields.

In the endcap, LEDs provide an additional wavelength. The color scheme follows the longitudinal segmentation of each HCAL tower. HB and HE are read out as 1, 2 or 3 longitudinal layers, except near the overlap region between HB and HE. Each scintillator tile of a tower is read out by an embedded wavelength shifting fiber and the signals are added optically. The color scheme is continuously monitored by a laser monitoring system. The system takes advantage of a 3 \( \mu \text{s} \) gap in the LHC bunch train to inject the pulses at a rate of 100 Hz. This rate allows for a measurement of every crystal to be made at least every 30 minutes. In the barrel, only laser pulses of known wavelength are injected through optical fibers. In the endcap, LEDs provide an additional wavelength.

### 4.4 Hadronic Calorimeter (HCAL)

Surrounding the ECAL. The Hadronic Calorimeter (HCAL) is hermetic (full coverage of interaction), non-compensating (asymmetric electromagnetic and hadronic energy response), sampling calorimeter (showering material differs from measurement mate-
Figure 4.16: The CMS HCAL outside of the CMS detector.

The HCAL consists of 9072 channels divided between four sections: the barrel (HB), the endcaps (HE), two forward calorimeters (HF) and an outer hadron calorimeter (HO). The barrel and endcap of the HCAL cover $|\eta| < 4$. The forward detectors extend the sub-detector’s reach to $|\eta| = 5$. As the HCAL is radially limited by the design of the enclosing solenoid, the HO is built around the solenoid to measure any leaked energy from high momentum showers. The towers are segmented into towers that project into $\eta, \phi$ space with $\Delta \eta \times \Delta \phi = 0.087 \times 0.087$ for $|\eta| < 1.6$ and $\Delta \eta \times \Delta \phi = 0.17 \times 0.17$ for $|\eta| > 1.6$.

The HF sub-detector is a Cherenkov light detector using quartz fibers within 165 cm of steel absorber. Photomultiplier tubes (PMTs) connected to the fibers convert the detected light into an electronic signal. Cherenkov detectors utilize the characteristic electromagnetic “sonic boom” created by particles traveling faster than light can travel in a material. As the angle of emission and intensity of the radiation
Figure 4.17: (left) A diagram of a typical HPD under a potential difference $V$ 32. (right) 2 visible scintillator plates of 16 within a megatile 11.

depends on the velocity of the particle. For energetic particles $E > 1$ GeV the energy lost to the radiation is negligible 34.

Unlike electromagnetic showers, hadronic interaction cross sections are an order of magnitude smaller for the same material. To compensate cost effectively, hadronic calorimeters are constructed from dense materials such as copper, iron, lead, uranium, and tungsten 66. In general, hadronic showers produce irregularly shaped deposits and varied particle content when compared to electromagnetic showers.

The HB/HE are constructed as alternating layers of brass absorber and plastic scintillator. The light is merged, wavelength shifted and measured by hybrid photodiodes (HPDs) with 17 channels per HPD. The HPD (Figure 4.17) functions by converting light into photoelectrons emitted at the photocathode and accelerated by a potential difference of 8-10 kV toward the silicon layer. The absorbed energy in the silicon sensor creates electron hole pairs which induce a detectable current. The light is wavelength shifted to avoid a loss of photons when piping light to the HPDs through a small cross sectional fiber.
Large deposits of energy reconstructed of hadronic energy in the HCAL are of particular interest to the study of long lived decays when the long-lived decay occurs inside of the HCAL calorimetry. Although not studied in this thesis, large signal to background discrimination can be found by requiring a calorimeter deposit to have no associated tracks and a large ratio of hadronic energy $H/E$. It is also of concern that the HCAL is known to have spurious noise that generally results in the mis-measurement of missing energy, and mimics the signature of long lived decay signatures. It is possible that using a coincidence of activity in the muon spectrometer could suppressed these events.

### 4.5 Tracking Layers

The CMS tracker’s purpose is to reconstruct the trajectories (or simply “tracks”) of the charged particles copiously produced in hadron collisions. For a silicon strip detector, like that in CMS, the position measurements are derived from the ionization charge in the strips known as a charge cluster. As photons and electrons exhibit nearly identical signatures in the ECAL, the reconstruction of the track associated with
electron energy clusters is the main component of their particle identification. Using knowledge of the magnetic field along the trajectory with position measurements taken from multiple layers of silicon strips and pixels, the helical tracks are fit and kinematic parameters extracted.

By fitting trajectories to vertices, the tracker enables the reconstruction of the hard interaction position (Figure 4.19). As only one vertex is typically of interest, identifying background vertices and subtracting their contribution is of increasing importance with the increasing number of pile up interactions.

The CMS tracker is the world’s largest all silicon detector with a sensitive area larger than 200 m² (Figure 4.22). The tracker consists of 10 layers in the barrel region: 4 inner barrel layers (TIB) and 6 outer barrel layers (TOB). The endcap is made up of 12 disks: 3 inner disks (TID) and 9 endcap disks (TEC). The CMS pixel detector (Figure 4.21) consists of three layers are radii of 5.3 cm, 7.2 cm and 11 cm and 2 disks on each size of the barrel at 34.6 and 46.6 cm from the either side of the interaction point.
Figure 4.20: Kinematic acceptance of the CMS tracker.

Figure 4.21: The two wheels and three layers of the CMS Pixel detector.

Figure 4.22: (left) A single CMS tracker module. (right) A tracker inner barrel module.
Track reconstruction resolution is affected by a series of kinematic dependent effects. Track reconstruction is degraded by interactions with the tracker material. With some finite probability as a function of the material density and thickness, the track will randomly scatter. The overall rate of this scattering degrades overall tracking resolution. High energy charged particles for which the detector volume and strength of the magnetic field do not permit the track to bend cause significant degradation of momentum resolution as well as charge sign determination. For low energy tracks \( \sim 500 \text{ MeV} \), the strong magnetic field deflects the charge particle into closed loops (loopers) within the tracker volume. As these tracks do not reach the calorimetry, they have no associated calorimeter deposit and are rarely considered in a non-specific analysis.

A track in a uniform magnetic field, like that of the CMS Solenoid are parameterized by 5 parameters:

- \( d_\rho \): the distance of closest approach to the reference point
- \( \phi_0 \): azimuthal angle specifying the reference point to the helix center
- \( p_t^* \): charged signed transverse momentum
- \( d_z \): signed distance of the helix from the reference point in the \( z \) direction
- \( \tan \lambda \): the slope of the track

using these parameters, the trajectory is parameterized in the turning angle \( \phi \):

\[
\begin{align*}
x &= x_0 + d_\rho \cos \phi_0 + \alpha p_t^*(\cos \phi_0 - \cos(\phi_0 + \phi)) \\
y &= y_0 + d_\rho \sin \phi_0 + \alpha p_t^*(\sin \phi_0 - \sin(\phi_0 + \phi)) \\
z &= z_0 + d_z - \alpha p_t^* \tan \lambda \cdot \phi
\end{align*}
\]

In the context of displaced tracks, it is important to know that tracks do not necessarily have the same reference point. For CMS, each individual track parameter is
computed against a reference point determined by the closest point of approach to the beam line. For prompt physics, this reference point coincides with the collision vertex used to compute the kinematic parameters for calorimeter jets. In contrast, when tracks are displaced, the reference point used for the track is not the same as the reference point for the calorimeter jet $\eta$ and $\phi$. This mis-match of coordinate systems affects the ultimate track and jet association.

4.6 Muon Spectrometer

The Compact Muon Solenoid’s name is partly taken from the muon subsystem which is built to identify and measure the trajectories of muons. This thesis uses only calorimeter quantities and inner tracking with correspondingly no sensitivity to muons. This section is included only for completeness.
Figure 4.24: (left) A transverse slice of the muon detector. (right) The CMS logo depicting the change muon curvature outside of the solenoid.

Figure 4.25: When a gaseous medium is ionized by the track of a muon, the resulting liberated electrons are accelerated in the electric field and collide with gas molecules. The result is an avalanche of electrons collected at the anode. The process is known as a Townsend Avalanche.
Figure 4.26: The drift tube design showing the drift lines, wire, and cathode strips.

The muon system consists of 3 separate detectors: drift tubes (DT’s), resistive plate chambers (RPCs), and cathode strip chambers (CSCs). All three systems rely on the ionization of a gas medium caused by the charged muon’s traversal through the detector. The detectors are multi-layered and sandwiched between between layers of the iron return yoke (Figure 4.23). The iron layers aid in particle identification by stopping nearly all other particle activity before the final detector layer. As muons are very weakly interacting, they should be the only particles reaching the edge of the detector. When the magnetic field changes outside of the solenoid, muon tracks will change curvature in the muon system as depicted in the CMS logo (Figure 4.24). The second measurement made in the muon spectrometer improves the momentum resolution for energetic muons $> 100$ GeV, however lower momentum muons are dominated by a increase of multiple scattering from the additional detector material.

It the context of long-lived searches it is interesting that the muon has a lifetime of $\tau_0 = 2.2 \, \mu s$ or equivalently $c\tau_0 = 660$ m. The dominant decay to an electron and two neutrinos is suppressed by requiring the muon decays off-shell through the much heavier $W^\pm$. This method of generating long-lived signatures mirrors the motivations of split supersymmetry where the gluinos are long-lived because they must decay
through much heavier squarks. If this were the end of the story we would expect \( \approx 1\% \) of muon decays to occur before the final layer. However, a moderately energetic muon will experience time dilation \( c\gamma\tau_0 \) in the lab frame with \( \gamma = E/m = (1 \text{ GeV})/105 \text{ MeV} \approx 10 \). Accordingly, on detector length scales \( O(10 \text{ m}) \) energetic muons can be considered stable.

The drift tube system located in the barrel region covers \( |\eta| < 1.2 \) with 4 concentric rings (segmented in \( r = 4.0, 4.9, 5.9, 7.0 \text{ m} \)) referred to as “stations”. Five divisions are also made in the \( z \) direction referred to as “wheels” partitioned into 12 sectors of 30 degrees. The three inner cylinders have 60 chambers each and the outer cylinder has 70. Each chamber measures \( 3.0 \text{ m} \times 2.5 \text{ m} \). Each chamber is divided into 3 (or 2) super layers with 4 drift cells per layer (2 in \( \phi \), 2 in \( z \)). The drift cells use anode wires at voltage of \(+3.6 \text{ kV}\), electrode strips at \( 1.8 \text{ kV} \) and \(-1.2 \text{ kV} \) cathode strips to detect the localized ionization showers from muon tracks (Figures 4.25 and 4.26). The full system includes 172,000 wires. The maximal drift path is 21 mm corresponding to a drift time of 380 ns in a gas mixture of 85\% Argon and 15 \% \( \text{CO}_2 \) \([19]\).

A combination of CSCs and DTs are located in the endcap region. The CSCs are located between \( 0.9 < |\eta| < 2.4 \) and the RPCs between \( 0.9 < |\eta| < 1.6 \). There are 4 stations for each endcap. The CSCs are trapezoidal multi-wire proportional chambers comprised of 6 wire planes interleaved with 7 cathode panels. The chambers extend 1.7 (or 3.4) m in the radial direction covering 10 (or 20) degrees. Wires running in the \( \phi \) direction define a tracks radial position. The \( \phi \) coordinate along the wires is obtained by interpolating charges induced on the cathode strips.

All four DT layers and multiple CSC layers include RPCs , which have a coarse position resolution (order \( \sim 1 \text{ cm} \)) relative to the CSC and DT layers, but a much faster response time of \( 3 \text{ ns} \). This allows the RPC’s to identify the bunch crossing of a muon unambiguously as well as aide in triggering on muon events. Each layer of the RPC is built from two resistive plates separated by a gap of freon gas held at a
9.5 kV. Electrons knocked from the gas atoms cause an electron avalanche picked up by detector strip. The strip pattern gives a measure of momentum.

4.7 Trigger System

The CMS trigger system exists as a filter through which events are determined to be interesting or useful enough to be written to mass storage. The name comes from the nature of algorithms used to determine what to write down. If an event
Figure 4.29: Common cross sections of proton collisions as a function of the center of mass energy $\sqrt{s}$.

passes any of the online algorithms, this “triggers” the collision to be written in its entirety regardless of the goals of the path in particular (albeit with some notable exceptions). It is both unnecessary and impractical to record every collision the LHC delivers. The low momentum transfer hadronic events contained in the vast majority of proton collisions is well understood from past experiments. Figure 4.29 shows typical physics processes for proton-proton scattering. Events such as the production of a $b$ quark occur at $\approx 10^6$ Hz at a luminosity of $\mathcal{L} = 10^{33}$ cm$^{-2}$ whereas processes of interest, such as the production of the Higgs is much lower at $\approx 10^{-2}$ Hz.
The LHC has beam crossings at a rate of \( \approx 40 \text{ MHz} \). The number of inelastic collisions per bunch cross crossing is given by the is the total inelastic cross section times the luminosity divided by the bunch collision rate. If every bunch is filled, this is respectively \( 8.5 \times 10^{-26} \text{ cm}^2 \times 10^{34} \text{ cm}^{-2} \text{ s}^{-1}/(40 \times 10^6 \text{ s}^{-1}) \approx 24 \) interactions. The collisions are stored with an average file size \( O(1 \text{ MB}) \) in their unprocessed form in a format referred to as RAW. However the bandwidth for the combined constraints of acquisition rate, storage and processing, is limited to \( 10^3 \text{ Hz} \) and equivalently \( 10^3 \text{ MB/s} \). The trigger must be able to select these events quickly while maximizing the physics collected by the experiment with limited bandwidth.

The CMS trigger system is designed to read events at the event crossing frequency and generate the factor \( 10^5 \) of rejection between the crossing frequency and the archival capacity. This factor is too large to achieve in a single step given the complexity of triggers and event reconstruction necessary to build fast algorithms. Therefore the task is split into two steps the Level 1 (L1) and High Level (HLT)
Trigger systems (Figure 4.30). The L1 system is a coarse study of an event designed to be fast and capable of analyzing every event at 40 MHz. The HLT provides the flexibility the L1 lacks permitting more elaborate event reconstruction.

The simplest criterion for interesting events are hard physics events with large high momentum transfer, $q^2$, and correspondingly large transverse momentum. As the protons collide with effectively no transverse momentum, significant deposits of transverse energy (or even missing transverse momentum) is indicative of a hard physics process. The total transverse energy of an event falls off exponentially, so a simple way to reduce the rate of processed events is to raise the energy requirements of accepted events. However, given the increasing luminosity of the LHC the thresholds are encroaching upon Standard Model physics processes like single $W$ production, where triggering on most $W \rightarrow e\nu$ events is a reaching a kinematically limited regime.

Generally, analyses searching for new physics are categorized by their final state signature. Correspondingly, the triggers require loose particle identification on the particular objects such as the isolation and energy deposition. Requirements such as the angular separation, or the invariant mass of two objects is common as well. Once the event has passed the L1 and HLT Triggers, tighter and more computationally costly selection can be made offline where we are unrestricted by bandwidth limitations.

4.7.1 Level 1 (L1) Trigger

The L1 Trigger is built using custom hardware composed of field programmable gate arrays (FPGAs), application-specific integrated circuits (ASICs) and programmable look up tables (LUTs).

The trigger primitive generators (TPGs) are locally constructed from the energy deposits in the calorimeters or hits/ track-segments in the muon chambers. The regional reconstruction applies coarse pattern recognition to the primitives and com-
Multi Jet and $\tau$ triggers

Single, double, triple and quad jet ($\tau$) triggers are possible. The single jet ($\tau$) trigger is defined by the transverse energy threshold, the ($\eta, \phi$) region of validity and eventually by a prescaling factor. Prescaling will be used for low energy jet ($\tau$) triggers, necessary for efficiency measurements.

The multi jet ($\tau$) triggers are defined by the number of jets ($\tau$s) and their transverse energy thresholds, by a minimum separation in ($\eta, \phi$), as well as by a prescaling factor. The global trigger accepts the definition, in parallel, of different multi jet ($\tau$) triggers conditions (see Chapter 15).

3.3.5 Energy Triggers

The $E_T$ triggers use the transverse energy sums (e.m.+had) computed in calorimeter regions (4x4 trigger towers in barrel and endcap). $E_x$ and $E_y$ are computed from $E_T$ using the coordinates of the calorimeter region center. The computation of missing transverse energy from the energy in calorimeter regions does not affect significantly the resolution for trigger purposes.

Missing $E_T$ Triggers

The missing $E_T$ is computed from the sums of the calorimeter regions $E_x$ and $E_y$. The sum extends up to the end of forward hadronic calorimeter, i.e., $|\eta|=5$. The missing $E_T$ triggers are

![Figure 4.31: A representation of a jet as assembled from the ECAL and HCAL trigger primitives.][22]

bines them. Together the global calorimeter trigger (GCT) and global muon trigger (GMT) are processed at the global trigger (GT) to decide whether or not an event is kept. There is no inner tracking performed at this level (only muon specific tracking). Track building is time intensive and cannot, in its current state, be performed reliably at speeds comparable to the bunch crossing frequency. Future upgrades are planned to include tracking at L1, which would significantly aide in the detection of soft hadronic signatures with specific track topologies (e.g. displaced signatures and VBF Standard Model Higgs production in decays to $b\bar{b}$).

4.7.2 High Level Trigger (HLT)

Algorithms at trigger stage are referred to as paths. The entire collection of paths is referred to as a trigger menu. As the physics goals of the experiment change and machine luminosity ramps, the menu must evolve and adjust the thresholds within a given menu. The HLT is a crucial component of CMS data taking, as new physics that is never stored is never discovered. Problems with the offline reconstruction can

![Figure 4.31: A representation of a jet as assembled from the ECAL and HCAL trigger primitives.][22]
Table 4.5: High Level Trigger filter farm configuration in 2015 [56]

<table>
<thead>
<tr>
<th>Install Year</th>
<th>2011</th>
<th>2012</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>X5650</td>
<td>E6-2670</td>
<td>E6-2680v3</td>
</tr>
<tr>
<td>Architecture</td>
<td>Westmere</td>
<td>Sandy Bridge</td>
<td>Haswell</td>
</tr>
<tr>
<td>CPUs per board</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Cores/CPU</td>
<td>6</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>RAM</td>
<td>24 GB</td>
<td>32 GB</td>
<td>64 GB</td>
</tr>
<tr>
<td>Clock Rate (w/Boost)</td>
<td>2.66 (3.06) GHz</td>
<td>2.60 (3.30) GHz</td>
<td>2.50 (3.30) GHz</td>
</tr>
<tr>
<td>Total Cores (Boards)</td>
<td>3456 (288)</td>
<td>4096 (256)</td>
<td>8640 (360)</td>
</tr>
</tbody>
</table>

be fixed at a later date by reprocessing the raw data, but problems with the online reconstruction will permanently bias the data collected.

The paths are configured as a series of reusable modules that either build some quantity/object (producers) or terminate the execution of the path based on some quantity (filters). The paradigm ensures, that a producer which creates, say, the sum of transverse energy in the detector, is processed exactly once despite being used by multiple paths. Ensuring that modules are reusable and reused greatly minimizes timing overhead of additional paths. Common sequences, such as unpacking the calorimeter energy, are utilized by nearly every trigger. CMS as an experiment excels from a monolithic approach to software, where the same software (known as CMSSW) is for analysis and data processing is used online.

The development, debugging, and testing of these menus is a large organizational effort that requires input from nearly every level of the experiment. Physics object groups (POGs): e/γ, muons, jets, and b tagging group must build the online recommendations for object identification and validate their performance. Physics Groups (Higgs, Exotica, SUSY, ect.) must develop paths and justify the added physics value of the individual paths in terms of their sensitivity. The detector performance groups (DPGs) must provide calibrations for the online reconstruction that will differ from the offline reconstruction.
assembles the event fragments belonging to the same L1 decision from all FEDs into a complete event and transmits it to a Filter Unit (FU) for further processing.

The DAQ system utilizes up to 8 slices that work autonomously and can each handle 12.5 kHz event rate. The system can experience back-pressure all the way from the filter farm through the event builder to the FEDs. Back-pressure may occur when the builder overflows in the sub-detector's FEDs due to the variations in the size or rate of events and could lead to data corruption and loss of synchronization. The Trigger-Throttling System (TTS) is designed to protect the system against these builder overflows. TTS system gives a fast feedback from any sub-detector FEDs to the GT processor so that the trigger rate could be controlled before the builders overflow. Furthermore, both the L1 trigger and HLT prescales could be adjusted to optimize the available DAQ capacity and performance during operation. However, instantaneous fluctuations might still lead to back-pressure and therefore introduce dead-time.

The collected events are divided into different physics or calibration streams and forwarded to the Tier-0 centre for offline processing. Different reconstruction algorithms are employed for different streams. Events that are in the physics stream will undergo a reconstruction algorithm using the full detector information, whereas the calibration and monitoring streams will undergo a reconstruction using only a subset of the sub-detector information.

Additionally, the DPGs must implement separate data streams, which save a much smaller event content, to calibrate the detector. For instance, a separate data stream exists for collecting the copious production of $\pi^0$ and $\eta^0$ mesons which predominantly decay to two photons. The stream performs only the reconstruction of the ECAL and searches for low $p_t$ clusters within an invariant mass window. Saving only the hits corresponding to these clusters reduces the event size from 1 MB to 2 kB allowing the stream to acquire events at a rate of 7 kHz while maintaining a small bandwidth. For comparison, the physics data stream writes at 1 kHz.

The CMS HLT System is built from a varied collection of commercially available CPUs comprising more than 16,000 cores in 2015 (Table 4.32).
Chapter 5

Studies of Displaced Jet Tagging Variables

5.1 Introduction

The identification of jets originating from $b$ quarks ($b$-tagging) was originally developed and successfully utilized for the discovery of the top quark. Among other applications, $b$-tagging is now a tool for studying the Higgs and searching for BSM physics. Since its inception, $b$-tagging has evolved including the implementation of particle flow reconstruction, refined secondary vertex algorithms, and advanced multivariate techniques. This strength of this construction is that successive improvements in the $b$-tag object are shared by all users with minimal redundancy of effort.

The algorithms are publicly documented with corresponding working points and data/MC correction factors. Changes in methodology are integrated directly into the experiments software, allowing fast adoption of subsequent improvements. The object is then used interchangeably as part of a large toolkit of jets, leptons, taus, photons, and missing energy. This allows well established searches to improve existing sensitivity or interpret new final states not previously accessible with relative ease.
It was the principal goal of this analysis to build a track based displaced jet “object” similar to a b-tag that could capture the relevant behavior of displaced signatures while providing a maintainable tool for a variety of long-lived searches. Although long-lived particles will decay to objects for which there are well studied definitions, many of the principal assumptions and quality requirements are not suited for particles arriving at glancing angles. To avoid these quality criteria, the displaced jet tag is not built as a modification of existing objects, but from the global track collection and separately clustered calorimeter energy. The variables used in the tag definition then rely on the geometry of the tracks matched to clusters. It is also possible to identify long-lived decays using energy deposits with a large hadronic energy fraction and no associated tracks. These deposits can be indicative of long-lived decays occurring inside of the hadronic calorimeter.

The tag is designed to be sensitive to jets, electrons, and taus regardless of the source of the long-lived decay when at least one track can be reconstructed. The tag has diminished sensitivity for decays occurring below 1 mm, a region where prompt analyses have negligibly diminished sensitivity.

Past searches by the CMS and ATLAS experiment for long lived particles decaying to jets rely significantly on secondary vertexing of displaced tracks. As the ability to vertex the jet is dependent on the ability to reconstruct highly displaced tracks, the existence of a vertex, although offering good separation between signal and background is often the most inefficient selection criterion \[44\]. This is especially true at lifetimes on the scale of the detector or longer. Of particular concern is that current vertexing algorithms may not perform effectively for non-Standard Model jet vertices such as found in Emerging Jets \[57\].

Given the close analogy to $b$-tagging techniques, it is important to clarify where $b$-tagging algorithms are inefficient and where they can be extended.
For shorter lifetime regimes ($c\tau_0 < 1$ mm), $b$-tagging can still identify displaced jets, but leaves room for new techniques. Heavy long-lived resonances undergoing a 2 body decay will have significantly more momentum transverse to the flight direction of the long lived particle (when compared to a b decay). This angle is a powerful discriminant against background nuclear interactions and is correlated with the boost of the mother particle. Under the assumption that the angle is small, $b$-tagging uses only positively signed impact parameters for track identification. This corresponds to decays downstream of the flight path. Heavy particles produced nearly at rest will decay isotropically with impact parameters of negative sign.

For longer lifetimes, a transition occurs at distances larger than a few centimeters where new issues unaddressed by $b$-tagging arise. Although the b meson is displaced it is comparably straightforward to discern the primary vertex of the event. This allows $b$-tagging algorithms to more accurately calculate longitudinal quantities, such as 3D track impact parameters. For displaced jets, this is not the case and utilizing longitudinal quantities relative to a mis-identified primary vertex can yield poor performance. Pixel hit are explicitly required for tracks used in $b$-tag secondary vertexing, but displaced jets decays can occur outside the pixel layers. In addition, $b$-tagging algorithms include upper bounds on longitudinal and transverse impact parameters to limit contributions from nuclear interactions.

This section discusses in detail the preliminary studies leading up to the choice of variables used in the analysis tag definition. Comparisons are made between prompt and displaced signatures with and without pileup for a variety of variables, including correlations between the most effective quantities. The final three variables used in the tag definition are discussed in the next chapter detailing the analysis.
Figure 5.1: The proper lifetime of the XX4J samples. The samples are generated with exponential lifetime distributions $e^{-x/c\tau_0}$ which have mean $c\tau_0$ and exponential slope $1/c\tau_0$.

Figure 5.2: The topology of the two samples used in the study GUN (left) and XX4J (right)
Figure 5.3: The proper lifetime of the GUN samples. The samples are generated with either flat, or delta function $\delta(c\tau_0 - c\tau_0')$ lifetime distributions.

### 5.2 Displaced Jet Samples

Two signal samples are used to study displaced identification which we will refer to as XX4J and GUN. Both samples are generated using Pythia 8 [64].

The XX4J sample consists of the direct pair production of two neutral $X^0$'s with finite lifetime. Each $X^0$ decays to $u,d,s,c$, and $b$ pairs with equal probability. This sample is generated with a flat pileup distribution between 10 and 50 interactions from 25 ns bunch crossings. It is important to note these samples will contain prompt jets from pile up interactions as well as from initial state radiation. In this sample, variables for displaced jet identification generally have two distinct populations of jets. The samples are generated with varied lifetimes and masses (Figure 5.1). Each $X^0$ has an exponential lifetime distribution $e^{-x/c\tau_0}$ with mean $c\tau_0$.

The GUN sample is a single long-lived particle gun. This sample is generated by producing a single $X^0$ particle with flat kinematic distributions $50 < p_t < 500$ GeV and flat $-2.4 < \eta < 2.4$. The $X^0$ decays to a pair of $d$ quarks with 100% branching fraction (or $b$ quarks with 100% fraction when noted). The resonance is decayed within Pythia and passed directly to showering and hadronization bypassing all process level Pythia effects: initial state radiation, final state radiation, and beam
remnants. Furthermore, the event is reconstructed without pileup mixing. This sample is generated to have a sample of reconstructed tracks that originate from a displaced vertex without the complications of correctly associating the displaced tracks to calorimeter deposits. One important side effect of simulating without pileup is the lack of a reconstructed primary vertex. As the only vertex in the event is far from the luminous region of the beam, the primary vertex fitting fails to produce a vertex.

The proper lifetime distribution of the sample is chosen to be either a delta function \( \delta(c\tau_0 - c\tau_0') \) or flat between 1mm and 1000mm (Figure 5.3). Additionally two prompt GUN samples are built for comparison. One sample with a proper lifetime of 0 mm decaying to two b-quarks and one sample with lifetime 0mm decaying to two d-quarks. The decay length in the lab frame will differ by a factor \( \gamma/\beta \) from the proper lifetime.

5.3 Displaced Jet Tagging Variables

5.3.1 Impact Parameter Information

The tracks originating from a decay at a displaced vertex will have large impact parameters relative to the true primary vertex. The impact parameter is calculated by starting from the particle trajectory at the innermost measurement point and extrapolating backward in the helix. The minimum distance from the extrapolated track to the primary vertex gives the magnitude of the impact parameter. The vector pointing from the primary vertex to the point of minimum distance is \( \vec{IP} \). The distance between the jet axis and the closest position on the track helix was also investigated (Figure 5.13), but was found to be less effective at separating the signal and background.

Impact parameter significance \( IP_{\text{sig}} \) is introduced to the account of the tracking resolution. The significance is the impact parameter divided by the error on the
Figure 5.4: (left) The 2D impact parameter of tracks matched to calo jets matched to generator quarks with $\Delta R < 0.5$. (right) 2D impact parameter significance of the same tracks. All distributions are normalized to 1.

Figure 5.5: Diagram of a B hadron decay showing the mis-alignment of the jet direction and the decay vertex.

measurement. For decays within 10 mm using $IP^{2D}$ gives improvements in signal background separation relative to the absolute impact parameter value Figure 5.7.

The sign of the impact parameter is given as the sign of the scalar product between $\vec{IP}$ and the direction of the jet: $\vec{IP} \cdot \vec{j}$. For B meson decays, the impact parameter of displaced tracks will have positive sign, corresponding to the decay occurring downstream of the jet direction. In simulation is found that heavy long-lived decays will have large negative IP significance (Figure 5.6). Accordingly, the analysis opts to use un-signed IP significance to identify displaced jets. Restricting to only positive
Figure 5.6: The comparison between the $IP_{\text{sig}}^{2D}$ of tracks within (i) QCD jets and (ii) the decay of a heavy Higgs $H^0 = 1200$ GeV decaying to two long lived $X^0$ with $m_{X^0} = 500$ GeV. The contribution of B mesons producing tracks with large positive $IP_{\text{sig}}^{2D}$ explains the asymmetry of the QCD distribution.

impact parameters, as is the standard in $b$-tagging, topologically restricts the analysis. Rather, the un-signed significance extends inclusivity.

It is important to note that as most GUN samples, excluding the prompt samples, do not have a reconstructed primary vertex, a fake primary vertex with a nominal error is introduced in the calculation. This biases the impact parameter significance relative to the XX4J.

Impact parameters are reconstructed with limited requirements on the tracks. No maximum longitudinal or transverse impact parameter is enforced. No requirement on the number of hits, pixel tracks, or track quality is is required at this step. The tracks are required to have $p_t > 1$ GeV to remove tracks which would not reach the calorimeter face.

Variables leveraging the impact parameter information are derived from the distribution of impact parameter significances. Figure 5.8 demonstrates the improved
Figure 5.7: Unsigned 2D impact parameter for the XX4J and GUN samples

separation of median IP significance relative to the mean (Figure 5.8). As background QCD jets contain real displaced tracks (Table 2.7, 2.8), the mean calculation is sensitive to outlier tracks with large IP significance. For signal-like displaced jets, all tracks have large impact parameter preserving a high median value.

The tracks from displaced jets should not have significant contribution from tracks included in a primary vertex fit. For long lifetimes this reduces the reliability of selecting the correct primary vertex for the calculation of 3D impact parameters. Instead, the analysis opts to use exclusively transverse quantities that negligibly depend on the primary vertex selection when a beam-spot constraint is applied. Figure 5.9 shows the comparison between the 2D and 3D impact parameters. 3D distributions exhibit long tails where the wrong primary vertex was chosen.
Figure 5.8: A comparison between using mean or median IP significance for the GUN and XX4J signal samples.

The choice is made to use report the value of impact parameter related variables on log scale. As impact parameter significance varies over many orders of magnitude (Figure 5.11), the variable transformation reveals structure not visible on linear scales. On log scale, two populations of tracks are clearly visible.

**Jet Primary Vertex Fraction (α and β)**

Decays that occur displaced from the primary vertex are unlikely to contain tracks included in the primary vertex fit when a beam spot constraint is included. On the other hand, QCD jets expect the majority of their tracks to be from either the true primary vertex or a pile up vertex. For a given jet α(PV) is calculated as the sum is taken over tracks matching in $\Delta R < 0.4$ between two collections of tracks: the tracks
Figure 5.9: A comparison between the median IP significance in 2D vs 3D for the GUN and XX4J signal samples.

Figure 5.10: For each track in a jet the minimum distance between the track and the jet axis is computed. From this distribution the median is computed for each jet.
Figure 5.11: A comparison between log and linear scale variables. The log scale case shows the distinct population of significances related to pileup in the XX4J sample.

Figure 5.12: A comparison of the jet median 2D IP significance between the GUN and XX4J samples
If the true PV is selected to calculate $\alpha$, PU jets will have have signal-like $\alpha = 0$. To avoid this, we define $\alpha_{\text{max}}$ for each jet by individually selecting the primary vertex with the largest contribution to the sum. As the GUN samples typically have no reconstructed primary vertices (except in the prompt case), these plots are not shown.
Figure 5.15: $\alpha, \alpha_{\text{max}}, \beta, \beta_{\text{max}}$ when varying the lifetime of the decaying $X^0$

A second jet variable $\beta(PV)$ and $\beta_{\text{max}}$ are defined similarly:

$$\beta_{\text{jet}}(PV) = \frac{\sum_{\text{tracks} \in PV} p_{t}^{\text{tracks}}}{p_{t}^{\text{jet}}}, \quad (5.2)$$

A comparison of the four variables: $\alpha, \alpha_{\text{max}}, \beta, \beta_{\text{max}}$ is shown in Figure 5.15 by varying the lifetime of the sample. In Figure 5.16 the same comparison is made but varying the mass and leaving the lifetime fixed. Figure 5.17 shows $\alpha_{\text{max}}$ has small correlation in background with the median 2D IP significance and $\beta_{\text{max}}$ less so. This is because $\alpha_{\text{max}}$ is a function of the tracks matched to the jet, which are utilized in the median IP significance calculation.
Figure 5.16: $\alpha, \alpha_{\text{max}}, \beta, \beta_{\text{max}}$ when varying the mass of the decaying $X^0$

5.3.2 Calo Jet Information

In the case which there are no tracks to identify the decay as displaced, we can utilize the high hadronic energy fraction of jets that occur from long-lived decays inside of the hadronic calorimeter. Figure 5.18 includes a generator level cut on the transverse decay distance of > 1 m to ensure that the decay occurs outside of the tracker.
Figure 5.17: (left) The correlation between $\alpha_{\text{max}}$ and $\beta_{\text{max}}$ and median 2D IP significance for QCD. (right) The same correlation plot for XX4J with $m_{X^0} = 300$ GeV and $c\tau_0 = 30$ mm.

Figure 5.18: (left) A longitudinal slice of the CMS detector showing the transverse coverage of the tracking layers. (right) Hadronic fraction of jets in events with generator level requirement that the $X^0$ decay at a transverse distance $L_{xy} > 100$ cm.
Chapter 6

Displaced Jet Analysis

6.1 Introduction

The study of physics beyond the standard model (BSM) is one of the main objectives of the ATLAS and CMS experiments at the CERN LHC. With no signal observed so far, the ATLAS and CMS results put severe bounds on BSM theories.

The majority of these searches focus on prompt particles with lifetimes $c\tau_0 < 1\text{mm}$ and contain requirements on the physics objects that reject longer lived particle decays. This leaves open the possibility that light long-lived particles could exist and still remain undetected. In this study, we present an inclusive search for long-lived particles decaying to various combinations of jets and leptons. The analysis exploits the information originating from the CMS calorimeters to reconstruct jets and measure their energies. The information from reconstructed tracks, in particular the transverse impact parameters, is used to discriminate the displaced-jets signal from the background of ordinary multijet events. The analysis is performed on data collected with the CMS detector at a center-of-mass energy $\sqrt{s} = 13\text{ TeV}$ in 2015. The data set corresponds to an integrated luminosity of $2.6\text{ fb}^{-1}$. Results for similar
signatures have been reported by ATLAS \cite{ATLAS} and CMS \cite{CMS}, using data collected at $\sqrt{s} = 8$ TeV.

### 6.2 Datasets and simulated samples

Events are collected from two dedicated online selection algorithms, designed to identify events with displaced jets. The algorithms consider jets clustered from energy deposits in the calorimeters, using the FASTJET \cite{FASTJET} implementation of the anti-$k_t$ algorithm \cite{anti-k_t}, with size parameter 0.4. Jets with transverse momentum $p_T < 60$ GeV or $|\eta| > 2.0$ are discarded. An inclusive trigger algorithm accepts events when the scalar sum of the jet $p_T$’s, $H_T$, is greater than 500 GeV and at least two jets with $|\eta| < 2.0$ and at most two prompt tracks are found. Tracks are classified as prompt if their transverse impact parameter relative to the beam line, $IP_{2D}$, is less than 1mm.

Another trigger algorithm is used, which requires $H_T > 350$ GeV and asks that there be two displaced jets each having at least one track with transverse impact parameter $IP_{2D} > 5\sigma_{IP_{2D}}$, where $\sigma_{IP_{2D}}$ is the uncertainty on $IP_{2D}$. Samples with large $H_T$ are used to study the performance of the online selection algorithms.

The main source of background events originates from multijet production. The properties of this background process are studied using a simulated multijet sample, generated with Pythia 8 \cite{Pythia}. The NNPDF 2.3 \cite{NNPDF} parton distribution functions (PDFs) are used to model the parton momentum distribution inside the colliding protons. The event simulation includes the effect of multiple proton-proton collisions in the same bunch crossing and in bunch crossing nearby in time, referred to as pileup. Simulated samples are reweighted to match the pileup profile observed in data.

The analysis is interpreted with a set of benchmark signal models. The Jet-Jet model predicts pair-produced long-lived scalar neutral particles $X^0$ \cite{Jet-Jet}, each decaying to two light quarks $u,d,s,c$, and $b$ with equal probability. The resonance mass $m_{X^0}$ and
proper lifetime $c\tau_0$ are scanned between 50 and 1500 GeV and between 1 and 2000mm, respectively. The trigger efficiencies for a fixed $m_{X^0} = 300$ GeV and $c\tau_0 = 1, 30, \text{and } 1000$ mm are 30%, 81%, and 42% respectively. The trigger efficiencies for a fixed $c\tau_0 = 30$ mm and $m_X = 50, 100, \text{and } 1000$ GeV are 2%, 14%, and 92% respectively.

The B-Lepton model contains pair-produced long-lived top squarks in R-parity violating models of Supersymmetry \cite{33}. Each top squark decays to one b quark and a lepton. The branching fractions of the decay to the three lepton flavors are equal. The resonance mass $m_{\tilde{t}}$ and proper lifetime $c\tau_0$ are scanned between 300 and 1000 GeV and between 1 and 1000 mm, respectively. The trigger efficiencies for a fixed mass $m_{\tilde{t}} = 300$ GeV and $c\tau_0 = 1, 30, \text{and } 1000$ mm are 15%, 41%, and 23% respectively. The trigger efficiencies for $m_{\tilde{t}} = 500, 700, \text{and } 1000$ GeV and fixed $c\tau_0 = 30$ mm are 64%, 71%, and 74% respectively.

These models are also investigated with modified branching fractions. The Light-Light model is the Jet-Jet model excluding decays to b quarks (equal decays to lighter quarks) and the B-Mu, B-Ele, and B-Tau models are derived from the B-Lepton model with 100% branching fraction to muons, electrons, and taus, respectively. Leptonic tau decays are included in the B-Tau interpretation. All signal samples are generated with Pythia, with the setup described above for the multijet sample.

### 6.3 Event selection

A signal is searched for by applying the selection described in section \[6.4\] and counting the number of tagged displaced jets, $N_{\text{tags}}$. In addition to the online and offline requirements described in section \[6.2\], the analysis signal region requires $N_{\text{tags}} \geq 2$. Efficiencies are reported for all interpreted models as a function of the lifetime with fixed mass (Table \[6.1\] and \[6.2\]) as well as a function of mass with fixed lifetime (Table \[6.3\] and \[6.4\]).
Table 6.1: Signal efficiencies (in %) for $m_{X^0} = m_\tilde{t} = 300$ GeV and varied $c\tau_0$ for the Jet-Jet and B-Lepton models. Selection requirements are cumulative from the first to the last row.

<table>
<thead>
<tr>
<th>$m_{X^0}$ [GeV]</th>
<th>Jet-Jet</th>
<th>B-Lepton</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c\tau_0$ [mm]</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>≥ 2 tags</td>
<td>2.33 ± 0.15</td>
<td>39.49 ± 0.63</td>
</tr>
<tr>
<td>Trigger</td>
<td>2.16 ± 0.15</td>
<td>38.12 ± 0.62</td>
</tr>
<tr>
<td>Selection</td>
<td>2.09 ± 0.14</td>
<td>37.09 ± 0.61</td>
</tr>
<tr>
<td>≥ 3 tags</td>
<td>0.17 ± 0.04</td>
<td>14.14 ± 0.38</td>
</tr>
<tr>
<td>≥ 4 tags</td>
<td>0.01 ± 0.01</td>
<td>4.73 ± 0.22</td>
</tr>
</tbody>
</table>

The two classes of events: (i) events passing the inclusive trigger algorithm and with $H_T > 650$ GeV; (ii) events passing the exclusive trigger algorithm and with $H_T > 450$ GeV are treated as a single class.

### 6.4 An inclusive displaced-jet tagger

The basic requirement for the displaced jet tagging criteria is at least a single track with $p_T > 1$ GeV. Besides the requirements implicitly enforced on the iterative tracking in the global track collection (generalTracks), there are no further requirements. This includes total and pixel hit requirements. There are no energy composition requirements of the calorimeter deposit and no requirements of a reconstructed secondary vertex, both of which can exclude sensitivity to long-lived decays to electrons and single prong taus.
The three tagging variables utilize 2D quantities. By excluding the longitudinal dimension we prevent large overestimation of displacement due to primary vertex mis-identification. When the signal model in question has a lifetime small on the scale of the longitudinal spread of pile up, the primary vertex can still be accurately reconstructed. In contrast, for a decay in the lab frame of a few centimeters the probability of selecting the correct primary vertex can be highly model dependent. In fact, with beam spot constraints applied and no initial state radiation it is possible the primary vertex would not be reconstructed at all. This is the case for relatively light particles produced with lifetimes longer than the beamspot radius. By utilizing the beamspot constraint to compute primary vertex related quantities, we limit the transverse spread relative to the z direction to $10^{-3}$ cm. As the tag sensitivity drops at distances smaller than 1 mm, the effect of choosing the wrong PV is negligible.

In contrast to previous analyses, a fitted secondary vertex is not utilized in the tag definition. This decision is deliberate to maintain sensitivity to electrons and single track taus while maintaining a single definition. Previous analyses had sensitivity to single tracks by fitting a secondary vertex to pairs of jets. By not vertexing pairs of jets the displaced object allows for sensitivity to odd (non-even) multiplicities of displaced jets. For example, in the Jet-Jet interpretation there is sensitivity to 3 jets when the 4th is reconstructed outside of the tracker acceptance. These high multiplicity events, in the case of a discovery would have higher statistical significance.

**The Primary Vertex Compatibility Variable $\alpha_{\text{max}}$**

The variable $\alpha_{\text{max}}$ characterizes the disassociation of the jet’s tracks and all fitted primary vertices in an event. Jets decaying displaced from the primary vertex are unlikely to contain tracks included in the event’s primary vertex fit. Background QCD jets, will contain a majority of tracks from either the true primary vertex or a pile up vertex. For a given jet $\alpha(PV)$ is calculated as the ratio of sums of $p_t$ taken
Figure 6.1: Diagram (left) and data/MC comparison (right) for the displaced jet tagging variable $\alpha_{\text{max}}$. The left distribution shows the data collected by the displaced jet triggers with kinematic cuts and $H_T$ trigger matching thresholds applied. Signal samples are taken from Jet-Jet interpretation with no generator matching for the signal jets, fixed $m_{X^0} = 700$ GeV and varied proper lifetime $c\tau_0$ in the mother frame.

over tracks matching in $\Delta R < 0.4$ between two collections of tracks: the tracks in the specified primary vertex and tracks from the global collection. The sum is restricted to tracks with $p_t > 1.0$ GeV.

If a single PV is selected for all jets in the event, PU jets which are not from this vertex can have signal-like $\alpha \approx 0$. To avoid this, we define $\alpha_{\text{max}}$ for each jet individually selecting the primary vertex with the largest contribution to the sum. The assumption is PU jets will have high $\alpha$ for at least one of the vertices. Many jets with $\alpha = 0$ have $\alpha_{\text{max}} > 0$ as they originate from a sub-leading vertex in the vertex collection. As the variable is calculated relative to all primary vertices, there is no dependence on selecting a single vertex.
The 2D Angle $\hat{\Theta}_{2D}$

The variable $\Theta_{2D}$ is utilized to characterize the recoil angle of the tracks from the flight direction of the long lived particle. $\Theta_{2D}$ is defined as the angle between (i) the 2D ray extended from the primary vertex to the inner hit of the track and (ii) the track 2D momentum vector at the inner hit of the track extended from the inner hit. The highest sum scalar $p_t$ vertex is selected for all jets in the event.

As Standard Model QCD jets do contain long lived particles and tracks associated with conversions, a typical jet has a long tail in its distribution of $\Theta_{2D}$. To minimize the effect of this tail, the median value (2D) is used, $\hat{\Theta}_{2D}$ (for the same reasons as it is used for $IP_{\text{sig}}^{2D}$). Additionally, as the range of $\Theta_{2D}$ spans many orders of magnitude near zero a logarithm is applied constraining typical QCD jet values of $-2.5 < \log(\hat{\Theta}_{2D}) < -1.5$. 

Figure 6.2: Diagram (left) and data/MC comparison (right) for the displaced jet tagging variable $\hat{\Theta}_{2D}$. The left distribution shows the quantities collected by the displaced jet triggers with kinematic cuts and $H_T$ trigger matching thresholds applied. Signal samples are taken from Jet-Jet interpretation with no generator matching for the signal jets, fixed $m_{X^0} = 700$ GeV and varied proper lifetime $cT_0$ in the mother frame.
As mentioned previously, the smaller the boost of the particle, the more isotropic the decay angles. Thus, the decays of heavier long-lived particles yield larger values of $\Theta_{2D}$. When the lifetime of the particle is small near 1 mm it is more difficult to resolve this angle because the ray’s extrapolation backward corresponds to a smaller and smaller distance from the primary vertex. Background jets capable of passing strict $\Theta_{2D}$ requirements typically consist of a single track.

Jet $\hat{IP}_{\text{sig}}^{2D}$

Variables leveraging the impact parameter information for a given jet are derived from the distribution of impact parameter significances derived from the tracks matched to the jet. As background QCD jets contain a long tail from the presence of real displaced tracks with large IP significance, the median $IP_{\text{sig}}^{2D}$ is chosen: $\hat{IP}_{\text{sig}}^{2D}$. For
jets originating from displaced decay, most tracks have a large impact parameter preserving a high median value.

### 6.4.1 Tagging Variable Cut Optimization

The requirements included in the baseline tag definition are determined through a scan of the relevant parameter space. The values of the tagging variables scanned can be found in Table 6.8. First, a scan is performed to determine the optimal selection relative to a figure of merit that is maximal labeled $fom_{\text{max}}(x)$ for a given sample $x \in X$ where $X$ is a pre-determined set of signals samples. We will refer to these samples as the training set. The figure of merit for a given sample $x \in X$ and selection $s_i \in S$ is computed as $fom(x, s_i) = \bar{N}(s_i, x) / \sqrt{\bar{N}(s_i, x) + \hat{N}_b(s_i)}$ where $\bar{N}$ is the average number of jets tagged per event passing the event selection and $\hat{N}_b$ is an estimate number of background events in the two tag bin. This estimation $\hat{N}_b$ is calculated as the total number of jets tagged in data times the misidentification rate $\hat{N}_b(s_i) = N_{\text{jets-tagged}}^{\text{data}} \times \frac{N_{\text{jets-tagged}}^{\text{data}}}{N_{\text{jets}}^{\text{data}}}$. Once $fom_{\text{max}}$ is calculated for every sample and selection we choose the tagging requirements which minimize sum of the differences squared of the figure of merit $fom(s_i, x)$ relative to the maximal value $fom_{\text{max}}$ Eq. 6.1

$$\chi^2(s_i) = \sum_{x \in X} \left( \frac{(fom(s_i, x) - fom_{\text{max}}(x))^2}{fom_{\text{max}}(x)} \right)$$  \hspace{1cm} (6.1)

The training set is chosen as the set of all Jet-Jet samples $m_{X^0} = 50 \ldots 1500$ GeV with $c\tau_0 = 1, 3$ mm. This set is chosen as it is the most difficult region for the analysis with the largest upper limit on the excluded cross-section.
• Displaced 2 track candidate vertices are built from tracks within jets
• Clustering these vertices shows obvious nuclear interactions
• Working on removing kshort candidates from jet matched track collection

Sources of SM Backgrounds
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Figure 6.4: From the tracks associated with a calorimeter jet pairs of oppositely charged tracks are fit to a secondary vertex. These vertices are then overlayed from many events. The top figure shows these vertices in data. The bottom figure shows them for simulated signal. The simulated signal shows that including all combinatorial pairs of track vertices can produce clusters of vertices and distinct X patterns along the jet axes where the decay occurs.
6.5 Background prediction

As typical multijets contain only a sub dominant fraction of real displaced tracks, jets with a small multiplicity of tracks represent the dominant background. These tracks can occur from K Short or Lambdas decays, photon conversions, and/or from nuclear interactions with the detector material. Figure 6.4 shows vertices fit from pairs of oppositely charged displaced tracks overlaid from many events. The detector elements of the tracker as well as the beam pipe are clearly visible. As the tagging criteria utilize averages of all tracks matched to the jet, the likelihood of tagging a fake decreases exponentially with $N_{\text{tracks}}$.

Figure 6.5 shows the fraction of jets that are tagged as displaced jets in data as a function of the number of tracks associated with the jet, $N_{\text{tracks}}$. This function is the misidentification rate of tagging a prompt jet as displaced (up to possible signal contamination) and is interpreted as the probability $p(N_{\text{tracks}})$ of being tagged. This parameterization allows for a representative estimation, event by event, of the probability of tagging multiple fake displaced jets. That is to say, an event with two high track multiplicity jets is much less probable than two single track jets to have 2 fake displaced-jet tags.

To maintain the statistical independence of the events that are used to perform the prediction and the events in the signal region, the probabilities are measured in the full control sample of events with $N_{\text{tags}} \leq 1$, while the final signal region requires $N_{\text{tags}} \geq 2$. Additionally, this limits signal contamination in the probability measurement. The control sample of $N_{\text{tags}} = 1$ includes 1391 events.

The size of the bias introduced by only measuring the misidentification rate in events with $N_{\text{tags}} \leq 1$ is quantifiable. For the nominal tag, the size of the effect of removing these events on the predicted number of two tag events is negligible (0.4%) compared to the statistical uncertainty of the prediction.
Figure 6.5: The fraction of jets passing the displaced-jet tagging criteria as a function of the number tracks associated with the jet $N_{\text{tracks}}$. The results are from data events with $N_{\text{tags}} \leq 1$ collected with the displaced-jet triggers and passing the offline selection criteria.

The mistagging rate is used to predict the probability for an event to have $N_{\text{tags}}$ tagged jets, $P(N_{\text{tags}})$. For instance, for an event $m$ with three jets $j_1$, $j_2$, and $j_3$, there is one configuration with no tags, with a probability:

$$P^m(N_{\text{tags}} = 0) = (1 - p_1)(1 - p_2)(1 - p_3),$$

where $p_i = p(N_{\text{tracks}}(j_i))$. Similarly, there are three possibilities for this same event to have $N_{\text{tags}} = 1$:

$$P^m(N_{\text{tags}} = 1) = p_1(1 - p_2)(1 - p_3) + (1 - p_1)p_2(1 - p_3) + (1 - p_1)(1 - p_2)p_3.$$

The probability of finding $N_{\text{tags}}$ tags in the $m$ event is:

$$P^m(N_{\text{tags}}) = \sum_{\text{jet-configs}} \prod_{i \in \text{tagged}} p_i \prod_{k \in \text{not-tagged}} (1 - p_k). \quad (6.2)$$
Tagged jets enter the product as $p_i$ and non-tagged jets enter as $(1-p_i)$. Equation (6.2) is used to compute the probability of observing $N_{\text{tags}}$, under the assumption that the sample does not contain any signal. The number of events expected for a given value of $N_{\text{tags}}$ is then computed as

$$N_{\text{events}}(N_{\text{tags}}) = \sum_m P^m(N_{\text{tags}}),$$

(6.3)

where $m$ runs only over events with fewer than two tagged jets. The prediction is then compared to the observed $N_{\text{tags}}$ multiplicity in events with two or more tagged jets, to assess the presence of a signal.

Let $q_i$ be the misidentification rate corresponding to a jet with $i$ tracks and $N_{\text{tracks}}$ the maximum number of tracks for any jet in the analysis. The statistical error $\sigma_{q_i}$ in the misidentification rate is propagated to an error on the number of tagged events with $N_{\text{tags}} = 1, 2, 3, \ldots$

$$\sigma^2_{N_{\text{events}}(N_{\text{tags}})} = \sum_{i=1}^{N_{\text{tracks}}} \left( \frac{\partial N_{\text{events}}(N_{\text{tags}})}{\partial q_i} \sigma_{q_i} \right)^2$$

$$= \sum_{i=1}^{N_{\text{tracks}}} \left( \sum_{m \in N_{\text{events}}} \frac{\partial P^m(N_{\text{tags}} = n)}{\partial q_i} \right)^2 \sigma_{q_i}$$

The probability is determined for each event for $N_{\text{tags}} \leq N_{\text{jets}}$. The predicted number of events with $N_{\text{tags}}$ is calculated as the sum over all events.

We validate this procedure in the absence (background-only test) and presence (signal-injection test) of a signal, using simulated events.

The background-only test is performed predicting the tag multiplicity on the simulated multijet sample, taking as input the misidentification rate distribution. In order to populate the large-$N_{\text{tags}}$ region of the distribution, a looser version of the displaced-jet tagger is employed in this test. The full sample of events passing the event selection is divided into multiple independent samples and the background pre-
prediction validated. The predicted background of $N_{\text{tags}}$ events in simulated multijet events is found to be consistent within statistical uncertainty.

### 6.5.1 Signal region removal correction

As the misidentification rate is determined from only events with 1 tag or less, there is a systematic underestimation of the background depending on the tag multiplicity of the order $r_{21} = N_{\text{events}}^{2\text{tag}} / N_{\text{events}}^{1\text{tag}}$. To see this, let us consider two predictions of the background distribution of 1 tag $N_{1}^{\text{pred}}$ where the probability $p$ that includes only events with 1 or less tag and $N_{1}^{\text{pred,SR}}$ with probability $p^{\text{SR}}$ that includes all events, and calculate their approximate relative difference:

$$\frac{N_{1}^{\text{pred}} - N_{1}^{\text{pred,SR}}}{N_{1}^{\text{pred}}} = \frac{\sum p - \sum p^{\text{SR}}}{\sum p} = \frac{N_{\text{events}}(p - p^{\text{SR}})}{N_{\text{events}} p} = \frac{p - p^{\text{SR}}}{p}$$

where we have assumed a flat probability $p$ and assume that $N_{2\text{tag}} \ll N_{\text{events}}$ so that sums over all events are equivalent to sums over events with 1 or less tags. Now, let $p = N_{1}/N_{\text{jets}}$ and $p^{\text{SR}} = \sum_{n=1}^{N}(nN_{i}/N_{\text{jets}}) \approx (N_{1} + 2N_{2})/N_{\text{jets}}$. Where $N_{i}$ is the number of events with $i$ tagged jets and $N_{\text{jets}}$ is the total number of jets passing the kinematic selection in the sample.

$$\frac{p - p^{\text{SR}}}{p} = -\frac{2N_{2}}{N_{1}} = -2r_{21}$$

Now consider the two tag prediction where we assume the dominant term in the configuration sum is $p^2$:

$$\frac{N_{2}^{\text{pred}} - N_{2}^{\text{pred,SR}}}{N_{2}^{\text{pred}}} = \frac{\sum p^2 - \sum (p^{\text{SR}})^2}{\sum p^2}$$

$$= -\frac{4N_{2}}{N_{\text{jets}}} \frac{N_{\text{jets}}}{N_{1}} - \frac{N_{\text{jets}}}{N_{1}^{2}} \left(\frac{2N_{2}}{N_{\text{jets}}}\right)^2 = -\frac{4N_{2}}{N_{1}} - \frac{4N_{2}^2}{N_{1}^2} = -4r_{21} - 4r_{21}^2$$
As we do not know the true number of 2 tag events before un-blinding we estimate the parameter $r_{21} \approx \frac{N_{2}^{\text{pred}}}{N_{1}^{\text{pred}}}$. We iteratively define:

$$r_{21}^{i+1} = \frac{N_{2}^{\text{pred}}(1 + 4r_{21}^{i} + 4(r_{21}^{i})^{2})}{N_{1}^{\text{pred}}(1 + 2r_{21}^{i})}$$

where $r_{21}^{0} = \frac{N_{2}^{\text{pred}}}{N_{1}^{\text{pred}}}$. As $i \to \infty$ the estimation quickly converges and the value $r_{21}^{\infty}$ is used to correct $N_{2}^{\text{pred}}$.

The correction for the baseline tag is on the order of $4r_{21} < 1\%$ and negligible within the systematic on the 2 tag prediction for the baseline tag. However, for the loose tag the correction is $4r_{21} \approx 14\%$.

### 6.5.2 Tag probability cross validation

To test the bias of the background estimation a method of cross validation is utilized. For a given sample, $N_{\text{div}}$ non-overlapping sub-samples are partitioned. For each sub-sample, a corresponding set of jet probabilities are computed as described in the previous section. For each set of jet probabilities, an $N_{\text{tags}}^{\text{pred}}$ prediction is made for the $N_{\text{div}} - 1$ remaining samples (which have no overlapping events). We will refer to the sample use for the prediction as the measurement sample. The result is $N_{\text{div}}(N_{\text{div}} - 1)$ pairs of probabilities and measurement samples. From each pair, in each bin of $N_{\text{tags}}$, we generate a distribution of pulls $(N_{\text{obs}} - N_{\text{pred}})/\sqrt{N_{\text{pred}}}$ for each $N_{\text{tags}}$ bin. All events must pass the event selection. Due to limited statistics in the 2 tag bin for the baseline tag, the loose tag definition (Table 6.6) is used to generate pull distributions in the 2 tag bin.

We summarize the cross validation studies in the following figures:

- Figure 6.6: SR corrected and uncorrected 1 tag bin pulls for the loose tag definition in data collected by Displaced Jet Triggers.
Figure 6.6: (left) Cross validation of the predicted of the number of loose tags in data collected by the displaced jet triggers. Pulls for the 1 tag bin with the loose tag. (right) Pulls for the 1 tag bin with the loose tag with the SR correction.

Figure 6.7: Cross validation of the predicted of the number of tags in data passing the displaced jet triggers. Pulls for the 1 tag bin with the baseline tag after the application of the signal removal correction $2r_{12} = 0.2\%$.
Figure 6.8: (left) Cross validation of the predicted of the number of loose tags in QCD events passing the displaced jet triggers. Pulls for the 1 tag bin with the loose tag. (right) The signal region removal corrected pulls.

Figure 6.9: (left) Cross validation of the predicted of the number of loose tag in QCD events passing the displaced jet triggers. Pulls for the 2 tag bin with the loose tag uncorrected. (right) The same prediction corrected for the SR removal.
Figure 6.10: (left) Cross validation of the predicted of the number of baseline tags in data collected by the displaced jet triggers. Pulls for the 2 tag bin with the loose tag. (right) Pulls with the signal region removal correction applied (middle). The same signal region removal correction shifted by $\delta = 7.5\%$.

- Figure 6.8: 1 tag bin pulls for the loose tag definition in QCD events passing the Displaced Jet Triggers.

- Figure 6.9: 2 tag bin pulls for the loose tag definition in QCD events passing by Displaced Jet Triggers.

- Figure 6.10: SR corrected, uncorrected, and SR corrected $+\delta$ 2 tag bin pulls for the loose tag definition in data collected by Displaced Jet Triggers.

In data and QCD, the SR correction provides a significant improvement on the pull distributions with respect to the ideal parameters $\mu = 0$ and $\sigma = 1.0$. For the 1 tag prediction in data with the loose tag the central value changes from $\mu = 3.5$ (uncorrected) to $\mu = 0.36$ (corrected). For the signal region ($2+\text{ tags}$), the loose tag in data is within $7.5\%$ of ideal $\mu$ and the QCD estimate is within error of $\mu = 0$ but has $\sigma = 1.6 > 1.0$. 
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Figure 6.11: Signal Injection tests. The Jet-Jet signal sample used has fixed $m_{X^0} = 700$ GeV and $c\tau_0 = 10$ mm. The level of signal contamination is progressively varied between 10, 100, 1000, and 10000 events injected before any selection. The full event selection is applied and the baseline jet tag definition.
Figure 6.12: Signal Injection. The Jet-Jet signal sample is varied $m_{X^0} = 700$ GeV and $\sqrt{s} = 1000$ mm (top left) $m_{X^0} = 700$ GeV and $\sqrt{s} = 10$ mm (top right) $m_{X^0} = 100$ GeV and $\sqrt{s} = 1000$ mm (bottom left) $m_{X^0} = 100$ GeV and $\sqrt{s} = 10$ mm (bottom right). The level of signal contamination is fixed at 100 events for the $m_{X^0} = 700$ GeV and 1000 events for $m_{X^0} = 100$ GeV. The full event selection is applied and the baseline jet tag definition.
6.5.3 Signal injection tests

Injection with QCD

To test the response of the background prediction to the presence of signal contamination in the jet probabilities used for the $P(N_{\text{tags}})$ derivation, signal events are ‘injected’ into QCD Monte Carlo. The resulting predictions for varied masses, lifetimes, and sizes of contamination are shown in Fig. 6.11 and Fig. 6.12. The corresponding predictions, observed number of tags, and the deviation from expectation are summarized in Table 6.9 and Table 6.10. The goal of this exercise is to understand the quantity of signal contamination, as well as lifetime and mass, required to significantly alter the background prediction.

The resulting predictions are also reported normalized such that the total number of signal plus QCD events passing the event selection are equal to the number of events passing the event selection in the analysis in Table 6.11.

The change in the $N_{\text{tags}}^{\text{obs}}$ distribution to the presence of signal is on the order of the number of events with $N_{\text{tags}} > 2$ whereas the integrated shift in $P(N_{\text{tags}} \geq 2)$ is on the order of the shift induced in the $p(j)$ distribution. This shift is of the order the signal contamination. We can conclude the analysis will retain relative sensitivity as long as the signal contamination is relatively smaller than the QCD contribution in the fake rate calculation.

In summary, the background prediction is robust to a variety signal masses, lifetimes and sizes of contamination. In particular, the background is correctly determined within error in the 0 injection case and the bias to the background prediction due to the contamination is small relative to the number of signal events injected.

The following section explores the sensitivity to signal explicitly in a simplified scenario given the assumption that the jet probabilities accurately predict the background when there are no signal events present. This assumption is based on the
closure studies in the previous section and can be considered true within some closure systematic.

**Explicit sensitivity in a simplified injection scenario**

Consider a sample of $N_{\text{QCD}}$ QCD events with a known fraction of jets that are tagged $f(j_i)$ as a function of some jet parameters $j_i$. For simplicity, assume events have exactly 2 jets. Also assume we have shown that the observation approximately determined $N_{\text{obs}}^{2\text{-tag}} = N_{\text{pred}}^{2\text{-tag}}$ when we interpret $f(j_i)$ as a conditional probability $p(j_i)$ such that:

$$N_{\text{obs}}^{2\text{-tag}} = N_{\text{pred}}^{2\text{-tag}} = \sum_i [p(j_1)p(j_2)]_i = N_{\text{QCD}}p^2$$

where we are using a flat probability $p$ such that $p(j_1) = p(j_2) = p = n_{\text{tag}}/n_{\text{jets}} = n_{\text{fake}}/2N_{\text{events}}$. $n_{\text{tag}}$ is the number of jets tagged, which in a QCD sample is exactly $n_{\text{fake}}$. Now, say we perform the signal injection test by injecting $N_{\text{sig}}$ events with correspondingly 2$N_{\text{sig}}$ signal jets. Let $\epsilon$ be the efficiency for a signal event to have 1 tag. Accordingly the probability will shift $p(j_i) \rightarrow \tilde{p}(j_i)$:

$$\tilde{p} = \frac{n_{\text{fake}} + n_{\text{true-tags}}}{2N_{\text{QCD}} + 2N_{\text{sig}}} = \frac{n_{\text{fake}} + \epsilon 2N_{\text{sig}}}{2N_{\text{QCD}} + 2N_{\text{sig}}}$$

Expanding in $N_{\text{sig}}$ about 0 we obtain:

$$\tilde{p} = \frac{n_{\text{fake}}}{2N_{\text{QCD}}} - \frac{N_{\text{sig}}n_{\text{fake}}}{2(N_{\text{QCD}})^2} + \frac{2N_{\text{sig}}N_{\text{QCD}}}{2(N_{\text{QCD}})^2}$$

$$= p - p\frac{N_{\text{sig}}}{N_{\text{QCD}}} + \frac{N_{\text{sig}}\epsilon}{N_{\text{QCD}}}$$

Let $\Delta = N_{\text{sig}}/N_{\text{QCD}}$

$$\tilde{p} = p(1 - \Delta) + \Delta \epsilon$$
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Note that as the signal contamination $\Delta \to 0$, we obtain the correct probability $\tilde{p} = p$.

Now we attempt to predict the number of events with 2 tags using $\tilde{p}$ and splitting the sum over signal and QCD events.

\[
N_{\text{pred}}^{2\text{-tag}} = \sum_i \tilde{p} \tilde{p} \\
= \sum_i (p(1 - \Delta) + \Delta \epsilon)^2 \\
= \sum_i p^2 - p^2(2\Delta) + p^2 \Delta^2 + 2p\Delta \epsilon - 2p\Delta^2 \epsilon + \Delta^2 \epsilon^2
\]

We now split the events in the sum between QCD and Signal.

\[
N_{\text{pred}}^{2\text{-tag}} = \sum_i (\text{QCD}) + \sum_i (\text{Signal}) \\
\sum_i (\text{QCD}) = N_\text{QCD}(p^2 - p^2(2\Delta) + p^2 \Delta^2 + 2p\Delta \epsilon - 2p\Delta^2 \epsilon + \Delta^2 \epsilon^2) \\
= N_\text{obs}^{QCD} - N_\text{sig}(p^2 \Delta + \Delta \epsilon^2 - 2p^2 + 2p \epsilon - 2p \Delta \epsilon)
\]

where we have used the fact that $\Delta N_\text{QCD} = N_\text{sig}$ and $\sum_i p^2 = N_\text{obs}^{QCD}$.

\[
\sum_i (\text{Signal}) = N_\text{sig}(p^2 - p^2(2\Delta) + p^2 \Delta^2 + 2p\Delta \epsilon - 2p\Delta^2 \epsilon + \Delta^2 \epsilon^2)
\]

We now evaluate the disagreement between observed and prediction by the variable $S$. Let $N_{\text{obs}}^{2\text{-tag}} = N_{\text{obs}}^{\text{sig}} + N_{\text{obs}}^{QCD}$. The sensitivity $S$, is a measure of how well we have predicted the background in the presence of signal. When $S = 1$ the prediction is exactly the background and the excess is exactly the number of signal events. When $S = 0$ the probabilities prediction has over estimated the background entirely.
resulting in no disagreement between observed and predicted 2 tag events.

\[
S = \frac{N^\text{2-tag}_{\text{obs}} - N^\text{2-tag}_{\text{pred}}}{N^\text{sig}} = 1 - (2p\epsilon + \Delta \epsilon^2)
- (p^2 + \Delta^2\epsilon^2 + 2p\Delta\epsilon - 2p^2 - 2p\Delta\epsilon)
- (p^2\Delta - 2p^2\Delta - 2p\Delta^2\epsilon)
- (p^2\Delta^2)
\]

Terms are grouped by their order in \(O(\Delta) + O(p)\). Consider the case when \(\epsilon \approx 1\) (this is an approximation for readability as \(\epsilon = 1\) would imply no 2 tag events) and for simplicity say \(\Delta = p = x\).

\[
S = 1 - 3x + 3x^3 - x^4
\]

The analysis sensitivity to signal as a fraction of the signal present is at leading order \(1 - 3x\). As the misidentification rate in the analysis is small \(O(10^{-4})\), we conclude signal contamination will negligibly affect the sensitivity of the analysis.

### 6.6 Systematic uncertainties

#### 6.6.1 Background systematic uncertainties

A background systematic uncertainty is quoted for the data-driven background prediction method. This uncertainty is estimated by repeating the background-prediction procedure on data with a looser version of the displaced-jet tagging algorithm as outlined in section 6.5. The background estimation uncertainty of 7.5% is the required adjustment to the prediction to remove the bias observed in the Gaussian fit. For three or more tags, the systematic uncertainty for the method is kept fixed.
The statistical uncertainty on the measured misidentification rate as a function of $N_{\text{tracks}}$ is propagated to the predicted $N_{\text{tags}}$ distribution as a systematic uncertainty. This systematic uncertainty is calculated for each tag multiplicity bin individually. The uncertainty for the 2 tag bin is $-12/+13\%$.

In summary, for the background prediction in the two tag bin, a 7.5\% uncertainty is assigned to the background prediction method and $-12/+13\%$ uncertainty is assigned to the statistics of the misidentification rate.

### 6.6.2 Signal systematic uncertainties

A summary of the systematic uncertainties associated with the signal yields is given in Table 6.12. The uncertainty on the trigger emulation is measured by comparing the predicted efficiency for simulated multijet events and data collected by a loose $H_T$ trigger. The observed difference at threshold (5\%) is taken as an estimate of the uncertainty in the emulation of the online $H_T$ requirement. Similarly, the uncertainty induced by the online versus offline jet acceptance is obtained from the shift in the trigger efficiency when the offline jet $p_t$ requirement is increased from $p_t > 60$ GeV to $p_t > 80$ GeV (5\%).

The systematic uncertainty on the luminosity is 2.7\% [1].

The uncertainty arising from the PDFs for pair-produced masses in the range of 50–1500 GeV is found to be 1–6\% (Figure 6.13). An ensemble of alternative PDF is sampled from the output of the NNPDF fit. Events are reweighted according to the ratio between these alternative PDF sets and the nominal ones. The distribution of the signal prediction for these PDF ensemble is used to quantify the uncertainty.

The systematic uncertainty on the modeling of the jet tagging variables in signal MC samples is estimated from the displaced track modeling in multi-jet events in data and MC. The mismodeling of the measured value of $\Theta_{2D}$ and $I_{\text{sig}}^{2D}$ for single tracks is propagated to the final tag distribution by varying the individual measured values
Figure 6.13: The PDF acceptance systematics in the Jet-Jet (left) and B-Lepton (right) signal model as a function of the mass $m_{X^0}$ or $c\tau_0$ for the 2 tag bin. The systematic is reported two sided for the two tag bin in the analysis. The error to fluctuate up is in the upper half plane and the error to fluctuate down on the lower half plane.
Figure 6.14: The online tracking related systematics in the Jet-Jet (top) and B-Lepton (bottom) model as a function of $c\tau_0$. The online track $IP_{2D}$ and $IP_{sig}^{2D}$ modeling in the 2 tag bin.
Figure 6.15: A comparison of the offline $\theta_{2D}$ and $IP^{2D}_{\text{sig}}$ for individual tracks associated to jets passing $p_t > 60$ GeV and $|\eta| < 2.0$ as collected by $H_T$ control triggers.

Figure 6.16: A comparison of the online $IP^{2D}_{\text{sig}}$ and $IP^{2D}$ for individual tracks associated to jets passing $p_t > 60$ GeV and $|\eta| < 2.0$ as collected by $H_T$ control triggers. For each variable $x$ the value is scaled as $x(1 \pm \Delta)$ with positive in red and the negative in blue. A re-scaling of $+10/ -45$ and $+20/ -50$ for $IP^{2D}_{\text{sig}}$ and $IP^{2D}$ respectively provide an envelope for the Data/MC differences.
Figure 6.17: (top) Jet-Jet and (bottom) B-Lepton model as a function of $c\tau_0$. The displaced jet offline tagging variable systematic in the 2 tag bin. The systematic is reported two sided for the two tag bin in the analysis. The error to fluctuate up is in the upper half plane and the error to fluctuate down on the lower half plane.
in MC by the difference in the measured value relative to data (3–10%). The tagging variables are then re-calculated. The \( N_{\text{tags}} \) distribution is recalculated with the new values. The systematic uncertainty is assigned as the relative change in events, bin by bin in \( N_{\text{tags}} \). For the two tag bin, this varies from 1 to 30% depending on the mass and lifetime (Figure 6.17). The mismodeling of \( \alpha_{\text{max}} \) is found to have a negligible effect on the signal efficiency as the requirement is relatively loose.

The systematic uncertainty on the modeling of the online tracking efficiency is obtained by studying the online regional track reconstruction in data and MC. The online values of \( IP^{\text{2D}} \) and \( IP^{\text{2D}_{\text{sig}}} \) are varied by the magnitude of the mismodeling found in events collected in control triggers (Figure 6.15). The new values are used to determine if the event would still pass at least one of the trigger paths and its associated offline \( H_T \) requirement. The \( N_{\text{tags}} \) distribution is recalculated with the values varied up and down. The relative change in the number of events per bin is taken as the systematic uncertainty. For the two tag bin, this uncertainty varies from 1 to 35% (Figure 6.14).

All signal systematic uncertainties are calculated individually for each model for all individual mass and lifetime points, and for each value of \( N_{\text{tags}} \) in the signal region.

### 6.7 Results and interpretation

The numerical values for the expected and observed yields are summarized in Table 6.13. The observed yields are found to be consistent with the predicted background, within the statistical and systematic uncertainties. No evidence for a signal at large values of \( N_{\text{tags}} \) is observed.

The single observed event with two tagged jets is shown in Figure 6.18 and Figure 6.19. The event has an \( H_T = 951 \text{ GeV} \). Both tagged jets have only one track. As jets
Figure 6.18: The candidate signal event with $N_{\text{tags}} = 2$ from a radial view. The two tagged jets and their corresponding tracks are highlighted in purple. Here one can see the three pixel layers.

with one associated track have the highest misidentification rate, this event would be typical of background events.

Exclusions for each model are obtained from the predicted and observed event yields in Table 6.13 and the signal efficiencies in Tables 6.3–6.4. All bounds are derived at 95% confidence-level (CL) according to the CL$_s$ prescription [55, 43, 21] in the asymptotic approximation. For each limit derivation, we consider events with $N_{\text{tags}} \geq 2$ using independent bins for $N_{\text{tags}} = 2$ and $N_{\text{tags}} \geq 3$. Finer binning of the tag multiplicity for $N_{\text{tags}} > 3$ is found to have a negligible affect on the expected limits. Cross section upper limits are presented as a function of the mass and lifetime of the parent particle. The analysis sensitivity is maximal for ($10 < c\tau_0 < 1000$) mm.
Figure 6.19: The candidate signal event with $N_{tags} = 2$ from a (top) radial (bottom) longitudinal view. The two tagged jets and their corresponding tracks are highlighted in purple.
Mass exclusion bounds at fixed lifetime are also derived, comparing the excluded cross section with the values predicted for the benchmark models described in section 6.2. In the case of SUSY models, the next-to-leading order (NLO) and next-to-leading-logs (NLL) $\tilde{t}\tilde{t}$ production cross section is used as reference, computed in the large-mass limit for all the other SUSY particles [13, 46, 47, 14, 15, 45].

Figures 6.20 and 6.21 show the excluded pair-production cross section for the Jet-Jet and Light-Light models, respectively. Cross sections as small as 1.2 fb are excluded for $c\tau_0 = 50$ mm for both models. Exclusion limits are also derived for resonances decaying to $b\ell$ final states, as shown in Fig. 6.22. The sensitivity is similar to what is observed for the Jet-Jet model, although less stringent as additional jets give higher efficiency than additional leptons from both the tagging and triggering perspectives. Cross sections larger than 2.5 fb are excluded at 95% CL, for $c\tau_0$ in the range 70–100 mm excluding a parent mass value of 1130 GeV.

Figures 6.23 and 6.24 show the exclusions on the B-Tau and B-Ele models, respectively. The two models have similar performance at high mass with slightly stronger limits for the B-Ele model at lower mass $m_{\tilde{t}} = 300$ GeV and lifetimes $c\tau_0 > 10$ mm. The highest mass excluded in the B-Ele (B-Tau) model occurs at $m_{\tilde{t}} = 1145$ (1150) GeV and $c\tau_0 = 70$ (70) mm at an observed cross section upper limit of 2.3 (2.2) fb at 95% CL.

In contrast, Fig. 6.25 shows the exclusion for the B-Mu model. Since the analysis uses jets reconstructed from calorimetric deposits while the two muons have small or no associated calorimeter deposit, the signal reconstruction efficiency and displaced-jet multiplicity are smaller in this case. This results in a weaker exclusion bound. The highest mass excluded in the B-Mu model occurs at $m_{\tilde{t}} = 1085$ GeV and $c\tau_0 = 70$ mm at an observed cross section upper limit of 3.5 fb at 95% CL.
Table 6.2: Signal efficiencies (in %) for $m_{X^0} = m_{\tilde{t}} = 300$ GeV and varied $c\tau_0$ with modified branching ratios relative to the Jet-Jet and B-Lepton models. Selection requirements are cumulative from the first to the last row.

<table>
<thead>
<tr>
<th>$m_{X^0}$ [GeV]</th>
<th>300</th>
<th>300</th>
<th>300</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c\tau_0$ [mm]</td>
<td>1</td>
<td>10</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>$\geq 2$ tags</td>
<td>2.20 ± 0.19</td>
<td>40.49 ± 0.80</td>
<td>54.92 ± 0.93</td>
<td>14.55 ± 0.47</td>
</tr>
<tr>
<td>Trigger</td>
<td>2.04 ± 0.18</td>
<td>39.16 ± 0.78</td>
<td>39.63 ± 0.79</td>
<td>8.20 ± 0.36</td>
</tr>
<tr>
<td>Selection</td>
<td>2.03 ± 0.18</td>
<td>38.41 ± 0.77</td>
<td>36.99 ± 0.76</td>
<td>6.89 ± 0.33</td>
</tr>
<tr>
<td>$\geq 3$ tags</td>
<td>0.19 ± 0.05</td>
<td>14.77 ± 0.48</td>
<td>16.70 ± 0.51</td>
<td>1.48 ± 0.15</td>
</tr>
<tr>
<td>$\geq 4$ tags</td>
<td>–</td>
<td>5.11 ± 0.28</td>
<td>4.73 ± 0.27</td>
<td>0.22 ± 0.06</td>
</tr>
</tbody>
</table>

**Light-Light**

<table>
<thead>
<tr>
<th>$m_{\tilde{t}}$ [GeV]</th>
<th>300</th>
<th>300</th>
<th>300</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c\tau_0$ [mm]</td>
<td>1</td>
<td>10</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>$\geq 2$ tags</td>
<td>0.81 ± 0.10</td>
<td>20.51 ± 0.47</td>
<td>39.01 ± 0.65</td>
<td>11.46 ± 0.35</td>
</tr>
<tr>
<td>Trigger</td>
<td>0.40 ± 0.07</td>
<td>14.68 ± 0.40</td>
<td>22.95 ± 0.50</td>
<td>5.15 ± 0.23</td>
</tr>
<tr>
<td>Selection</td>
<td>0.40 ± 0.07</td>
<td>13.92 ± 0.39</td>
<td>20.34 ± 0.47</td>
<td>3.58 ± 0.19</td>
</tr>
<tr>
<td>$\geq 3$ tags</td>
<td>0.04 ± 0.02</td>
<td>4.22 ± 0.21</td>
<td>7.21 ± 0.28</td>
<td>0.82 ± 0.09</td>
</tr>
<tr>
<td>$\geq 4$ tags</td>
<td>–</td>
<td>0.73 ± 0.09</td>
<td>1.19 ± 0.11</td>
<td>0.05 ± 0.02</td>
</tr>
</tbody>
</table>

**B-Ele**

<table>
<thead>
<tr>
<th>$m_{\tilde{t}}$ [GeV]</th>
<th>300</th>
<th>300</th>
<th>300</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c\tau_0$ [mm]</td>
<td>1</td>
<td>10</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>$\geq 2$ tags</td>
<td>0.48 ± 0.07</td>
<td>18.40 ± 0.45</td>
<td>34.98 ± 0.61</td>
<td>9.31 ± 0.32</td>
</tr>
<tr>
<td>Trigger</td>
<td>0.44 ± 0.07</td>
<td>14.63 ± 0.40</td>
<td>20.20 ± 0.46</td>
<td>3.81 ± 0.20</td>
</tr>
<tr>
<td>Selection</td>
<td>0.41 ± 0.07</td>
<td>12.45 ± 0.37</td>
<td>15.50 ± 0.41</td>
<td>2.37 ± 0.16</td>
</tr>
<tr>
<td>$\geq 3$ tags</td>
<td>0.02 ± 0.02</td>
<td>3.23 ± 0.19</td>
<td>4.62 ± 0.22</td>
<td>0.44 ± 0.07</td>
</tr>
<tr>
<td>$\geq 4$ tags</td>
<td>–</td>
<td>0.53 ± 0.08</td>
<td>0.66 ± 0.09</td>
<td>0.02 ± 0.02</td>
</tr>
</tbody>
</table>

**B-Tau**

<table>
<thead>
<tr>
<th>$m_{\tilde{t}}$ [GeV]</th>
<th>300</th>
<th>300</th>
<th>300</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c\tau_0$ [mm]</td>
<td>1</td>
<td>10</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>$\geq 2$ tags</td>
<td>0.13 ± 0.04</td>
<td>8.02 ± 0.29</td>
<td>20.09 ± 0.46</td>
<td>4.03 ± 0.21</td>
</tr>
<tr>
<td>Trigger</td>
<td>0.05 ± 0.02</td>
<td>3.97 ± 0.21</td>
<td>6.63 ± 0.26</td>
<td>0.88 ± 0.10</td>
</tr>
<tr>
<td>Selection</td>
<td>0.04 ± 0.02</td>
<td>2.92 ± 0.18</td>
<td>4.21 ± 0.21</td>
<td>0.49 ± 0.07</td>
</tr>
<tr>
<td>$\geq 3$ tags</td>
<td>–</td>
<td>0.23 ± 0.05</td>
<td>0.31 ± 0.06</td>
<td>0.03 ± 0.020</td>
</tr>
<tr>
<td>$\geq 4$ tags</td>
<td>–</td>
<td>0.01 ± 0.01</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>
Table 6.3: Signal efficiencies (in %) for the Jet-Jet and B-Lepton models with $cτ_0 = 30$ mm and varied mass. Selection requirements are cumulative from the first to the last row.

### Jet-Jet

<table>
<thead>
<tr>
<th>$m_{X^0}$ [GeV]</th>
<th>50</th>
<th>100</th>
<th>300</th>
<th>1000</th>
<th>1500</th>
</tr>
</thead>
<tbody>
<tr>
<td>$cτ_0$ [mm]</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>≥ 2 tags</td>
<td>2.71 ± 0.10</td>
<td>14.80 ± 0.22</td>
<td>54.24 ± 0.74</td>
<td>79.93 ± 0.89</td>
<td>82.55 ± 0.91</td>
</tr>
<tr>
<td>Trigger</td>
<td>0.50 ± 0.04</td>
<td>5.39 ± 0.13</td>
<td>46.41 ± 0.68</td>
<td>74.05 ± 0.86</td>
<td>77.65 ± 0.88</td>
</tr>
<tr>
<td>Selection</td>
<td>0.30 ± 0.03</td>
<td>3.70 ± 0.11</td>
<td>44.75 ± 0.67</td>
<td>73.99 ± 0.86</td>
<td>77.53 ± 0.88</td>
</tr>
<tr>
<td>≥ 3 tags</td>
<td>0.05 ± 0.01</td>
<td>1.09 ± 0.10</td>
<td>20.87 ± 0.46</td>
<td>49.42 ± 0.70</td>
<td>55.28 ± 0.74</td>
</tr>
<tr>
<td>≥ 4 tags</td>
<td>–</td>
<td>0.22 ± 0.03</td>
<td>6.81 ± 0.26</td>
<td>25.45 ± 0.50</td>
<td>32.26 ± 0.57</td>
</tr>
</tbody>
</table>

### B-Lepton

<table>
<thead>
<tr>
<th>$m_{\tilde{t}}$ [GeV]</th>
<th>300</th>
<th>600</th>
<th>800</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$cτ_0$ [mm]</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>≥ 2 tags</td>
<td>31.52 ± 0.19</td>
<td>47.32 ± 0.23</td>
<td>52.53 ± 0.24</td>
<td>55.88 ± 0.35</td>
</tr>
<tr>
<td>Trigger</td>
<td>17.08 ± 0.14</td>
<td>35.03 ± 0.20</td>
<td>40.40 ± 0.21</td>
<td>43.14 ± 0.30</td>
</tr>
<tr>
<td>Selection</td>
<td>14.70 ± 0.13</td>
<td>32.34 ± 0.19</td>
<td>36.94 ± 0.20</td>
<td>39.26 ± 0.29</td>
</tr>
<tr>
<td>≥ 3 tags</td>
<td>4.11 ± 0.07</td>
<td>10.76 ± 0.11</td>
<td>13.29 ± 0.12</td>
<td>15.00 ± 0.18</td>
</tr>
<tr>
<td>≥ 4 tags</td>
<td>0.55 ± 0.03</td>
<td>1.83 ± 0.05</td>
<td>2.69 ± 0.05</td>
<td>3.09 ± 0.08</td>
</tr>
</tbody>
</table>
Table 6.4: Signal efficiencies (in %) for $c\tau_0 = 30 \text{ mm}$ and varied mass with modified branching ratios relative to the Jet-Jet and B-Lepton models. Selection requirements are cumulative from the first to the last row.

<table>
<thead>
<tr>
<th>$m_{X^0}$ [GeV]</th>
<th>50</th>
<th>100</th>
<th>300</th>
<th>1000</th>
<th>1500</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c\tau_0$ [mm]</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>≥ 2 tags</td>
<td>2.84 ± 0.12</td>
<td>15.56 ± 0.29</td>
<td>54.87 ± 0.92</td>
<td>80.52 ± 1.11</td>
<td>82.19 ± 1.14</td>
</tr>
<tr>
<td>Trigger</td>
<td>0.53 ± 0.05</td>
<td>5.70 ± 0.17</td>
<td>47.14 ± 0.85</td>
<td>74.85 ± 1.07</td>
<td>77.07 ± 1.10</td>
</tr>
<tr>
<td>Selection</td>
<td>0.33 ± 0.04</td>
<td>3.90 ± 0.14</td>
<td>45.68 ± 0.84</td>
<td>74.80 ± 1.07</td>
<td>76.96 ± 1.10</td>
</tr>
<tr>
<td>≥ 3 tags</td>
<td>0.05 ± 0.02</td>
<td>1.11 ± 0.08</td>
<td>21.77 ± 0.58</td>
<td>50.04 ± 0.88</td>
<td>55.36 ± 0.93</td>
</tr>
<tr>
<td>≥ 4 tags</td>
<td>−</td>
<td>0.23 ± 0.04</td>
<td>7.38 ± 0.34</td>
<td>25.80 ± 0.63</td>
<td>32.47 ± 0.71</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m_{\tilde{t}}$ [GeV]</th>
<th>300</th>
<th>600</th>
<th>800</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c\tau_0$ [mm]</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>≥ 2 tags</td>
<td>39.01 ± 0.65</td>
<td>53.70 ± 0.75</td>
<td>59.62 ± 0.78</td>
<td>62.42 ± 1.11</td>
</tr>
<tr>
<td>Trigger</td>
<td>22.95 ± 0.50</td>
<td>38.07 ± 0.63</td>
<td>43.06 ± 0.66</td>
<td>45.21 ± 0.95</td>
</tr>
<tr>
<td>Selection</td>
<td>21.59 ± 0.48</td>
<td>37.02 ± 0.62</td>
<td>39.47 ± 0.64</td>
<td>42.20 ± 0.92</td>
</tr>
<tr>
<td>≥ 3 tags</td>
<td>7.86 ± 0.29</td>
<td>14.28 ± 0.38</td>
<td>17.37 ± 0.42</td>
<td>20.39 ± 0.64</td>
</tr>
<tr>
<td>≥ 4 tags</td>
<td>1.37 ± 0.12</td>
<td>3.32 ± 0.19</td>
<td>4.34 ± 0.21</td>
<td>4.69 ± 0.31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m_{\tilde{t}}$ [GeV]</th>
<th>300</th>
<th>600</th>
<th>800</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c\tau_0$ [mm]</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>≥ 2 tags</td>
<td>34.98 ± 0.61</td>
<td>51.42 ± 0.73</td>
<td>57.20 ± 0.76</td>
<td>59.43 ± 1.07</td>
</tr>
<tr>
<td>Trigger</td>
<td>20.20 ± 0.46</td>
<td>39.78 ± 0.64</td>
<td>45.46 ± 0.68</td>
<td>47.62 ± 0.96</td>
</tr>
<tr>
<td>Selection</td>
<td>17.17 ± 0.43</td>
<td>37.47 ± 0.62</td>
<td>43.64 ± 0.67</td>
<td>44.26 ± 0.92</td>
</tr>
<tr>
<td>≥ 3 tags</td>
<td>5.21 ± 0.24</td>
<td>13.29 ± 0.37</td>
<td>16.15 ± 0.40</td>
<td>19.13 ± 0.61</td>
</tr>
<tr>
<td>≥ 4 tags</td>
<td>0.86 ± 0.10</td>
<td>3.09 ± 0.18</td>
<td>3.68 ± 0.19</td>
<td>4.48 ± 0.29</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m_{\tilde{t}}$ [GeV]</th>
<th>300</th>
<th>600</th>
<th>800</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c\tau_0$ [mm]</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>≥ 2 tags</td>
<td>20.09 ± 0.46</td>
<td>35.46 ± 0.60</td>
<td>41.18 ± 0.64</td>
<td>43.13 ± 0.93</td>
</tr>
<tr>
<td>Trigger</td>
<td>6.63 ± 0.26</td>
<td>24.73 ± 0.50</td>
<td>31.85 ± 0.56</td>
<td>34.10 ± 0.82</td>
</tr>
<tr>
<td>Selection</td>
<td>5.25 ± 0.24</td>
<td>21.40 ± 0.47</td>
<td>27.42 ± 0.52</td>
<td>31.18 ± 0.79</td>
</tr>
<tr>
<td>≥ 3 tags</td>
<td>0.34 ± 0.06</td>
<td>3.03 ± 0.18</td>
<td>5.28 ± 0.23</td>
<td>6.08 ± 0.35</td>
</tr>
<tr>
<td>≥ 4 tags</td>
<td>−</td>
<td>0.12 ± 0.04</td>
<td>0.68 ± 0.08</td>
<td>0.68 ± 0.12</td>
</tr>
</tbody>
</table>
Table 6.5: The baseline tag definition in terms of the three displaced jet tagging variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>log_{10}(x) Requirement</th>
<th>Linear Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{\text{max}}$</td>
<td>N/A</td>
<td>&lt; 5%</td>
</tr>
<tr>
<td>$\hat{P}^{2D}_{\text{sig}}$</td>
<td>&gt; 1.5</td>
<td>&gt; 31.6</td>
</tr>
<tr>
<td>$\hat{\Theta}^{2D}$</td>
<td>&gt; -1.6</td>
<td>&gt; 0.025</td>
</tr>
</tbody>
</table>

Table 6.6: The loose tag definition in terms of the three displaced jet tagging variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>log_{10}(x) Requirement</th>
<th>Linear Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{\text{max}}$</td>
<td>N/A</td>
<td>&lt; 50%</td>
</tr>
<tr>
<td>$\hat{P}^{2D}_{\text{sig}}$</td>
<td>&gt; 0.43</td>
<td>&gt; 2.71</td>
</tr>
<tr>
<td>$\hat{\Theta}^{2D}$</td>
<td>&gt; -1.70</td>
<td>&gt; 0.02</td>
</tr>
</tbody>
</table>

Table 6.7: The integrated fake-rate is precisely $N_{\text{tagged}}/N_{\text{jets}}$ for all jets passing the jet selection in events passing the event selection in data collected by the displaced jet triggers.

<table>
<thead>
<tr>
<th>Working Point</th>
<th>Flat Fake-Rate / Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loose Tag</td>
<td>2.5816%</td>
</tr>
<tr>
<td>Baseline Tag</td>
<td>0.0496%</td>
</tr>
</tbody>
</table>

Table 6.8: The values of the tagging variables included in the scan for selecting the baseline tag definition

<table>
<thead>
<tr>
<th>Tagging Variable</th>
<th>Begin Scan</th>
<th>End Scan</th>
<th>Step Size</th>
<th>N Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{\text{max}}$</td>
<td>0</td>
<td>0.5</td>
<td>0.05</td>
<td>11</td>
</tr>
<tr>
<td>$\log_{10}(\hat{P}^{2D}_{\text{sig}})$</td>
<td>0.0</td>
<td>2.5</td>
<td>0.1</td>
<td>26</td>
</tr>
<tr>
<td>$\log_{10}(\hat{\Theta}^{2D})$</td>
<td>-2.5</td>
<td>-0.5</td>
<td>0.1</td>
<td>21</td>
</tr>
</tbody>
</table>
Table 6.9: The signal injection test using a fixed signal point $m_{X^0} = 700$ GeV
and $c\tau_0 = 10mm$ with varied amount of injection. A summary of the
1,2,3, and 4 tag predictions as a function of the number of events injected (top). The two background systematic errors are listed separately
as $\sigma_{\text{method}},\sigma_{\text{fake-rate}}$. A summary of the observed number of tags (bottom).

<table>
<thead>
<tr>
<th>Injection $\sigma \times L$</th>
<th>1 Pred</th>
<th>2 Pred</th>
<th>3 Pred</th>
<th>4 Pred</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>185$^{+14,+17}_{-14,-13}$</td>
<td>0.16$^{+0.01,+0.03}_{-0.01,-0.02}$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>187$^{+14,+17}_{-14,-13}$</td>
<td>0.16$^{+0.01,+0.03}_{-0.01,-0.02}$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>100</td>
<td>207$^{+16,+18}_{-16,-14}$</td>
<td>0.26$^{+0.02,+0.04}_{0.02,-0.03}$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1000</td>
<td>408$^{+31,+23}_{-31,-19}$</td>
<td>0.81$^{+0.06,+0.09}_{0.06,-0.08}$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>10000</td>
<td>2366$^{+177,+53}_{-177,-49}$</td>
<td>26.95$^{+2.02,+1.19}_{2.02,-1.10}$</td>
<td>0.18$^{+0.01,+0.01}_{0.01,-0.01}$</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 6.10: Signal injection test with fixed number of injected events and varied $c\tau_0$
and $m_{X^0}$. A summary of the 1,2,3, and 4 tag predictions as a function
of the number of events injected (top). The two background systematic errors are listed separately as $\sigma_{\text{method}},\sigma_{\text{fake-rate}}$. A summary of the observed number of tags (bottom).

<table>
<thead>
<tr>
<th>Injection $\sigma \times L$</th>
<th>1 Obs</th>
<th>2 Obs</th>
<th>3 Obs</th>
<th>4 Obs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>185</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>187</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>205</td>
<td>23</td>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>1000</td>
<td>386</td>
<td>237</td>
<td>188</td>
<td>116</td>
</tr>
<tr>
<td>10000</td>
<td>2260</td>
<td>2341</td>
<td>1976</td>
<td>1165</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\sigma \times L$</th>
<th>$m_{X^0}$ [GeV]</th>
<th>$c\tau_0$ [mm]</th>
<th>1 Pred</th>
<th>2 Pred</th>
<th>3+4 Pred</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>700</td>
<td>10</td>
<td>207$^{+16,+18}_{-16,-14}$</td>
<td>0.20$^{+0.02,+0.04}_{-0.02,-0.03}$</td>
<td>–</td>
</tr>
<tr>
<td>100</td>
<td>700</td>
<td>1000</td>
<td>202$^{+15,+18}_{-15,-14}$</td>
<td>0.20$^{+0.02,+0.03}_{0.02,-0.03}$</td>
<td>–</td>
</tr>
<tr>
<td>1000</td>
<td>100</td>
<td>10</td>
<td>222$^{+17,+18}_{-17,-14}$</td>
<td>0.23$^{+0.02,+0.04}_{0.02,-0.03}$</td>
<td>–</td>
</tr>
<tr>
<td>1000</td>
<td>100</td>
<td>1000</td>
<td>195$^{+15,+17}_{-15,-13}$</td>
<td>0.18$^{+0.01,+0.03}_{0.01,-0.02}$</td>
<td>–</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\sigma \times L$</th>
<th>Mass [GeV]</th>
<th>$c\tau_0$ [mm]</th>
<th>1 Obs</th>
<th>2 Obs</th>
<th>3+4 Obs</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>700</td>
<td>10</td>
<td>205</td>
<td>23</td>
<td>32</td>
</tr>
<tr>
<td>100</td>
<td>700</td>
<td>1000</td>
<td>211</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>1000</td>
<td>100</td>
<td>10</td>
<td>404</td>
<td>74</td>
<td>26</td>
</tr>
<tr>
<td>1000</td>
<td>100</td>
<td>1000</td>
<td>321</td>
<td>23</td>
<td>4</td>
</tr>
</tbody>
</table>
Table 6.11: A summary of the size of the signal injected in the signal injection test (top). A summary of signal region yields in the 2, 3, and 4 nominal displaced jet tag bins (middle) and the observed number of tags (bottom), as a function of the size of the signal contamination, for a signal injection test using a fixed signal point $m_{\chi^0} = 700$ GeV and $c\tau_0 = 10$ mm with varied signal yields. The no signal case is included as a reference to the predicted values without contamination. The test is normalized such that the sum of signal and background events stays fixed at the observed number of events passing the analysis event selection. The contamination fraction corresponds to the hypothetical fraction of signal events contained within the events passing the event selection.

<table>
<thead>
<tr>
<th>Contam. Fraction</th>
<th>Signal $\sigma$ [fb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.01%</td>
<td>30</td>
</tr>
<tr>
<td>0.10%</td>
<td>290</td>
</tr>
<tr>
<td>1.04%</td>
<td>3000</td>
</tr>
<tr>
<td>9.47%</td>
<td>28000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Contamination %</th>
<th>2 tag pred</th>
<th>3 tag pred</th>
<th>4 tag pred</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.34$^{+0.25}_{-0.17}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.01%</td>
<td>1.34$^{+0.25}_{-0.17}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.10%</td>
<td>1.67$^{+0.33}_{-0.82}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1.04%</td>
<td>6.71$^{+0.91}_{-0.82}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9.47%</td>
<td>205.38$^{+15.21}_{-0.82}$</td>
<td>1.37$^{+0.08}_{-0.08}$</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Contamination %</th>
<th>2 tag obs</th>
<th>3 tag obs</th>
<th>4 tag obs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00%</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.01%</td>
<td>19</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>0.10%</td>
<td>179</td>
<td>159</td>
<td>93</td>
</tr>
<tr>
<td>1.04%</td>
<td>1914</td>
<td>1520</td>
<td>943</td>
</tr>
<tr>
<td>9.47%</td>
<td>17632</td>
<td>14883</td>
<td>8775</td>
</tr>
</tbody>
</table>
Table 6.12: Summary of the systematic uncertainties. When the uncertainty depends on the specific features of the models (mass, lifetime and decay mode of the long-lived particle) a range is quoted, which refers to the computed uncertainty for $N_{tags} = 2$ events.

<table>
<thead>
<tr>
<th>Signal systematic uncertainty</th>
<th>Effect on yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_T$ trigger inefficiency</td>
<td>5.0%</td>
</tr>
<tr>
<td>Jet $p_T$ trigger inefficiency</td>
<td>5.0%</td>
</tr>
<tr>
<td>Trigger online tracking modeling</td>
<td>1.0–35.0%</td>
</tr>
<tr>
<td>Luminosity</td>
<td>2.7%</td>
</tr>
<tr>
<td>Acceptance due to PDF</td>
<td>1.0–6.0%</td>
</tr>
<tr>
<td>Displaced-jet tag variable modeling</td>
<td>1.0–30.0%</td>
</tr>
</tbody>
</table>

Table 6.13: The predicted and observed number of events as a function of $N_{tags}$. The prediction is based on the mistagging probability derived from events with fewer than two tags. The full event selection is applied. The quoted uncertainty corresponds to the total background systematic uncertainty.

<table>
<thead>
<tr>
<th>$N_{tags}$</th>
<th>Expected</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$1.09^{+0.16}_{-0.15}$</td>
<td>1</td>
</tr>
<tr>
<td>$\geq$ 3</td>
<td>$(4.9 \pm 1.0) \times 10^{-4}$</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 6.20: The excluded cross section at 95% CL for the Jet-Jet model as a function of the mass and lifetime of the parent particle $X^0$ (top) and as a function of the lifetime for four values of the mass (bottom).
Figure 6.21: The excluded cross section at 95\% CL for the Light-Light model as a function of the mass and lifetime of the parent particle $X^0$ (top) and as a function of the lifetime for four values of the mass (bottom).
Figure 6.22: The excluded cross section at 95% CL for the B-Lepton model as a function of the mass and lifetime of the parent particle $\tilde{t}$ (top) and as a function of the lifetime for two values of the mass (bottom). The bottom plot also shows the expected upper limits with one standard deviation uncertainties.
Figure 6.23: The excluded cross section at 95% CL for the B-Tau model as a function of the mass and lifetime of the parent particle $\tilde{t}$ (top) and as a function of the lifetime for two values of the mass (bottom). The bottom plot also shows the expected upper limits with one standard deviation uncertainties.
Figure 6.24: The excluded cross section at 95% CL for the B-Ele model as a function of the mass and lifetime of the parent particle $\tilde{t}$ (top) and as a function of the lifetime for two values of the mass (bottom). The bottom plot also shows the expected upper limits with one standard deviation uncertainties.
Figure 6.25: The excluded cross section at 95% CL for the B-Mu model as a function of the mass and lifetime of the parent particle $\tilde{t}$ (top) and as a function of the lifetime for two values of the mass (bottom). The bottom plot also shows the expected upper limits with one standard deviation uncertainties.
Chapter 7

Conclusions

A search for long-lived particles was performed with data corresponding to an integrated luminosity of $2.6 \text{ fb}^{-1}$ collected at a center-of-mass energy of 13 TeV by the CMS experiment in 2015. This is the first search made for long-lived decays to jet final states in 13 TeV data and the first search to demonstrate explicit sensitivity to long-lived decays to tau leptons. The analysis utilized two customized topological trigger algorithms and an offline displaced-jet tagging algorithm, with the multiplicity of displaced jets used to search for the presence of a signal. As no excess above the predicted background is found, upper limits are set at 95% confidence level on the production cross section for resonances decaying to two jets or to a lepton and $b$ quark. The limits are calculated as a function of the mass and proper lifetime of the long-lived particles. For the Jet-Jet ($B$-Lepton) decay mode, cross sections larger than 1.2 fb (2.5 fb) are excluded for proper lifetimes of 50 mm (70-100 mm). The cross section limits are also translated into mass exclusion bounds, using a calculation of the top squark production cross section as a reference. Pair-produced long-lived R-parity violating top squarks lighter than 550-1130 GeV are excluded, depending on their lifetime and decay mode. This mass exclusion bound is currently the most stringent bound available for top squark proper lifetimes greater than 3 mm.
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