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Abstract

Recent measurements of various charged current and neutral current processes are presented and compared with the prediction of the Standard Model of the Electroweak Interaction. No discrepancy was found in the experiments’ precision which is often higher than 0.5%. A Standard Model fit to the data allows an indirect determination of the top mass: $m_{\text{top}} = 145 \pm 25 \text{ GeV}$.

INTRODUCTION

The Electroweak Standard Model is a renormalizable theory and any experimental quantity can be predicted theoretically in terms of a finite number of parameters. These parameters are known with some precision from a priori determinations. Any additional measurement can be compared with the prediction. If these agree, the measurement can be used to further constrain the input parameters. Non-agreement indicates inconsistency of the theoretical framework and new physics.

This review summarizes the results of some precise experiments that test the Standard Model in the charged current sector and in the neutral current sector. The various experimental results are presented, compared to the prediction and finally used to constrain the unknown parameters of the model.

Many of the results summarized in this review have been submitted to the Conference as preliminary. They may change in the near future when the analyses will be eventually completed.

Charged current lepton universality

Lepton universality predicts that the coupling of the charged current to the three known leptonic doublets are equal. This hypothesis is verified experimentally comparing the decay width of two reactions that are identical in all aspects except the leptonic flavour involved.

Deviation from universality could point, for example, to the existence of a fourth generation neutrino of large mass ($>$ $46\text{GeV}$) which mixes with one of the known neutrinos[1].

$\epsilon$-\(\mu\) universality

The measurement of the branching ratio $R$ of the rare pion decay into positron and neutrino ($\pi^+ \to e^+\nu$) normalized to the normal pion decay $\pi^+ \to \mu^+\nu$ can be compared with the theoretical calculation $R_{TH}$ thus allowing a test of $\epsilon$-\(\mu\) universality.

$$R = R_{TH} \left( \frac{g_e}{g_\mu} \right)^2$$

(1)

where $g$ is the coupling constant of the lepton to the charged current. The most recent prediction for $R_{TH}[2]$ is $R_{TH} = (1.2345 \pm 0.0010) \times 10^{-4}$ where the uncertainty arises
from uncalculated but bounded pion structure effects.

Two experiments, one performed at TRIUMF[3] and the other at PSI[4], have recently published new precise measurements of $R$. Positive pions are stopped in an active target and the prompt electrons from the $\pi \rightarrow e\nu$ rear decay are separated from the much larger background $\pi \rightarrow \mu \rightarrow e$ absorbing them in a calorimeter and measuring their energy with high resolution. This information is combined with the pulse height measured in the target, which is different in the two reactions due to the additional energy loss of the muon.

The two experiments obtain consistent results and have similar precision:

$$R = 1.2265 \pm 0.0034 \pm 0.0044 \times 10^{-4}[3]$$
$$R = 1.235 \pm 0.003 \pm 0.004 \times 10^{-4}[4]$$

where the first errors are statistical and the second systematic. They are mainly independent and the two results can be averaged and compared with the theoretical prediction using eqn.1 giving:

$$\frac{g_e}{g_\mu} = 0.9987 \pm 0.0019$$

in agreement with the hypothesis of $e-\mu$ universality.

$\mu-\tau$ universality

A test of the $\mu-\tau$ universality is performed comparing the decay widths of the muon and the tau into electron and two neutrinos. Their ratio is predicted to scale with the 5th power of the mass of the parent lepton:

$$\left(\frac{g_e}{g_\mu}\right)^2 = Br(\tau \rightarrow e\nu\bar{\nu}) \frac{\tau_\tau}{\tau_\mu} \left(\frac{m_\tau}{m_\mu}\right)^5$$

(2)

where $m$ is the mass of the lepton, $\tau$ its lifetime and $g$ its coupling constant to the charged current. Radiative corrections[5] are at the level of 0.01% and can be neglected at the present level of precision.

The mass and the lifetime of the muon are known with very small relative errors compared to the corresponding tau quantities and the error on the ratio of the coupling constants is given by:

$$\Delta \left(\frac{g_e}{g_\mu}\right) = \frac{1}{2} \left[ \frac{\Delta \tau_\tau}{\tau_\tau} \oplus \frac{\Delta Br}{Br} \oplus \frac{\Delta m_\tau}{m_\tau} \right]$$

(3)

Recent measurements of the mass, lifetime and electronic branching ratio of the $\tau$ allow a more precise determination of the ratio of the coupling constants. Using previous measurements this ratio was determined to be consistent with unity at the 2.3 $\sigma$ level[6].

$\tau$ mass measurement

The mass of the $\tau$ has been measured at BES in a scan near the $\tau^+\tau^-$ production threshold[7]. Candidate events are identified by requiring $e-\mu$ final state. A likelihood function is used to estimate the $\tau$ mass incorporating the $\tau^+\tau^-$ cross section near threshold, the number of candidate events per scan point and the luminosity integrated at each scan point. Fig.1 shows the convergence of the predicted mass with each consecutive scan point, the collected luminosities and the number of candidate events. Using 7 candidate events and the information that no event is found at the other scan points, the value of the mass is fitted from the energy dependence of the cross section

$$m_\tau = 1776.9^{+0.4}_{-0.3} \pm 0.2 \; MeV.$$

The most important systematic error is due to the uncertainty on the selection efficiency. The energy calibration of BES is determined by several scans of the $J/\Psi$ and $\Psi(2S)$ peaks and contributes to the systematics on $m_\tau$ with an error of $\pm0.09 \; MeV$. 
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Convergence of the \( \tau \) mass with the scan points. The number of candidate events at each scan point is also indicated.

This result is 7.2 MeV below the previous world average[8] and reduces the error on the \( \tau \) mass by a factor 6.

Two other independent measurements of the tau mass have been recently performed by Argus[9] \( (m_\tau = 1776.3 \pm 2.4 \pm 1.4 \) MeV) and Cleo[10] \( (m_\tau = 1777.6 \pm 0.9 \pm 1.6 \) MeV) using clever kinematical constraints.

**\( \tau \) lifetime measurement**

The lifetime of the \( \tau \) has been measured with improved precision at LEP using the silicon microvertex detectors installed recently in ALEPH, DELPHI and OPAL. Typical resolutions on the impact parameter are in the range 10 – 20 \( \mu m \).

The lifetime is measured with various techniques similar to the previous published analysis [11, 12, 13, 14] and also with new methods [15]. In the three-prong decays the secondary vertex is reconstructed allowing a direct measurement of the decay length, while in the one-prong decay the impact parameter technique is used. In the events where both \( \tau \) particles decay into one prong the correlations among the impact parameters and the azimuthal angles are used in some analysis[11, 15] to increase the sensitivity.

Fig. 2 shows the new results of the LEP experiments [15] compared with the average of the other experiments [8, 16]. The precision on the lifetime has been improved by a factor 2 with respect to the previous world average[8].

![Figure 1: Convergence of the \( \tau \) mass with the scan points. The number of candidate events at each scan point is also indicated.](image1)

![Figure 2: Tau lifetime.](image2)

**Determination of the \( Br \tau \to e^+\!\!\nu \)**

Using its large sample of data, CLEO has measured the electronic branching ratio \( B_e \) of the \( \tau \) [10] selecting events in which both taus decay into electron and normalizing them to the number of \( \tau \) pairs expected from the luminosity measurement. Their result is

\[
B_e = 17.42 \pm 0.15 \pm 0.23%
\]

and is as accurate as the previous world average[8].

New measurements have also been reported from LEP[15] on the electronic and muonic branching ratio of the \( \tau \):

\[
B_e = 17.68 \pm 0.17 \pm 0.18%
\]

\[
B_\mu = 17.33 \pm 0.17 \pm 0.15%
\]
Assuming $\mu - \tau$ universality, the measured $B_\mu$ can be used to improve the accuracy on $B_e$. $\bar{B}_e$ is obtained as the weighted average between $B_e$ and $B_\mu/0.9728^1$:

\[
\begin{align*}
\bar{B}_e &= 17.76 \pm 0.17\% \quad \text{LEP} \\
\bar{B}_e &= 17.67 \pm 0.18\% \quad \text{NON-LEP} \\
\bar{B}_e &= 17.71 \pm 0.12\% \quad \text{AVERAGE}
\end{align*}
\]

where the NON-LEP average includes the CLEO measurement and previous experiments[8]. The new measurements improve the error on the electronic branching ratio by a factor 1.6 with respect to the previous world average[8].

$\mu - \tau$ universality, results

The measurement of $\tau$ mass, lifetime and electronic branching ratio can now be used to perform a test of $\mu - \tau$ universality using eqn. 2.

\[
\begin{align*}
\frac{g_\tau}{g_\mu} &= 0.974 \pm 0.012 \quad \text{NON LEP} \quad (2.2 \sigma) \\
0.987 \pm 0.006 \quad \text{ALL DATA} \quad (2.2 \sigma)
\end{align*}
\]

The measurement of the mass is still precise that it does not contribute to the error (cfr. eqn.3) on the ratio of the coupling constant. The lifetime and the electronic branching ratio contribute with almost equal weight.

The situation is illustrated in fig. 3, where the measured electronic branching ratio is plotted together with the value derived from the lifetime assuming lepton universality and using eqn.2 with the BES value of the $\tau$ mass.

The direct measurements of the branching ratio are very consistent. The LEP value derived from the lifetime is also very consistent with the direct measurement. The NON LEP determination of the lifetime produces a branching ratio that is 2.2 $\sigma$ higher than the direct measurement, but only 1.1 $\sigma$ higher than the LEP value derived from the lifetime. When all data are combined, the agreement between the direct measurement of the branching ratio and the derived one remains at 2.2 $\sigma$ level.

In conclusion, the new measurements of the $\tau$ parameters allow a test of the $\mu - \tau$ universality with an improvement in precision by more than a factor 2 compared to previous measurements[6]. The ratio of the coupling constants is consistent with 1 at the 2.2 $\sigma$ level.

Neutrino electron scattering

New results on the scattering $\nu_e \rightarrow \nu_e$ have been presented by the CHARM II Collaboration[17].

The signature of the process is a single forward scattered electron producing an electromagnetic shower in the calorimeter. The variable $E_e \theta_e^2$ - product of the energy and square of the scattering angle - is kinematically constrained to values smaller than 1 MeV and is used to separate the signal from the background, mainly due to the reaction $\nu A \rightarrow \nu \pi_0 A$.

Figure 3. $\text{Br} \left( \tau \rightarrow e \nu \bar{\nu} \right) \times 100$.
This scattering is a purely leptonic reaction and its interpretation has little theoretical uncertainties. The cross section is small ($\sigma_{\text{tot}}^{\nu e} \sim 10^{-4}\sigma_{\text{tot}}^{\text{inclusive}}$) resulting in a small number of selected events. In total, about 3000 neutrino electron scattering and 3000 antineutrino electron scattering events have been selected. $\sin^2 \theta$ can be extracted directly from the ratio of the two cross sections:

$$\sin^2 \theta_{\nu e} = 0.232 \pm 0.006 \pm 0.007.$$  

From a comparison between the data and the predicted event distribution $d\sigma/dy$ [18], and assuming $g_v^e = 1/2$, the vector and axial-vector coupling constants of the electron to the neutral current are measured at $Q^2 \sim 10^{-2} GeV^2$:

$$g_v^e = -0.025 \pm 0.014 \pm 0.014$$  
$$g_a^e = -0.503 \pm 0.007 \pm 0.016$$

This results can be directly compared (cfr. fig 4) with the more precise measurement of the same quantities done at LEP at $Q^2 \sim M_Z^2$ using the forward backward asymmetry of the electron and the forward backward asymmetry of the tau polarization. Inside the Standard Model the differences of the two couplings at the two scales are negligible due to a partial cancellation between the changes caused by $\gamma-Z$ transition and the effect of the neutrino charge radius [19]. The agreement is remarkable.

Neutrino nucleon scattering

A new measurement of $R$, the neutral to charged current interaction rate of neutrino on isoscalar target, has been presented by the CCFR Collaboration[20].

$$R = \frac{\sigma_N^{\nu}}{\sigma_C^{\nu e}}$$

$R$ is an indirect measurement[21] of the ratio between the W and the Z mass with very little dependence on other unknown parameters of the theory

$$R = \left(\frac{M_w}{M_Z}\right)^4 \frac{1 + 2 \sin^2 \theta_w + \frac{10}{3} \sin^4 \theta_w (1 + r)}{1 - 2 \sin^2 \theta_w + \sin^4 \theta_w}$$ (4)

since by numerical accident the dependence of (4) on $\sin^2 \theta_w$ is very weak. In this formula $r$ is the ratio between anti-neutrino and neutrino induced charged currents ($r = 0.38 \pm 0.01[22, 23]$).

The CCFR collaboration has selected about 140,000 neutral current and 270,000 charged current events using the Fermilab QUAD-TRIPLET neutrino beam. The separation of the events into the two classes is done using the event length measured in the experiment. The main systematic error comes from the model needed for the subtraction of the short charged current events that are misclassified.

The mass ratio is obtained comparing the measured distributions with the result of a complete Monte Carlo simulation:

$$1 - \frac{M_Z^2}{M_W^2} = 0.2242 \pm 0.0029 \pm 0.0033 \pm 0.0047$$

where the first error is statistical, the second
is due to the experimental systematics and the third to the model used for the interpretation.

\[
1 - \frac{M_w^2}{M_z^2}
\]

<table>
<thead>
<tr>
<th>Experiment</th>
<th>(1 - \frac{M_w^2}{M_z^2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDHS</td>
<td>0.228 ± 0.005</td>
</tr>
<tr>
<td>CHARM</td>
<td>0.236 ± 0.005</td>
</tr>
<tr>
<td>CCFR</td>
<td>0.2242 ± 0.0047</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.2283 ± 0.0026</td>
</tr>
</tbody>
</table>

Figure 5. Mass ratio measured by the neutrino nucleon scattering experiments. Only the independent errors are shown and a common systematic error of ±0.0047 has to be added to the average. The values of the mass ratio are quoted at different top masses resulting in possible shifts of the central values of 0.002.

In fig. 5 this result is compared with the measurement done at CERN by CDHS and CHARM[22, 23]. Only the experimental error is shown (including statistics and experimental systematics) since the error due to the model is dominated by the uncertainty on the effective mass of the charm and is very correlated among the three experiments. The correlation is large but not complete since, due to the harder spectrum of the incoming neutrinos, the relative importance of the different terms contributing to the model systematic error is different for CCFR with respect to the two CERN experiments. The combined result of the three experiments is:

\[
1 - \frac{M_w^2}{M_z^2} = 0.2283 \pm 0.0026 \pm 0.0045
\]

and an indirect determination of the W mass

\[
M_w = 80.10 \pm 0.27 \text{ GeV}
\]

is obtained using LEP value \(M_z = 91.187 \pm 0.007 \text{ GeV}\). This result is consistent with the direct measurement of the W mass obtained by combining the results of UA2[24] and CDF[25] \((M_w = 80.22 \pm 0.26 \text{ GeV}[8])\) and has the same precision.

Z lineshape and forward backward asymmetries

The Z parameters have been measured with high precision at LEP using the data collected in years 1990 and 1991 when various scans of the Z peak were performed. The integrated luminosity delivered by LEP to each experiment was about 25 pb\(^{-1}\). The precision on the mass and on the width of the Z depends crucially on the absolute energy calibration of the machine.

The energy calibration of LEP

The absolute energy scale of LEP has been calibrated in 1991[26] using the measurements done with a controlled spin-depolarizing resonance on the vertically polarized beam[27] as main tool. Transverse polarization has been observed using a laser polarimeter during eight dedicated experiments with a level between 5% and 16% under special conditions, distinct from those of the physics runs and at a single nominal energy setting.

A frequency-controlled radial RF magnetic field makes the electron spin precess away from the vertical axis. A depolarizing resonance occurs when the radial magnetic field oscillates at the spin precession frequency \(\omega_{\text{dep}} = 2\pi \nu_s f_{\text{res}}\). The spin tune \(\nu_s\) is related to the beam energy via

\[
E_{\text{beam}}(\text{GeV}) = \frac{m_e a_e \nu_s}{\pi} = 0.4406486 \left( N_s + \frac{f_{\text{rec}}}{f_{\text{res}}} \right)
\]

where \(a_e\) is the gyromagnetic anomaly of the electron, and \(m_e\) is the electron mass. The numerical coefficient in eqn. 5 is known with a precision of 2 \(\times 10^{-7}\). The integer part of the spin tune at the Z energy is \(N_s = 103\). The intrinsic accuracy of the method is very high and allows a calibration of the average beam energy with an error of \(\sim 1\) MeV. Comparing the spread of six different measurements performed at different times results in an error of
±3.7 MeV on the absolute calibration of the center of mass energy of LEP corresponding to a relative accuracy of $4 \times 10^{-5}$.

Other effects have to be taken into account when this calibration is transported to the standard conditions of the physics runs, resulting in a relative accuracy of $5.7 \times 10^{-5}$. The main additional source of error is the change with the temperature of the integrated bending magnetic field seen by the electrons.

The absolute calibration is done at a single nominal energy setting ($\sim 2$ GeV above the Z mass). The error on the calibration at the other energy settings relative to this special setting depends on the accuracy of the relation between energy and dipole currents, which is determined by magnetic measurements. This error limits the relative accuracy on the measurement of the Z width to $1.5 \times 10^{-3}$.

![Figure 6](attachment:image.png)

Figure 6. Results of the calibrations done with the resonant depolarization technique as a function of the predicted (normalized) tidal force of the moon and the sun. The numbers at the centre of the error bars indicate the numbering of the calibration experiments.

The error on the Z parameters induced by the machine calibration is very relevant: the error on the mass is dominated by the calibration error, while the error on the width due to calibration uncertainties is as large as the statistical one. It is important to understand how these errors can be reduced in future measurements. The error on the Z width can be improved by measuring the local energy scale of LEP performing an absolute calibration at more than one energy setting.

The error on the Z mass can be improved if the cause for the spread of the beam energies measured with the depolarization technique at different times in ideally identical conditions is understood. A possible explanation is that the radius of LEP changes by a small relative amount ($3 \times 10^{-8}$) due to the tidal forces inducing a change of the center of mass energy of $\sim 10$ MeV[28]. The results of the various calibrations are shown in fig. 6 as a function of the tidal force normalized between -1 and +1. The data support this hypothesis which however has to be confirmed by a dedicated experiment. If the data are corrected according to the observed correlation, the spread in the calibrations of $\pm 3$ MeV is reduced to $\pm 1$ MeV.

Z lineshape

The cross sections $e^+e^- \rightarrow f\bar{f}$ for hadronic($q\bar{q}$) and leptonic final ($\ell^+\ell^-$) states are measured at various energies around $\sqrt{s} \sim M_z$. The triggers are highly redundant and their efficiency is essentially 100% for all channels resulting in negligible systematic errors. The event selections are similar to those performed with 1990 data [29, 30, 31, 32] and better performances of the detectors allow a reduction in the systematic errors. The number of selected events and the systematic errors on the event selections are shown in Table 1. The uncertainty in the theoretical cross section of the Bhabha scattering used for the luminosity measurement is reduced to the level of 0.3% by using the BHLUMI[33] computation of the visible cross section which is order $\alpha$ plus Lead-
Figure 7. Hadronic cross sections measured by DELPHI. The curve is the result of the five-parameters fit described in the text.
Table 1. Number of selected events and systematic errors of the event selections. The data sample corresponds to an integrated luminosity of \( \sim 25 \text{pb}^{-1} \) luminosity collected in 1990 and 1991 by each experiment.

<table>
<thead>
<tr>
<th></th>
<th>ALEPH</th>
<th>DELPHI</th>
<th>L3</th>
<th>OPAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of events</td>
<td>( q\bar{q} )</td>
<td>452K</td>
<td>368K</td>
<td>425K</td>
</tr>
<tr>
<td>( \ell^+\ell^- ) systematic error</td>
<td>2%</td>
<td>3%</td>
<td>0.3%</td>
<td>0.2%</td>
</tr>
<tr>
<td>( e^+e^- ) systematic error</td>
<td>0.4%</td>
<td>5%</td>
<td>0.6%</td>
<td>0.4%</td>
</tr>
<tr>
<td>( \mu^+\mu^- ) systematic error</td>
<td>0.5%</td>
<td>4%</td>
<td>1%</td>
<td>0.3%</td>
</tr>
<tr>
<td>( \tau^+\tau^- ) systematic error</td>
<td>0.5%</td>
<td>0.9%</td>
<td>1%</td>
<td>0.8%</td>
</tr>
</tbody>
</table>

Experimental systematic error on luminosity: 0.45%, 0.55%, 0.85%, 0.7%*

* Opal luminosity systematic error refers to the analysis of 1990 data only

Lepton forward-backward asymmetries

The forward backward asymmetry \( A^M_{FB}(s) \) is determined through a fit of the angular distribution of the cross section measured at each center of mass energy:

\[
\frac{d\sigma(s)}{d \cos \theta} \propto 1 + \cos^2 \theta + \frac{8}{3} A^M_{FB}(s) \cos \theta
\]

The measured asymmetry \( A^M_{FB}(s) \) is fitted to the expression

\[
A^M_{FB}(s) = \int \frac{H'(s, s')\sigma^0_{FB}(s')ds'd}{H(s, s')\sigma^0(s')ds'}
\]

where

\[
\sigma^0_{FB}(s) = \int_0^1 \frac{d\sigma^0}{d \cos \theta} d \cos \theta - \int_{-1}^0 \frac{d\sigma^0}{d \cos \theta} d \cos \theta
\]

The forward backward cross section \( \sigma^0_{FB} \) depends on the bare asymmetry \( A^0_{FB} \):

\[
\sigma^0_{FB}(M_{Z_0}^2) = \sigma^0(M_{Z_0}^2)(1 - \epsilon)(A^0_{FB} + \delta)
\]

where the small term \( \epsilon (\sim 0.01) \) is due to the photon exchange and \( \delta (\sim 0.002) \) is the contribution of the imaginary part of the propagator corrections.
This bare asymmetry $A_{FB}^0$ can be directly interpreted in terms of the ratio between the vector ($g_v$) and the axial vector ($g_a$) coupling constants of the neutral current to the fermions:

$$(A_{FB}^0)_e = \frac{3}{4} g_v A_x^0$$

$$A_x^0 = \frac{2 g_v^2 g_a^2}{(g_v^2)^2 + (g_a^2)^2}$$ (9)

**FIT results**

Two fitting programs are used to extract the lineshape parameters and the bare asymmetries: ZFITTER[35] and MIZA[36]. They give the same result in 2% of the statistical errors of the fitted parameters[37].

Radiator function $H$ contains the contributions of multiple photon emission and lepton pair production. The error produced on the predicted cross sections by its theoretical uncertainties ($\Delta \sigma/\sigma \sim 4 \times 10^{-3}[38]$) is negligible at the present level of precision.

$e^+e^-$ final state contains additional contributions to the cross section from the t-channel diagrams and from the s-t-channel interference. They are taken into account using program ALIBABA[34] resulting in a systematic error smaller then 0.5%.

There are 9 independent parameters to be fitted: the mass and the width of the $Z$, the hadronic peak cross section and, for each lepton species, the ratio $R$ between the hadronic and the leptonic partial widths and the bare

---

**Figure 8.** Energy dependence of the lepton forward-backward asymmetry as measured by the OPAL collaboration. The difference between the measured value and the SM prediction for $m_{top} = 150 GeV$ and $m_{higgs} = 300 GeV$ is shown.
Table 2. Z lineshape and asymmetry parameters. Lepton universality is not assumed.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Average Value</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_Z (GeV)$</td>
<td>91.187 ± 0.007</td>
<td>2.3</td>
</tr>
<tr>
<td>$\Gamma_Z (GeV)$</td>
<td>2.492 ± 0.007</td>
<td>1.5</td>
</tr>
<tr>
<td>$\sigma_{Z\ell}(nb)$</td>
<td>41.16 ± 0.18</td>
<td>5.3</td>
</tr>
<tr>
<td>$R_e$</td>
<td>20.92 ± 0.12</td>
<td>3.4</td>
</tr>
<tr>
<td>$R_\mu$</td>
<td>20.79 ± 0.10</td>
<td>1.2</td>
</tr>
<tr>
<td>$R_\tau$</td>
<td>20.84 ± 0.13</td>
<td>2.5</td>
</tr>
<tr>
<td>$(A_{FB}^0)_e$</td>
<td>0.0103 ± 0.0058</td>
<td>1.5</td>
</tr>
<tr>
<td>$(A_{FB}^0)_\mu$</td>
<td>0.0120 ± 0.0041</td>
<td>4.7</td>
</tr>
<tr>
<td>$(A_{FB}^0)_\tau$</td>
<td>0.0216 ± 0.0048</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Table 3. Z lineshape and asymmetry parameters. Lepton universality is assumed.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Average Value</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_Z (GeV)$</td>
<td>91.187 ± 0.007</td>
<td>2.3</td>
</tr>
<tr>
<td>$\Gamma_Z (GeV)$</td>
<td>2.492 ± 0.007</td>
<td>1.5</td>
</tr>
<tr>
<td>$\sigma_{Z\ell}(nb)$</td>
<td>41.16 ± 0.18</td>
<td>5.3</td>
</tr>
<tr>
<td>$R_e$</td>
<td>20.92 ± 0.12</td>
<td>3.4</td>
</tr>
<tr>
<td>$R_\mu$</td>
<td>20.79 ± 0.10</td>
<td>1.2</td>
</tr>
<tr>
<td>$R_\tau$</td>
<td>20.84 ± 0.13</td>
<td>2.5</td>
</tr>
<tr>
<td>$(A_{FB}^0)_e$</td>
<td>0.0154 ± 0.0027</td>
<td>5.5</td>
</tr>
</tbody>
</table>

forward-backward asymmetry. The number of parameters is reduced to 5 when lepton universality is assumed.

The four LEP experiments give consistent results for all fitted quantities. They have been combined to produce the best average values for the Z lineshape parameters, taking into account errors that are correlated among the experiments. The combination can be done following the procedure described in [39] by taking a simple weighted mean of the fit variables and using the correlation matrix of any of the experiments. The average lineshape and asymmetry parameters from the 9-parameters fit and from the 5-parameters fit are given in Tables 2 and 3. Figure 9 shows the results for the Z mass. Figure 10 shows the comparison of the results obtained by each experiment with the standard model prediction. The error on the Z mass is dominated by the uncertainty on the energy calibration of LEP. The error on the width is still statistically limited but the systematic error due to the LEP energy calibration is not negligible. The error on the hadronic peak cross section is dominated in each experiment by the systematic error on the luminosity measurement. Part of this error (0.3%) is due to the theory describing the Bhabha scattering and is completely correlated among the four measurements.

The values of other Z parameters and their errors can be derived from the fitted ones. Table 4 shows the values of some derived parameters using the result of the 5-parameters fit.
Figure 10 Fit results and Standard Model prediction as a function of $m_{\ell p}$ for the ranges of $m_{higgs}$ and $\alpha_s$ indicated.
Tau polarization asymmetry

The angular dependence of the final state longitudinal polarization of the $\tau^-$ produced in the reaction $e^+e^- \rightarrow \tau^+\tau^-$ is:

$$P_\tau(\cos \theta) = \frac{d\sigma_R(\cos \theta) - d\sigma_L(\cos \theta)}{d\sigma_R(\cos \theta) + d\sigma_L(\cos \theta)}$$  \hspace{1cm} (10)

$$= \frac{A_R + A_e \frac{2\cos \delta}{1 + \cos^2 \theta}}{1 + A_R A_e \frac{2\cos \delta}{1 + \cos^2 \theta}}$$

where $\sigma_R$ and $\sigma_L$ are the cross sections for the production of right-handed and left-handed $\tau^-$ and $\theta$ is the angle between the $e^-$ and the $\tau^-$ directions in the center of mass system. At $\sqrt{s} \simeq M_\tau$, $A_R$ ($A_e$) depends on the ratio of the coupling constants of the $\tau(e)$ to the neutral current.

When averaged on all production angles $P_\tau$ is a measurement of $A_\tau$. Also $A_e$ can be extracted when the angular dependence is studied.

The $\tau$ polarization is measured by fitting the momentum distribution of its decay product. Particle identification is applied to select the $\tau$ decay channel. For each channel the measured spectra are fitted with a linear combination of the Montecarlo predicted spectra for the two different helicities, including background and full detector simulation. V-A is assumed in the charged current $\tau$ decay to predict the momentum spectra.

The tau polarization averaged over production angles has been measured at LEP by the four collaborations using the $\tau^-$ decays into $e^-\nu\bar{\nu}$, $\mu^-\nu\bar{\nu}$, $\pi^-\nu$ and $\rho^-\nu$. The analysis technique [40] has been improved with respect to the already published result on 1990 data [41, 42, 43], thus reducing systematic errors. The polarizations obtained by each collaboration in each decay channel are consistent, their averages are shown in fig. 11. Sensitivity is smaller for leptonic decay modes because part of the information is lost in the three body decay with undetectable neutrinos.

![Figure 11. Tau polarization measured using 4 different decay channels. The data shown are averages of the results obtained by the LEP collaborations. The first error is statistical and the second systematic.](image)

The ALEPH collaboration has also studied the angular dependence of the polarization. The polarization averaged over the four different channel is calculated in 9 different $\cos \theta$ bins (cfr. fig. 12). $A_e$ is measured from a fit of the angular dependence (cfr. eqn. 10):

$$A_e = 0.120 \pm 0.029 \pm 0.010.$$  

Some corrections have to be made to convert the measured asymmetry $A_x$ to the bare asymmetry $A^0_x$ (cfr. eqn. 9):

$$A^0_x = A_x \times (1+0.002)$$

where $s \neq M_\tau$ and $\sqrt{s}$ is the initial state $c$-channel + Interf.  

The effect of the final state radiation is taken into account in the fit procedure. The same correction factors apply to $A_e$.

These correction factors are small. They shift the central value of the measured asymmetry by a small amount compared to the error:

$$A^0_e = 0.140 \pm 0.018$$

$$A^0_e = 0.122 \pm 0.031$$
Neutral current lepton universality

The vector and axial-vector coupling constants of the charged leptons to the neutral current can be calculated by combining the measured width of the $Z$ into lepton pairs with the asymmetries. The asymmetries measure the ratio between the coupling constants (cfr eqn. 9) while the partial widths measure the sum of their squares:

$$\Gamma_\ell = \frac{G_F M_Z^3}{6\sqrt{2}\pi} \left( (g_\nu^\ell)^2 + (g_\nu^\ell)^2 \right) \left( 1 + \frac{3}{4} \alpha \right).$$

The tau polarization is linear in the ratio of the coupling constants thus allowing the determination of the relative sign. The absolute sign is derived from neutrino-electron scattering experiments[18].

Figure 12. Angular dependence of the $\tau$ polarization measured by the ALEPH collaboration. The full curve is the fit of eqn.10 assuming lepton universality. The dashed line is the fit without the universality assumption.

Figure 13 shows a comparison among the coupling constants of the three leptons. This comparison is only qualitative since there are correlations between the errors on the coupling constants of different leptons which cannot be shown in the plot.

The coupling constants are equal inside the errors, as is expected from universality. They also agree with the standard model prediction.

The error of $g_\nu^\ell$ and $g_\nu^\ell$ is smaller than the error of $g_\nu^\ell$ because of the tau polarization constraint.

A quantitative test of the universality can be performed by comparing ratios $R$, measured for the three lepton species in the 9-
Due to the mixing in the $B^0 - \bar{B}^0$ system, the observed $b$-quark asymmetry is smaller than the actual asymmetry by a factor $(1 - 2\chi_B)$, where $\chi_B$ is the probability that a hadron containing $b$-quark has oscillated into a hadron containing $\bar{b}$-quark at the time of its decay.

The high $p_T$ lepton sample contains also non-prompt leptons from other sources: cascade decay of the $b$ ($b \to c \to \ell$, $b \to \tau \to \ell$), charm decay ($c \to \ell$) and background. The relation between the true ($A_{FB}^b$) asymmetry and the measured ($A_M$) one is:

$$A_M = (1 - 2\chi_B)A_{FB}^b \left[ \eta_{b \to \ell} - \eta_{b \to c - \ell} + \eta_{b \to \tau - \ell} \right] - A_{FB}^\ell \eta_{c - \ell} + A_{BKG}^b \eta_{BKG}.$$

(11)

The fractions $\eta$ of each source of leptons are determined via Monte Carlo (cfr fig. 15). The sensitivity of the measurement depends crucially on the purity of the sample ($\eta_{b \to \ell}$).

Fig. 14 shows the new results presented by the LEP collaborations[44] which improve the analysis already performed with lower statistics[45, 46, 47, 48].
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<table>
<thead>
<tr>
<th>Source</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALEPH</td>
<td>0.061±0.014</td>
</tr>
<tr>
<td>DELPHI</td>
<td>0.069±0.019</td>
</tr>
<tr>
<td>L3</td>
<td>0.066±0.012</td>
</tr>
<tr>
<td>OPAL</td>
<td>0.074±0.015</td>
</tr>
<tr>
<td>LEP</td>
<td>0.069±0.007±0.004</td>
</tr>
</tbody>
</table>

Figure 14. Results for the $b\bar{b}$ asymmetry.

The average shown in fig 14 is done by taking into account common systematic errors. They are due to assumptions on the $B$ decay modes and on fragmentations functions common to the four experiments[44].
Figure 15. Angular distribution of the thrust axis for events containing a high $p_T$ lepton (>1 Gev) measured by the L3 collaboration. The contributions of the various sources are indicated.

Asymmetry $A_{FB}$ is derived using the Lep average value of $\chi_B = 0.126 \pm 0.012$:

$$A_{FB}^b = 0.093 \pm 0.010 \pm 0.006$$

where the first error contains the statistical effects and the uncorrelated systematics and the second contains the correlated systematics including the error on $\chi_B$.

Some corrections have to be made to convert asymmetry $A_{FB}$ to the bare asymmetry $(A_{FB}^0)^b$ (cfr. eqn. 9):

$$(A_{FB}^0)^b = A_{FB}^b \times (1-0.007) \sqrt{(s) \neq M_z} \times (1+0.040) \times (1+0.023) \times (1+0.0002) \times (1-0.003) \gamma_{exch} + Interf.$$

They shift the central value of the measured quantity by $\approx 50\%$ of its error:

$$(A_{FB}^0)^b = \frac{3}{4} A_{FB}^0 A_e^0 = 0.0098 \pm 0.0012.$$
Left-right asymmetry

The annihilation cross-section in $e^+e^-$ collision depends on the helicities of the electron and of the positrons. The left-right asymmetry is defined as:

$$A_{LR} = \frac{\sigma_L - \sigma_R}{\sigma_L + \sigma_R}$$

where $\sigma_L$ and $\sigma_R$ are the cross sections for left-handed and right-handed electrons. It is directly related to the electron asymmetry $A_e$ (eqn.9): $A_{LR} = A_e$.

The left right asymmetry has been measured at SLC by the SLD collaboration[49] using a polarized electron source. It is a very robust measurement since systematic errors due to acceptance and luminosity determination are cancelled in the cross section ratio.

With a statistics of $10^3$ Z decays and a polarization of 21%, SLD has measured:

$$A_{LR} = A_e = 0.02 \pm 0.07.$$ 

This result is not yet competitive with LEP, but the foreseen increase in the statistics ($10^4$ Z decays) and especially in the polarization (75%)[49] of the electron beam will allow SLD to perform a precise measurement of the electron asymmetry.

The effective sinus: $\sin^2 \theta_W^{eff}$

The effective sinus is defined in terms of the ratio between the vector and axial vector couplings of the lepton to the neutral current:

$$\frac{g_v^\ell}{g_a^\ell} = 1 - 4 \sin^2 \theta_W^{eff}$$

(12)

Assuming lepton universality, the measurements of the leptonic forward backward asymmetry and of $A_0^\tau$ and $A_b^\tau$ from the $\tau$ polarization can be directly converted into $\sin^2 \theta_W^{eff}$ using eqn. 9 and 12.

The $b\bar{b}$ forward backward asymmetry can also be converted into $\sin^2 \theta_W^{eff}$ assuming the Standard Model to evaluate $A_b^0$. This is a quite safe assumption since in the Standard Model $A_b$ is almost independent from $\sin^2 \theta_W^{eff}$[50].

Figure 16. Comparison among different determinations of the effective sinus.

Fig. 16 shows the comparison among the different determinations of $\sin^2 \theta_W^{eff}$. They are all very consistent among each other and also with the Standard Model prediction. The average is:

$$\sin^2 \theta_W^{eff} = 0.2324 \pm 0.0011.$$ 

Using eqn. 12 this result can be combined with the value of $g_a^\ell$ from the lineshape fit (cfr. tab. 4) to obtain a more precise evaluation of $g_v^\ell$:

$$g_a^\ell = -0.4994 \pm 0.0009$$

$$g_v^\ell = -0.0351 \pm 0.0022$$

The various measurements shown so far (cfr. figs. 10 and 16) are all consistent with the Standard Model for a given range of the top mass and each of them can be used to constrain its value.
Fig. 17 shows the consistency among the different constraints: for any value of the top mass and for a fixed value of the Higgs mass (which here is assumed to be 300 GeV) each experimental measurement can be used to predict $\sin^2 \theta_W^{eff}$ within the framework of the Standard Model. The error on the prediction reflects the experimental error on the chosen quantity since all other input parameters have negligible relative error ($\alpha, G_F$) or are assumed ($m_{\text{top}}, m_{\text{higgs}}$). The prediction with its error can be plotted as a function of $m_{\text{top}}$ resulting in an allowed (68%) region in the plane $\sin^2 \theta_W^{eff}$ vs $m_{\text{top}}$.

Four different bands are shown in fig 17. They are calculated using the measurements of $M_z$, $\Gamma_z$, the asymmetries and mass ratio $M_w/M_z$. The band produced by the asymmetries is horizontal since they are a direct measurement of $\sin^2 \theta_W^{eff}$. The mass ratio value is obtained by combining the results from the neutrino nucleon scattering with those from

\footnote{The strong coupling constant $\alpha_s$ is needed to predict $\sin^2 \theta_W^{eff}$ from $\Gamma_z$. The value $\alpha_s = 0.120 \pm 0.006$ from LEP event shape is used[51] and the uncertainty induced on the prediction by its error is included in the width of the band.}
the direct measurement of the W mass and the LEP value of $M_z$. The correlation between the constraint produced by the mass ratio and the very thigh one produced by $M_z$ is negligible since the relative error on $M_z$ is very small compared to those on the other quantities.

All data are consistent with a top mass within the range 120-180 GeV.

Minimal Standard Model fits

The top mass can be determined by fitting the Standard Model to the various electroweak quantities that are sensitive to it through radiative corrections. In this fit the unknown mass of the Higgs boson is fixed to 300 GeV and the change in the results induced by a change in the Higgs mass from 60 to 1000 GeV is quoted as an additional error.

Two different data sets are used. The first set (A) contains the LEP measurements: $M_z$, $\Gamma_z$, $\sin^2 \theta_W^{eff}$, and $R_t$. The last two are not sensitive to the top mass and are used to constrain the strong coupling constant $\alpha_s$. The second set (B) contains the LEP measurements, the mass ratio $M_w/M_t$ from neutrino-nucleon scattering, $M_w$ from UA2[24] and CDF[25], $g_\rho$ and $g_\phi$ from the neutrino electron scattering and $Q_w$ measured in the parity violation experiment in Cesium[52].

Two different fits are performed. In the first fit the value of $\alpha_s$ is further constrained using the measurements done at LEP from the hadronic event shape variables[51] ($\alpha_s = 0.120 \pm 0.006$). In the second this constraint is released. The results of the four fits are shown in table 5.

The $\chi^2$ of the fits is very good, as is anticipated by the consistency of each measurement with the standard model for the same top mass (cfr. fig 17).

The result of fit 1 is equivalent to an indirect determination of the W mass ($M_w = 80.17 \pm 0.14 \pm 0.02$ GeV) which is more precise than the direct measurements.

The electroweak data prefer a value of $\alpha_s$ slightly higher than the one derived from the event shape variables, but still consistent with it (cfr. fig. 18). The statistical error on $m_{top}$ is smaller than the uncertainty due to the Higgs mass.

Limits on the Higgs mass

The limit on the Higgs mass obtained by combining the results of the direct search from the four experiments is[53]:

$$m_{higgs} > 60 \text{ GeV}.$$ 

The effect of the Higgs mass on the radiative correction is small, logarithmic and correlated to the larger effect of the top mass. For this reasons, the electroweak data at the present level of precision cannot constrain the Higgs mass. This is shown in fig 19 where the $\chi^2$ of fit 2 is plotted as a function of the top mass for three different values of the Higgs mass.

Figure 18. $\alpha_s$ vs $m_{top}$ 68 % C.L. contour as obtained by fit n.4. The comparison with the $\alpha_s$ value obtained from event shape variables is also shown.
Table 5. Results of the standard model fit to top mass and $\alpha_s$.

<table>
<thead>
<tr>
<th>Fit</th>
<th>Data Set</th>
<th>$m_{\text{top}}$ (GeV)</th>
<th>$\alpha_s$</th>
<th>$\chi^2$/d.o.f.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>$147_{-27}^{+23}+19$</td>
<td>constrained</td>
<td>4.6/6</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>$145_{-19}^{+17}+17$</td>
<td>constrained</td>
<td>7.9/14</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>$139_{-20}^{+24}+19$</td>
<td>$0.135 \pm 0.009 \pm 0.002$</td>
<td>2.6/5</td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>$141_{-19}^{+17}+17$</td>
<td>$0.135 \pm 0.009 \pm 0.002$</td>
<td>6/13</td>
</tr>
</tbody>
</table>

mass. The data - but in a way that is not significant - prefer lower values of the Higgs mass.

Figure 19. $\chi^2$ of fit 2 as function of $m_{\text{top}}$ for three different values of $m_{\text{higgs}}$.

The situation would change if the top were eventually discovered at the Fermilab collider and its mass measured$^3$ with an error smaller than the statistical error obtained on $m_{\text{top}}$ in the Standard Model fit. This measurement could be used to further constrain the fit thus increasing the sensitivity to the Higgs mass.

This sensitivity is illustrated in fig. 20, where the $\chi^2$ variation of fit 2 is shown as a function of the Higgs mass when a constraint on $m_{\text{top}}$ is added to the input data.

The sharp rise of the $\chi^2$ for $m_{\text{higgs}} < 60$ GeV is due to the limit set by the direct search. The error on $m_{\text{higgs}}$ increases with $m_{\text{higgs}}$, since its effect on the radiative corrections is logarithmic. Moreover the top and Higgs masses are positively correlated in the fit: a light top mass implies a light Higgs mass.

If the top mass is light ($\simeq 120$ GeV) the fit prefers a light Higgs mass and could exclude to $1\sigma$ Higgs masses larger than 200-300 GeV. If the top mass is heavy ($\simeq 160$ GeV) the

---

$^3$If $m_{\text{top}} \simeq 140$ GeV, CDF should select after cuts 10 $e-\mu$ events plus 80 $\ell-jet$ events from $tt$ production with 100 pb$^{-1}$ of integrated luminosity$^{54}$. 
The precise results obtained by the many experiments testing the Minimal Standard Model in various sectors are all in agreement. This is illustrated in fig. 21, where the ratio between measurements and predictions is shown for various observables. The conclusion is therefore that all data can still be consistently interpreted within the electroweak theory in its minimal form. This is a big success of the theory since the experimental precision on many observables is higher than 0.5%.

Table 6. Present and future errors on some electroweak observables.

<table>
<thead>
<tr>
<th></th>
<th>Now</th>
<th>End ’93</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta M_W$(MeV)</td>
<td>190</td>
<td>100</td>
<td>CDF+D0</td>
</tr>
<tr>
<td>$\Delta \Gamma_z$(MeV)</td>
<td>7</td>
<td>3</td>
<td>LEP</td>
</tr>
<tr>
<td>$\Delta \sin^2 \theta_W^{\text{eff}}$</td>
<td>0.0011</td>
<td>0.0004</td>
<td>LEP+SLC</td>
</tr>
</tbody>
</table>

The slight discrepancies shown in fig 21 are

Higgs mass is also heavy and its error would be larger: in this scenario no upper limit on the Higgs mass could be derived from the fit of the electroweak data with the present level of precision even if the top were discovered and its mass measured.

Conclusions

Figure 21. The first four quantities are the ratios of the coupling constants of the leptons which are expected to be equal in the Standard Model. The last five are the ratios between measurements and predictions of the Minimal Standard Model calculated assuming the measured value of the Z mass, $m_{\text{top}} = 150$ GeV, $m_{\text{higgs}} = 300$ GeV and $\alpha_s = 0.12$. Only experimental errors are shown.
not statistically significant and call for more data to further improve the accuracy of the Precision Tests of the Electroweak interaction.

LEP, SLC and the Fermilab collider are now running and the various experiments are increasing their statistics. In two years the experimental precision on some crucial quantities (as those shown in fig 17) is expected to improve (cfr. table 6) thus putting the electroweak theory to a stronger test. If CDF and D0 find the top and measure its mass with an error \( \simeq 5 \) GeV, there is a possibility to be sensitive to the mass of the Higgs boson.
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*J. Haissinski, LAL Orsay:*

To make a full use of a very precise measurement of $\sin^2 \theta_W$ one needs to know with an increased accuracy the running of $\alpha$ between $Q^2 \sim 0$ and $Q^2 \sim M^2$. This requires better data on the cross section $e^+e^- \rightarrow hadrons$ at relatively low energies. It would be nice if such measurements could be performed at BEPS in Beijing.