Scattering of scalar, electromagnetic, and gravitational waves from binary systems
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The direct detection of gravitational waves crowns decades of efforts in the modeling of sources and of increasing detectors’ sensitivity. With future third-generation Earth-based detectors or space-based observatories, gravitational-wave astronomy will be at its full bloom. Previously brushed-aside questions on environmental or other systematic effects in the generation and propagation of gravitational waves are now begging for a systematic treatment. Here, we study how electromagnetic and gravitational radiation is scattered by a binary system. Scattering cross sections, resonances and the effect of an impinging wave on a gravitational-bound binary are worked out for the first time. The ratio between the scattered-wave amplitude and the incident wave can be of order $10^{-5}$ for known pulsars, bringing this into the realm of future gravitational-wave observatories. For currently realistic distribution of compact-object binaries, the interaction cross section is too small to be of relevance.
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I. INTRODUCTION

A. Precision gravitational-wave physics

The direct detection of gravitational waves (GWs) [1] is the first step on a long road to a new understanding of the gravitational universe [2]. Future, higher-precision observations of inspiraling black holes or neutron stars, will inform us about the number and origin of these objects, their nature and provide new information about strong-field gravity [3,4]. Among others, the observation of inspiraling compact objects will determine their mass and spin to levels which are all but incredible by astronomy standards [5,6]; it will impose strong constraints on nontrivial radiation channels [7–10], and it may bring information on the local dark matter density where the process is taking place [11–13]. Precise measurements of the gravitational waveform can tell us if the objects have nonzero tidal Love numbers, potentially discriminating black holes from other hypothetic compact objects [14–17]. The final, ringdown, phase will allow us to test general relativity [18–20], and even to perform tests of the “black hole” nature of the object [16,17,21]. For a review see the recent roadmap [2].

The possibility to extend our knowledge in such fundamental questions can only be realized via precision GW physics. This enormous potential for new science requires the careful control of any systematic factors. Environmental effects, such as accretion disks, nearby stars, electric or magnetic fields, a cosmological constant or even dark matter, all can possible contribute to blur what is otherwise a clear picture of compact binaries. The effects of such environment on the generation of GWs was investigated recently [12,13].

B. Scattering

The effects of the environment on the propagation of GWs are usually believed to be negligible.1 If the medium is modeled as a perfect fluid, then GWs do not couple to it and are therefore neither absorbed nor dispersed by such an environment [27,28]. These calculations have been redone for viscous fluids and very recently for some particle dark matter models [29,30]. See also [31,32] for more promising results for dark matter models beyond the WIMP paradigm.

Here, we wish to investigate the scattering of radiation by individual obstacles, in particular a gravitationally bound binary such as the one depicted in Fig. 1. This subject

---

1An important counterexample are some models of dark energy. In fact, the recent observation of [22] has been used to rule out many candidates [23–26].
compute the scattered radiation and the total scattering cross section. All these quantities are evaluated for an EM wave propagating along the direction of the observer and with the electric field oscillating in the plane of the orbit. In the high frequency limit, we recover classical results concerning scattering off oscillators.

The equations of motion for two pointlike masses on a bound orbit, (94), are found encapsulating the GW perturbation within a PN framework. This procedure highlights the nonlinear character of the Einstein equations. For GWs which are homogeneous on length scales larger than the characteristic orbital distance between the masses, we find the same equations of motion as those described by Turner [34] and Mashhoon [35]. Using an angle-action formalism to treat the variation of the orbital parameters, we find that the changes in the orbital parameters are linear in the incoming GW. Likewise, resonances between the binary and the incoming GW happen at certain discrete GW frequencies (integer multiples of the proper orbital frequency), in agreement with previous literature [34,35].

We extend previous results in an important direction, by including dissipative terms and evaluating the scattered GW (C1), (C2) and the scattering cross section (144) for two physical configurations: (i) for GWs propagating along the direction of the angular momentum of the system (i.e., oscillating in the orbital plane), and (ii) for GWs propagating perpendicularly to the angular momentum vector (i.e., GW traveling parallel to the orbital plane).

D. Geometrical conventions

Our calculations and description of the problem involve specific but different frames. To avoid confusing the reader, we summarize here all the frames that we are going to use through all the paper. Consider an observer located in a direction \( \mathbf{N} \), whose basis is \( \{P, Q, N\} \). This will be called the frame of the observer, and it is fixed with respect to the observer itself. We refer the reader to Fig. 2. We will study binaries, in which the motion of the individual bodies under central forces (EM or Newtonian) are described by ellipses. We choose as unit vector \( P \) the one that points toward the direction of the ascending node \( N \). In the presence of a perturbation, this freedom to choose the ascending node no longer exists and we choose to keep the basis \( \{P, Q, N\} \) in its unperturbed configuration. Furthermore, we define \( \psi \) as the angle between \( P \) and the ascending node \( N \), \( \zeta \) the angle between the ascending node and the direction \( n \) and \( \iota \) the angle between \( N \) and \( L \), where \( L \) is the angular momentum vector of the binary. The second frame will be the one that describes the motion of the reduced mass with respect to the center of mass. This frame is defined with respect to the following directions: \( n \) is the radial direction with respect to the orbital motion, \( \lambda \) is the tangent one, while \( I \) is directed along the angular momentum direction \( L \). From classical mechanics, the following relations between the binary center of mass basis and the observer basis hold [39]:

---

2Our work was also motivated by a study suggesting that the modes of oscillation of stars could be excited by passing GWs [36]. The master differential equation that rules these excitations is akin to our radial displacement in the binary, due to the incoming GW. In fact, in both cases one gets resonances induced by the scattering process. Also, in the single star case there are reasons to expect that the GW signal can be the source of measurable deviations in the acoustic oscillations of the stars [37]. Moreover in the case of a binary made of two stars, if the frequency of the excited mode is comparable with the proper orbital frequency, the scattering process can leave a signature both on the binary as a whole and on the single compact bodies in the couple. However, this topic needs further investigation to be properly clarified.
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Finally, we will use the Keplerian parametrization of the orbit, and we perform an expansion for small eccentricities. Despite this, we will mostly concentrate on the zeroth order. Here are the parametrizations we use,

\[ r = a(1 - e \cos(u)), \]

\[ \zeta = \psi = 2 \arctan \left[ \left( \frac{1 + e}{1 - e} \right)^{1/2} \tan \left( \frac{u}{2} \right) \right], \]

\[ l = n(t - t_0) = u - e \sin u, \]

where \( a \) is the semimajor axis, \( e \) is the eccentricity, \( u \) and \( \psi \) are respectively the eccentric and true anomaly, \( l \) is the mean anomaly, \( n \) is the mean motion and \( t_0 \) is the instant of passage at the perihelion. At Newtonian order we have that \( n = \omega_0 \), where \( \omega_0 \) is the orbital frequency of the binary system.

**E. Acronyms and notation**

Here we summarize the recurrent acronyms that will be used in this paper:

- GR: general relativity
- GW: gravitational wave
- EM: electromagnetism
- CM: center of mass
- SW: scalar wave
- 2p: dipole
- PN: post Newtonian
- TT: transverse traceless
- LL: Landau Lifshitz
- LW: Liénard Wiechert

We will also often abbreviate the following trigonometric functions:

\[ \cos(\alpha + \beta) \equiv c_{\alpha+\beta} \quad \text{and} \quad \sin(\alpha + \beta) \equiv s_{\alpha+\beta}. \]

Furthermore, variables in bold are to be intended as vectors, while the corresponding normal ones are their corresponding magnitude. We use Greek letters to represent spacetime indices and Latin letters for three-dimensional spatial indices. As the spatial indices are moved with the delta metric \( \delta_{ij} \), we indifferently write them in a lower or upper position.

**II. SCATTERING OF ELECTROMAGNETIC WAVES**

We will start with an old and venerable problem, that of scattering of EM waves off obstacles [40]. This incursion will set the stage for both the scalar and gravitational case, while sharing some (many) features in common. We want to evaluate the effect of an incoming EM wave on a binary system of two electric charges orbiting at a frequency \( \omega_0 \).
The monochromatic EM wave propagates along the $z$ direction and has a frequency $\Omega$.

### A. Unperturbed dipole physics

Consider a system of two charged particles, of mass $m_1$ and $m_2$, that interact through the product between the electromagnetic potential $A^\mu = (\Phi/c, A)$ and four-current $J_\mu = (c\rho, j)$, where $\rho$ is the charge density $[\rho = q_i \delta^3(x - x_i)]$ and $j = \rho v$ is the current density. We take these charges to interact only through the Coulomb force in Minkowski flat spacetime with metric $\eta_{\mu\nu} = \text{diag}(-1, 1, 1, 1)$. Using $x^\mu = (x^0, x^1, x^2, x^3) = (ct, x, y, z)$ as coordinates, where $c$ is the speed of light in vacuum, the action that describes this system is

$$S = \int d^3x\partial_\nu F_{\mu\nu} - \frac{1}{\mu_0} A_\mu F^\mu_\nu A^\nu_\nu - \frac{1}{2} \rho \Box A_\mu A^\mu,$$

in which $\mu_0$ is the magnetic vacuum permeability, $F_{\mu\nu}$ the antisymmetric electromagnetic tensor defined as $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ and $d\tau = d\sqrt{1 - v^2/c^2}$, where $v^2$ is the square of the three-velocity $v^i = dx^i/dt$. From now on, we restrict ourselves to the small velocities case, dropping all the special-relativistic terms. With all these assumptions, the $i$th component of the equations of motion for each particle is

$$m_1 \ddot{r}_1^i = q_1 q_2 \frac{(r_2 - r_1)^i}{|r_1 - r_2|^3}, \quad m_2 \ddot{r}_2^i = q_1 q_2 \frac{(r_1 - r_2)^i}{|r_2 - r_1|^3},$$

where $i = (1, 2, 3)$, $r_{1(2)}$ represents the position vector of particle 1(2), $q_1, q_2$ are the electric charges and the double dot sign means a second derivative with respect to time $t$. In the center-of-mass frame, the center of mass vector position has zero second time derivative ($\ddot{\mathbf{R}}_{\text{CM}} = 0$), while, defining the relative position vector with respect to the radial direction defined in Sec. 1D as $\mathbf{r} \equiv r_1 - r_2 = \mathbf{r}$, the equations for the relative motion become

$$\ddot{\mathbf{r}} = \frac{q_1 q_2}{\mu |\mathbf{r}|^3} \mathbf{r},$$

where $\mu$ is the reduced mass of the system,

$$\mu = \frac{m_1 m_2}{m_1 + m_2}.$$  \hspace{1cm} (14)

We define the total mass as $m = m_1 + m_2$. Since the Coulomb force is central, the total angular momentum of the system is conserved and the motion happens on a fixed plane. The solution to the equations of motion, in analogy with the Newtonian ones, have the characteristic shape of a conic section, depending on the energy of the particles. Since we are interested in bound systems, we assume that the energy will be the one associated with bound orbits.

We focus on the case in which the dipole is composed of two particles with equal and opposite charge and equal mass,

$$-q_2 = q_1 = q, \quad m_1 = m_2 = M.$$ \hspace{1cm} (15)

From Eqs. (12), we find that the center of mass is fixed, the angular momentum of the system is constant and the motion lies in the orbital plane. The orbit of the binary can be directly obtained from

$$\ddot{\mathbf{r}} - \frac{4L^2}{M^2r^3} = -\frac{2q^2}{Mr^2},$$

where $L = Mr^2 \dot{\phi}/2$ is the magnitude of the angular momentum vector of the system and $\phi$ is the angle describing the motion of the reduced mass in the plane of the orbit (polar angle). Defining the dipole vector ($\mathbf{d}$) as

$$\mathbf{d} = q_1 \mathbf{r}_1 + q_2 \mathbf{r}_2 = \mu \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right) \mathbf{r},$$

where $\mathbf{r}$ is the proper radius of the system (relative position vector in the dipole case). Introducing the vector between the CM and the observer, of magnitude $R_0$ and unit direction $\hat{\mathbf{R}}_0$, the generated EM wave has a vector potential, electric field and magnetic one given by

$$A = \frac{1}{cR_0} \mathbf{d}, \quad H = \frac{1}{cR_0} \mathbf{d} \times \hat{\mathbf{R}}_0, \quad \mathbf{E} = \frac{1}{cR_0} \left( \mathbf{d} \times \hat{\mathbf{R}}_0 \right) \times \hat{\mathbf{R}}_0.$$ \hspace{1cm} (18)

This is a well-known result, a dipole emits only if it is accelerated. Finally, the expression for the intensity of the emitted energy is given by [40],

$$\mathbf{d}l = \frac{c H^2}{4\pi} R_0^2 d\Omega \rightarrow I = \frac{2}{3c^3} \frac{d^2}{d\mathbf{d}^2},$$

where we averaged over one period of the orbit and $d\Omega$ is the solid angle in the $\hat{\mathbf{R}}_0$ direction.

### B. Scattering from a rotating dipole

#### 1. Initial considerations

The binary above is now hit by an EM wave described by a vector potential $A^\mu$. For definiteness, the wave propagates along the $e_z$ axis, parallel to the direction of the observer $\mathbf{N}$ and to the angular momentum of the system $\mathbf{L}$. In this way,
the $x$-$y$ plane of the orbital frame, of the observer and also of the wave are all parallel between each other and perpendicular to the $z$ direction of the observer.

The action (11) needs to be complemented by adding both the scalar and the vector potentials of the perturbation,

$$ A_1^\nu \rightarrow A_1^\nu + A_2^\nu = \left( \frac{\Phi_1}{c} + \frac{\Phi_2}{c}, A_1 + A_2 \right), \quad (20) $$

$$ A_2^\nu \rightarrow A_2^\nu + A_2^\nu = \left( \frac{\Phi_2}{c} + \frac{\Phi_2}{c}, A_2 + A_2 \right). \quad (21) $$

Using the definitions of EM fields$^3$ and potentials,

$$ E = -\nabla \Phi - \frac{\partial}{\partial t} A \quad \text{and} \quad B = \nabla \times A, \quad (22) $$

one finds

$$ m_1 a_1 = q_1 E_2 + q_1 E_\Omega + q_1 v_1 \times B_2 + q_1 v_1 \times B_\Omega. \quad (23a) $$

$$ m_2 a_2 = q_2 E_1 + q_2 E_\Omega + q_2 v_2 \times B_1 + q_2 v_2 \times B_\Omega. \quad (23b) $$

Dropping the last two terms of Eqs. (23) by assumptions of small internal velocities compared to the speed of light, we get

$$ m_1 a_1 = q_1 E_2 + q_1 E_\Omega, \quad (24a) $$

$$ m_2 a_2 = q_2 E_1 + q_2 E_\Omega. \quad (24b) $$

Finally, in the CM frame we have

$$ \vec{R}_{CM} = \frac{q_1 + q_2}{m_1 + m_2} (E_\Omega)_{CM}, \quad (25) $$

$$ \vec{r} = \frac{1}{m} \left[ \frac{q_1 q_2}{r^2} n + \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right) (E_\Omega)_{CM} \right], \quad (26) $$

where $(E_\Omega)_{CM}$ means that the quantity under consideration has to be properly expressed in the CM frame. Using the equations of motion (24) and transforming all the quantities in the CM frame, we find the total angular momentum variation in time,

$$ \frac{dL}{dt} = \frac{2q}{M} r \times (E_\Omega)_{CM}. \quad (27) $$

Here, we used already the specific setup described by Eq. (15).

$^3$In order to pass to the old vectorial picture, in this section $B = \mu_0 H$ is the magnetic field in vacuum.

### 2. Equations of motion

As we have shown in Eq. (27), the time variation of the angular momentum is given by the cross product of the relative position vector and the external perturbing force $F_\Omega$.

$$ \dot{L} \sim r_{12} \times F_\Omega. \quad (28) $$

An electric field on the plane of the orbit changes the magnitude of the angular momentum, but not its direction. We should highlight that this simplification still captures the dynamics of the scattering, allowing us to give an analytic treatment of the process. In order to further simplify our calculations, we consider the unperturbed motion happening in circular orbits. Therefore, the equations that describe the perturbation of such kind of trajectory are given by

$$ r - r_0 = -\frac{2q^2}{Mr^2} + qE_\Omega \left( c_{r-\Omega-\phi(t)} + c_{r+\Omega-\phi(t)} \right), \quad (29a) $$

$$ 2\dot{r} \gamma + r \dot{\phi} = \frac{qE_\Omega}{M} \left( s_{r-\Omega-\phi(t)} + s_{r+\Omega-\phi(t)} \right), \quad (29b) $$

where $\gamma$ is the angle between the direction of polarization of the electric field and the $P$ direction, in the plane of the orbit. Here, and in this section only, $\phi$ is the polar angle describing the orbital motion in the $x$-$y$ plane. The constant $E_\Omega$ is the amplitude of the electric field. The presence of the perturbation in the right-hand side of the second equation spoils the constancy of the angular momentum but, at first order in $E_\Omega$, one can find the relation between $\dot{\phi}$ and $L$. Let us write

$$ \frac{2r \dot{\phi} + r \dot{\phi}}{M} = \frac{1}{M} \left( \frac{M}{2} \dot{r} \dot{r} - \frac{L}{2} \right), \quad (30) $$

where $L(t)$ is the angular momentum magnitude. Since without any external perturbation the angular momentum is conserved (and equal to a constant $L_s$), we can expand $L(t)$ in powers of the electric field,

$$ L(t) = L_s + E_\Omega L_1(t) + \mathcal{O}(E_\Omega^2). \quad (31) $$

Making use of this, a similar expansion for $r(t)$ and for $\phi(t)$ can be found,

$$ r(t) = r_s + E_\Omega g(t) + \mathcal{O}(E_\Omega^2), \quad (32) $$

$$ \phi(t) = \phi(0) + t \dot{\phi} = \phi(0) + t(\alpha_0 + E_\Omega Z_p + \mathcal{O}(E_\Omega^2)). \quad (33) $$

where $r_s$ is the orbital radius of the unperturbed motion, $\phi(0) = \phi_0$ is the initial angular position of the reduced mass in the $x$-$y$ plane and $Z_p$ is the first order correction in
the orbital frequency due to the external perturbation. Using Eqs. (29) we find

\[
\dot{L}_1(t) = \frac{q r_e}{2} (s_{r_0 - \Omega \tau_0} + s_{r_0 + \Omega \tau_0}),
\]

where we kept only the zero order in the \( \phi(t) \) expansion because \( \dot{L}_1 \) is already a first order quantity. For the unperturbed circular motion, \( \dot{\phi} = \omega_0 \) is constant. Thus, integrating Eq. (34) with \( \dot{\phi}(t) = \omega_0 \beta \), one finds

\[
L_1(t) = \int_0^t \int [\dot{L}_1(t)] = qr \left( \frac{\omega_0 \dot{r} - \dot{\phi}}{\Omega^2 - \omega_0^2} + \frac{\dot{r} - \dot{\phi}}{2(\omega_0 - \Omega)} + \frac{\dot{r} - \dot{\phi}}{2(\omega_0 + \Omega)} \right).
\]

Finally, the total angular momentum to first order in the external field is

\[
L(t) = L_0 + E\Omega L_1(t)
\]

\[
= L_0 + \frac{E\Omega qr_0 \dot{\phi}}{\Omega^2 - \omega_0^2} + \frac{E\Omega qr_0}{2} \left[ \frac{\dot{r} - \dot{\phi}}{\omega_0 - \Omega} + \frac{(\dot{r} - \dot{\phi})}{\omega_0 + \Omega} \right].
\]

From the definition of angular momentum, from Eqs. (32) and (33) and up to \( \mathcal{O}(E^2) \),

\[
L(t) = \frac{1}{2} Mr(t)^2 \dot{\phi}(t)
\]

\[
= \frac{M}{2} r_0^2 \omega_0 + \left( \frac{M}{2} r_e (r_0 Z_p + 2\omega_0 g(t)) \right) E\Omega.
\]

We can compare with Eq. (35) order by order, to get

\[
\dot{g}(t) + \omega_0^2 g(t) = \frac{2 \omega_0^2 \Omega^2 - \dot{\phi}(t)}{q(\omega_0^2 - \Omega^2)} - \frac{r_0^2 \omega_0^2 (\Omega - 3\omega_0) c_{r - \phi_0 + \Omega \tau_0} + r_0^2 \omega_0^2 (\Omega + \omega_0) c_{r - \phi_0 - \Omega \tau_0}}{2 q(\Omega - \omega_0)}.
\]

The equation above represents a driven harmonic oscillator with multiple resonant frequencies, whose solution is given by

\[
g(t) = k_1 \cos(\omega_0 t) + k_2 \sin(\omega_0 t) + \omega_0^2 \left[ \frac{2 \omega_0^2 \Omega^2 - \dot{\phi}(t)}{q(\omega_0^2 - \Omega^2)} - \frac{r_0^2 \omega_0^2 (\Omega - 3\omega_0) c_{r - \phi_0 + \Omega \tau_0}}{2 \omega_0^2 (\Omega^2 - 3 \omega_0^2)} + \frac{r_0^2 \omega_0^2 (\Omega + \omega_0) c_{r - \phi_0 - \Omega \tau_0}}{2 \omega_0^2 (\Omega^2 + 3 \omega_0^2)} \right],
\]

in which \( k_1 \) and \( k_2 \) are integration constants. We set in the following the two constants of integration to zero. Finally, we can evaluate \( Z_p \) considering the explicit solution for \( g(t) \) given by Eq. (42) with \( k_1 = k_2 = 0, \)

\[
Z_p = \frac{r_e}{q} \left[ \frac{3 \omega_0^2 \Omega^2 - \omega_0^2 (2 \omega_0^2 - 4 \omega_0^2 + 6 \omega_0^2) c_{r - \phi_0 + \Omega \tau_0}}{2 \omega_0^2 (\Omega - 2 \omega_0)} + \frac{\omega_0^2 (\omega_0^2 + 4 \omega_0^2 + 6 \omega_0^2) c_{r - \phi_0 - \Omega \tau_0}}{2 \omega_0^2 (\Omega + 2 \omega_0)} \right].
\]
In the high-frequency limit, the reasoning described before does not hold because the effect of the external field lives on a time scale much shorter than the one associated with the proper rotation of the binary, such that we can neglect the free motion of the system during one (or few) period of oscillation of the external electric field. So, we can just consider that

\[ R(t) = r_c. \] (45)

From these results we see that resonant phenomena appear depending on the ratio between the incoming and the orbital frequency. Especially, in the \( \Omega = 0 \) limit the radial motion of the reduced mass has a secular instability given by the last term of Eq. (44). This term can be understood thinking that the low frequency limit of our scattering corresponds to a perfect dipole inside a capacitor: in the large time limit, the two particles are dragged away from each other. In the \( \Omega = \omega_0 \) case there is also such a secular term, but it can be set to zero with an appropriate choice of the initial condition. Finally, the \( \Omega = 2\omega_0 \) case corresponds to a proper resonance, meaning that the amplitude of the motion for that value is infinite.

3. Scattered fields

Having solved the perturbed equations of motion, we can find the scattered electrical field, energy and the total cross section. When the system interacts with the external perturbation, the total field will contain a perturbed dipole term. In addition, the CM may contribute to the scattered field; we denote this contribution \( E_{\text{LW}} \), where LW stands for Liénard–Wiechert,

\[ E_{\text{scattered}} = E_{2p} + E_{\text{LW}}. \] (46)

We express our results in the fixed observer frame, using

\[ \hat{R}_0 = \cos \delta \cos \xi \hat{P} + \sin \delta \cos \xi \hat{Q} + \sin \xi \hat{N}, \] (47)

\[ n(t) = \cos \phi(t) \hat{P} + \sin \phi(t) \hat{Q}, \] (48)

\[ E_{\Omega} (t) = \cos \gamma \hat{P} + \sin \gamma \hat{Q}, \] (49)

where \( \delta \) and \( \xi \) are the angles that characterize the position of the unitary vector \( \hat{R}_0 \) with respect to the CM, in the fixed observer frame; \( \phi(t) \) is given by Eqs. (33) and (43), \( \gamma \) is the direction of the linear polarization of the electric field in the orbital plane and \( E_{\Omega} \) is the unitary vector in the direction of the external electric field \( \left( E_{\Omega} = E_{\text{LW}} + E_{\text{CM}} \right) \). Since we are considering the motion of a dipole in which the total charge is zero, the contribution from the CM acceleration is zero, as shown in Appendix A.

The vector potential has contributions from the unperturbed dipole and a contribution from the perturbed part, induced by the incoming EM wave. Particularly, getting the electric field \( E \) from the vector potential \( A \), we find the same functional expression (18), but containing the acceleration of the dipole given by Eq. (25). Therefore, using the definitions of dipole fields in Eq. (18) and the expression for the radial separation (42) we find

\[
E_{2p}(t) = \left[ n(t) \times \hat{R}_0 \right] \times \hat{R}_0 + \frac{E_{\Omega} R^3 \omega_0^2 c_\Omega}{c^2 R_0^3} \left[ \left( E_{\Omega} \times \hat{R}_0 \right) \times \hat{R}_0 \right] + \frac{2E_{\Omega} R^3 \omega_0^4 c_\Omega}{c^2 R_0^3 \left( \Omega^2 - \omega_0^2 \right)} \left[ \left( n(t) \times \hat{R}_0 \right) \times \hat{R}_0 \right],
\]

\[
H_{2p}(t) = \left[ n(t) \times \hat{R}_0 \right] \times \hat{R}_0 + \frac{E_{\Omega} R^3 \omega_0^2 c_\Omega}{c^2 R_0^3} \left[ \left( E_{\Omega} \times \hat{R}_0 \right) \times \hat{R}_0 \right] + \frac{2E_{\Omega} R^3 \omega_0^4 c_\Omega}{c^2 R_0^3 \left( \Omega^2 - \omega_0^2 \right)} \left[ \left( n(t) \times \hat{R}_0 \right) \times \hat{R}_0 \right].
\]

The first term describes the unperturbed dipole radiation, as we can see from a quick comparison with Eq. (18). Once this term is expressed in the observer frame, \( n(t) \) also includes a term linear in the external perturbation, due to the first order Taylor expansion of the trigonometric functions in Eq. (48). The second term that does not depend on \( n(t) \) is the only one that matters in the high frequency limit. The third term represents the
4. Cross section

The scattering cross section is defined as the ratio between the energy emitted by the system in any given direction per unit of time, to the energy flux density of the incident radiation per unit of time. Considering that $dI$ is the energy radiated per second by the binary into the solid angle $d\Omega$, we can define the differential cross section as

$$d\sigma = \frac{dI_{\text{scat}}}{S_{\Omega}},$$

(52)

where $S_{\Omega}$ is the modulus of the Poynting vector of the incoming wave. Using the relation between intensity and Poynting vector and considering that the Poynting vector module is a time-varying quantity, we get

$$\frac{d\sigma}{d\Omega} = \frac{\langle S_{\text{scat}} \rangle R_{\text{scat}}^2}{\langle S_{\text{scat}} \rangle},$$

(53)

where the triangle brackets indicate a time average over one (or more) period and $d\Omega$ is the solid angle element given, with our choice of $R_{\text{scat}}$, by

$$d\Omega = \cos \xi d\xi d\delta, \quad \xi = [-\pi/2, \pi/2]; \quad \delta = [0, 2\pi].$$

(54)

In the high frequency limit, since the incoming wave is a monochromatic plane wave, its Poynting vector is

$$S_{\Omega} = \left( \frac{c}{4\pi} E_{\Omega}^2 c_{\Omega \Omega}^2 \right) N.$$  

(55)

Its absolute value, averaged over one period of the EM wave ($2\pi/\Omega = T_{\text{scat}}$), is

$$\langle S_{\Omega} \rangle = \frac{\Omega}{2\pi} \int_{T_{\text{scat}}} S_{\Omega} dt = \frac{c E_{\Omega}^2}{8\pi}.$$  

(56)

To evaluate the Poynting vector of the scattered radiation we need to use the fields obtained in (50) and (51),

$$\langle S_{\text{scat}} \rangle = \left( \frac{c}{4\pi} (E_{2p} \times H_{2p}) \right) = \frac{\Omega}{2\pi} \int_{T_{\text{scat}}} \frac{c}{4\pi} |E_{2p} \times H_{2p}| dt.$$  

(57)

In the high frequency limit we can evaluate the differential scattering cross section using only the second term in Eq. (50) and Eq. (51),

$$\frac{d\sigma}{d\Omega} = \left( \frac{q^2}{c^2 M} \right)^2 (2c_2c^2_{\gamma-\delta} + c_{2(\gamma-\delta)} - 3).$$  

(58)

The total high frequency scattering cross section is found by integrating the above, and yields

$$\sigma = \frac{32\pi}{3} \left( \frac{q^2}{c^2 M} \right)^2,$$  

(59)

the standard Thomson result [40]. Notice that $q^2/Mc^2$ is the classical charge radius. In the case of a circular orbit, the cross section in (59) can be given as a function of the unperturbed orbital frequency through (40),

$$\sigma = \frac{32\pi}{3} \left( \frac{r^2 \omega_0^2}{2c^2} \right)^2 = A r_\gamma^2,$$  

(60)

where $A = \frac{8\pi}{3} \left( \frac{r^2 \omega_0^2}{c^2} \right)^2$. The total cross section for a wave with a generic frequency $\Omega$ is shown in Fig. 3 at $\Omega \gtrsim \omega_0$ From this plot, we can see that the cross section goes to infinity when the incoming frequency approaches twice of the orbital frequency and that in the high frequency limit it reaches the value given in Eq. (60).

III. SCATTERING OF SCALAR WAVES

For completeness, we now show that the previous results are straightforward to extend in the presence of a scalar interaction. Let us suppose that a binary system, made of two pointlike scalar charges, interacts with a scalar wave and that is on a circular orbit of frequency $\omega_0$.

We consider the following action:

$$S = \int d^4 x \left[ -\frac{1}{2} \partial^\mu \phi \partial_\mu \phi - \rho_q \phi \right] + S_m,$$

(61)

where $\phi$ is the scalar field and $\rho_q$ is a general scalar charge density. The action for a free particle $S_m$ is as in (11).
The scalar field is then governed by the Klein-Gordon equation
\[ \partial^\mu \partial_\mu \phi = \rho_q. \]  
(62)
For a pointlike charge \( \rho_q = q \delta^3(x-x') \frac{\partial}{\partial x'} \), in the non-relativist limit the static solution is given by the Green’s function of the Laplace operator,
\[ \phi(x) = -\frac{q}{4\pi |x - x'|}, \]
(63)
therefore, a Coulomb-like potential. From the Euler-Lagrange equation in a nonrelativistic regime, one finds
\[ m_1 a_1^i = -q_1 \left( \frac{\partial \phi_2}{\partial x_j} \right)_1, \]
\[ m_2 a_2^i = -q_2 \left( \frac{\partial \phi_1}{\partial x_j} \right)_2, \]
(64)
in which the scalar field \( \phi_i \) is the potential produced by the particle \( i \).

Let us now consider the case in which a scalar wave impinges on the system. We call \( \delta \phi = \phi_{\Omega} \) the perturbation in the scalar potential. The equations of motion are then altered to include the interaction of the binary with the wave,
\[ m_1 a_1^i = -q_1 \left( \frac{\partial \phi_2}{\partial x_j} \right)_1 - q_1 \left( \frac{\partial \phi_\Omega}{\partial x_j} \right)_1, \]
\[ m_2 a_2^i = -q_2 \left( \frac{\partial \phi_1}{\partial x_j} \right)_2 - q_2 \left( \frac{\partial \phi_\Omega}{\partial x_j} \right)_2. \]
(65)
(66)
Using the explicit form of the potential (63), transforming the equations to the CM frame and assuming that the scalar field is homogeneous enough to be evaluated directly in the CM position, we find
\[ \ddot{R}_{CM} = \left( \frac{q_1 + q_2}{m} \right) \left( \frac{\partial \phi_{\Omega}}{\partial x_j} \right)_{CM}, \]
\[ \ddot{r} = -\frac{1}{\mu} q_1 q_2 \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right) \left( \frac{\partial \phi_{\Omega}}{\partial x_j} \right)_{CM}. \]
(67)
(68)
These equations are formally equivalent to the EM counterpart, and no further calculation is necessary. The existence of a background of light bosons is motivated by the problem of dark matter, see e.g., [41]. Their influence in binary systems was recently described in [42–44]. The scattering that we described here may be of interest to refine these studies.

IV. SCATTERING OF GRAVITATIONAL WAVES

We now want to evaluate the effect of an incoming gravitational wave on a binary system. The binary system is made of two compact stars modeled by two point particles of mass \( m_1 \) and \( m_2 \) orbiting at an orbital frequency \( \omega_0 \). We consider an incoming monochromatic GW propagating in the \( z \) direction of a fixed basis \( (e_x, e_y, e_z) \), at a frequency \( \Omega \). In the transverse traceless (TT) gauge, \( H_{ij} \), the waveform is
\[ H_{ij} = P_{ijkl}^T \{ H_{+} (\Omega t - k z) e_i^+ e_j^+ \}
+ H_{\times} (\Omega t - k z) e_i^\times e_j^\times \}, \]
(69)
where \( e_i^+ = e_x \otimes e_x - e_y \otimes e_y \) and \( e_i^\times = e_x \otimes e_y + e_y \otimes e_x \) are the two polarization states of the GW [45], \( P_{ijkl}^T = P_{ik} P_{jl} - \frac{1}{2} P_{ij} P_{kl} \) is the TT projection operator, with \( P_{ij} = \delta_{ij} - N_i N_j \) the projection onto the plane orthogonal to \( N \). As the wave is a solution of \( \Box H_{ij} = 0 \), we have
\[ k = \pm \frac{\Omega}{c}. \]
(70)
and \( H_+ = cst \) and \( H_\times = cst \). As a consequence, the spatial derivatives of \( H_{ij} \) will be suppressed, \( \partial_k H_{ij} = O(\frac{1}{c}) \) (homogeneity condition), in particular \( \partial_k H_{ij} = 0 \) (transverse), and we can assume that in the near zone of the compact binary one has \( H_{ij} \sim (H_{ij})_{CM} \sim (H_{jk})_{CM} \). These conditions will be used in the following when we will perform a perturbative expansion of the solution.

A. Post-Newtonian formalism

1. Einstein’s equations

We want to solve the Einstein equations
\[ G^{\mu\nu} = \frac{8\pi G}{c^4} T^{\mu\nu}, \]
(71)
where \( G^{\mu\nu} \) is the Einstein tensor and \( T^{\mu\nu} \) is the stress-energy tensor for point particles
\[ T^{\mu\nu} = \sum_{A=1,2} \frac{m_A}{\sqrt{-g}} \eta^{\mu\nu}_{AA} \delta^{(3)}(x - x_A), \]
(72)
where \( g \) is the determinant of the metric \( g_{\mu\nu} \). Defining the gothic metric \( g^{\mu\nu} = -\sqrt{-g} g^{\mu\nu} \) and the tensor \( H^{\mu\nu}_{ab} = g^{\mu q} g^{\nu r} - g^{\mu r} g^{\nu q} \), we have the well-known identity [39]
\[ \partial_{[a} H^{\mu\nu}_{bc]} = (-g) \left( 2G^{\mu\nu} + \frac{16\pi G}{c^4} \eta^{\mu\nu}_{LL} \right). \]
(73)
where \( \eta^{\mu\nu}_{LL} \) is the Landau-Lifshitz tensor [39]. Next we define the gravitational field
\[ l^{\mu\nu} = g^{\mu\nu} - \eta^{\mu\nu}. \]
(74)
where $\eta^{\mu\nu} = \text{diag}(-1, 1, 1, 1)$ is the Minkowski metric and we impose the harmonicity condition on the metric perturbation $l^{\mu\nu}$.

\[ \partial_\nu l^{\mu\nu} = 0. \]  

(75)

Using Eq. (73), we can rewrite the field equations as

\[ \Box l^{\mu\nu} = \frac{16\pi G}{c^4} T^{\mu\nu} + \Lambda^{\mu\nu}, \]  

(76)

where

\[ \Lambda^{\mu\nu} = \frac{16\pi G}{c^4} l^{\mu\nu}_{\text{LL}} + \partial_\rho l^{\mu\nu} \partial_\rho - l^{\mu\rho} \partial_\rho l^{\nu\rho}. \]  

(77)

is at least quadratic in the gravitational field. In our case, $l^{\mu\nu}$ is formed by two different terms, the perturbation $H^{\mu\nu}$ due to the incoming GW that we are superimposing on the original unperturbed gravitational field $h^{\mu\nu}$. Thus, at linear order we can write

\[ l^{\mu\nu} = h^{\mu\nu} + H^{\mu\nu}. \]  

(78)

Since $\Box H^{\mu\nu} = 0$, the field equations (76) can be rewritten as a d’Alembertian equation for $h^{\mu\nu}$.

\[ \Box h^{\mu\nu} = \frac{16\pi G}{c^4} T^{\mu\nu}[m, h^{\alpha\beta}, H^{\alpha\beta}] + \Lambda^{\mu\nu}[h^{\alpha\beta}, h^{\alpha\beta}] + \Lambda^{\mu\nu}[h^{\alpha\beta}, H^{\alpha\beta}] + \Lambda^{\mu\nu}[H^{\alpha\beta}, H^{\alpha\beta}]. \]  

(79)

The last term in (79) can be neglected when considering only the dominant, linear order in $H^{\mu\nu}$ terms.

### 2. Post-Newtonian iteration

We perform the post-Newtonian iteration of the field equations in harmonic coordinates in the near-zone of the isolated source. As we are only interested in the effect of the external perturbation on the binary dynamics, we only need the lowest order PN expansion. We parametrize the metric by the usual PN potentials, using the variable $h_{00ii} \equiv h_{00} + h_{ii}$,

\[ h_{00} = h_{00}^{\text{PN}} + \mathcal{O}(c^{-4}), \]  

(80)

\[ h_{0i} = h_{0i}^{\text{PN}} + \mathcal{O}(c^{-5}), \]  

(81)

\[ h_{ij} = \mathcal{O}(c^{-4}). \]  

(82)

Each potential obeys a flat space-time d’Alembertian equation sourced by the lowest order potentials and by some matter energy density components. We get

\[ \Box V = -4\pi G \Upsilon - H^{0b} \partial_{ab} h_{000ii}, \]  

(83)

\[ \Box V^i = -4\pi G \Upsilon^i - H^{0b} \partial_{ab} h_{000ii} + \frac{1}{c} \partial_i H^{ia} \partial_a h_{000ii}, \]  

(84)

where we have defined

\[ \Upsilon = \frac{T^{00} + T^{ii}}{c^2}, \]  

and

\[ \Upsilon^i = \frac{T^{0i}}{c}. \]  

(85)

The first terms in the rhs of Eqs. (83) are of compact support, while the other terms are of noncompact support. We solve these equations perturbatively and up to linear order in $H$. The zeroth order corresponds to the Newtonian term, and the equation becomes $\Delta V = -4\pi G \Upsilon$, with $\Upsilon = m_1 \delta_i + m_2 \delta_2$, and thus,

\[ V_N = \frac{Gm_1}{r_1} + \frac{Gm_2}{r_2}. \]  

(86)

We now decompose $V$ in a Newtonian part and a contribution linear in $H$, $V = V_N + V_h$. Inserting it into Eq. (83), we find

\[ V_h = \Delta^{-1} \left[ -H^{0b} \partial_{ab} \left( \frac{Gm_1}{r_1} + \frac{Gm_2}{r_2} \right) \right]. \]  

(87)

Using the fact that $H^{ij} \sim (H^{ij})_{\text{CM}}$, we see that the inverse Laplacian will not act on $H$. Further commuting it with the spatial derivatives, we get

\[ V_h = \frac{Gm_1}{r_1} H_{ij} n_1^i n_1^j + \frac{Gm_2}{r_2} H_{ij} n_2^i n_2^j. \]  

(88)

The potential $V^i$ can be obtained in a similar way.

### 3. Geodesic equation

The geodesic equations for point-particles is equivalent to the conservation of the matter stress-energy tensor, $\nabla_{\nu} T^{\mu\nu} = 0$. We express the resulting equations for particle $i$ as [46]

\[ \frac{d(P^i)}{dt} = (F^i)_1, \]  

(89)

with

\[ P^i = \frac{g_{\mu\nu} v^\mu}{\sqrt{-g_{\rho\sigma} v^\rho v^\sigma}} \]  

(90)

\[ F^i = \frac{1}{2} \frac{\partial^j}{\partial t} g_{\mu\nu} v^\mu v^\nu \frac{v^i}{c^2}. \]  

(91)

Using the expression of the metric as a function of the potentials, see Eq. (80), we obtain at linear order in $H$
\[ P_i = v_i' - v_1'(H_{ji})_1, \]  
\[ F_i = \frac{1}{2} v_i' v_i^k (\partial_i H_{jk})_1 + (\partial^i V)_1. \]  
Using the relation \( V = V_N + V_h \), with \( V_h \) given by Eq. (88), we finally obtain the acceleration of particle 1,  
\[ a_i' = -\frac{Gm_2}{r_{12}^2} \left( 1 + \frac{3}{2} H_{jk} n_{12}^i n_{12}^j \right) n_{12}^i + \frac{dH_{ij}}{dt} v_i'. \]  
Here we ignored all higher order post-Newtonian corrections, since they will be subleading in the computation of the cross section.

### 4. Lagrangian formulation

The equations of motion (94) can be derived from the Lagrangian  
\[ L = \frac{Gm_1 m_2}{r_{12}} \left( 1 + \frac{1}{2} H_{ij} n_{12}^i n_{12}^j \right) + \frac{1}{2} m_1 v_i^2 + \frac{1}{2} m_2 v_{i_2}^2 - \frac{1}{2} m_2 H_{ij} v_{i_2} v_{i_2}. \]  
Varying the Lagrangian with respect to the velocities, we obtain the linear momentum  
\[ P_i = \sum_{A=1,2} \frac{\delta L}{\delta v_A^i} v_A^i - L \]  
\[ = m_1 v_1^i - m_1 H_{ij} v_{i_2} + m_2 v_{i_2} - m_2 H_{ij} v_{i_2}. \]  
It is possible to see that the time-derivative of the momentum is zero. Then we get the energy associated with the binary motion,  
\[ E = \sum_{A=1,2} \frac{\delta L}{\delta v_A^i} v_A^i - L \]  
\[ = -\frac{Gm_1 m_2}{r_{12}} \left( 1 + \frac{1}{2} H_{jk} n_{12}^i n_{12}^j \right) + \frac{1}{2} m_1 v_1^2 + \frac{1}{2} m_2 v_{i_2}^2 - \frac{1}{2} m_2 H_{ij} v_{i_2} v_{i_2}. \]  
Similarly the angular momentum \( J^i \) is given by  
\[ J^i = \varepsilon_{ijk} \sum_{A=1,2} x_A^k \frac{\delta L}{\delta v_A^i} \]  
\[ = \varepsilon_{ijk} [m_1 (x_1^k v_1^j + H_{kj} x_1^j v_1^j) + m_2 (x_2^k v_2^j + H_{kj} x_2^j v_2^j)], \]  
where \( \varepsilon_{ijk} \) is the Levi-Civita tensor. Finally, we define the center-of-mass integral  
\[ G^i = m_1 x_1^i - m_1 H_{jk} x_1^j + [1 \leftrightarrow 2]. \]  
The conservation laws associated with all these quantities are  
\[ \frac{dP_i}{dt} = 0, \]  
\[ \frac{dG_i}{dt} = P_i - m_1 \dot{H}_{ij} x_{i_2}^j - m_2 \dot{H}_{ij} x_{i_2}^j, \]  
\[ \frac{dE}{dt} = \frac{1}{2} m_1 \dot{H}_{ij} v_{i_2} v_i^j + \frac{1}{2} m_2 \dot{H}_{ij} v_{i_2} v_i^j \]  
\[ - \frac{Gm_1 m_2}{r_{12}} \dot{H}_{ij} n_{12}^i n_{12}^j, \]  
\[ \frac{dJ^i}{dt} = \varepsilon_{ijk} \left[ -m_1 v_1^j H_{km} v_1^k - m_2 v_{i_2}^j H_{km} v_{i_2}^k \right] \]  
\[ + \frac{Gm_1 m_2}{r_{12}} n_{12}^j H_{km} n_{12}^k \].

Unlike the Newtonian result, these quantities are not conserved, due to the incoming GW; the only conserved quantity here is the momentum \( P_i \).

We now wish to work in the center-of-mass coordinates. We define the total mass \( m \), the symmetric mass ratio \( \nu \) and the relative position \( x^i \) and velocity \( v^i \) as  
\[ m = m_1 + m_2, \]  
\[ \nu = \frac{m_1 m_2}{m^2}, \]  
\[ x^i = x_1^i - x_{i_2}^i, \quad r = |x|, \]  
\[ v^i = v_1^i - v_{i_2}^i, \quad a^i = a_1^i - a_{i_2}^i. \]  
The center of mass coordinates are obtained by solving the equation  
\[ G^i = 0. \]  
It implies the well-known Newtonian results, that are still valid at linear order in \( H_{ij} \),  
\[ x_{1,CM}^i = \frac{m_2}{m} x^i, \quad x_{2,CM}^i = -\frac{m_1}{m} x^i, \]  
\[ v_{1,CM}^i = \frac{m_2}{m} v^i, \quad v_{2,CM}^i = -\frac{m_1}{m} v^i. \]  
In the center of mass coordinates, the relative acceleration is given by  
\[ a^i = -\frac{Gm}{r^2} \left( 1 + \frac{3}{2} H_{jk} n^j n^k \right) n^i + \dot{H}_{ij} v^i, \]  
and the conservation laws are now
and then the reduced perturbed Hamiltonian
\[ \mathcal{H} = p_r r + p_\theta \dot{\theta} + p_\phi \dot{\phi} - \mathcal{L} \]
\[ = -\frac{Gm}{r} \left[ 1 + \frac{1}{2} H_{ij} n^i n^j \right] + \frac{1}{2} p_\theta^2 [1 + H_{ij} n^i n^j] \]
\[ + \frac{1}{r^2} p_\theta^2 [1 + H_{ij} n^i n^j] + \frac{1}{2 r^2 \sin^2 \theta} p_\phi^2 [1 + H_{ij} n^i n^j] \]
\[ + \frac{p_r p_\theta}{r} H_{ij} n^i n^j + \frac{p_r p_\phi}{r \sin \theta} H_{ij} n^i \phi^j \]
\[ + \frac{p_\theta p_\phi}{r^2 \sin \theta} H_{ij} \phi^i \phi^j. \] (114)

The perturbed Hamiltonian depends explicitly on time through the perturbation $H_{ij}$, given by Eq. (69).

The next step is to write the Hamiltonian as a function of the modified Delaunay variables. This can only be achieved with an expansion in the eccentricity $e$. In the following we will only consider the perturbation of a circular orbit. At this order we have that $J_3 = 0$ and $\theta_2$ is not defined. Our new set of variables is thus $\{\theta_{1,1}, J_{1,1}\}$, and the relations between the old canonical variables and the angle-action ones are
\[ r = J_3^{3/2}, \quad \theta = \pi - \arccos \left[ 1 - \frac{J_1}{J_3} \right], \]
\[ \varphi = -\theta_1 + \theta_3, \]
\[ p_r = 0, \quad p_\theta = 0, \quad p_\varphi = J_3 - J_1. \] (115)

The Hamiltonian that arises out of this procedure is
\[ \mathcal{H}^{\star} = -\frac{G^2 m^2}{2 J_3^2} \left[ H_{ij} n^i n^j - (H_{ij} \lambda^i \lambda^j) \right] + \Omega T, \] (116)
where we have introduced a new variable $\tau$ and its conjugate $T$ to absorb the explicit dependence in time, cf. Appendix B. In particular it depends not only on the actions but also on the angle variables. The dependence on the variable $\tau$ is only through the incoming GW and the only modes that contribute to the Fourier expansion are $k_r = \pm 1$. Then, as $\Omega_0(J) = \frac{G^2 m^2}{J_3}, \Omega$, we can see that the resonance occurs when
\[ \Omega = \pm k_3 n, \] (117)
where $n = \frac{G^2 m^2}{J_3}$ is the orbital frequency of the binary and $k_3 \in \mathbb{N}$.

We can also use the new set of angle-action variables $(\theta', \lambda')$, as constructed in Appendix B 2. The Hamiltonian for this set of variables is
The variation of the semimajor axis is given by

$$\dot{J}_3 = -\frac{G^2 m^3}{J_3^2} + \Omega'.'$$  \hfill (118)

The Hamilton equations are then

$$\dot{J}_3 = 0, \quad \dot{H}_1 = G^2 m^2 \frac{J_3^3}{J_3^2} \quad \text{and} \quad \dot{\Omega} = \Omega.$$  \hfill (120)

2. Variation of the orbit elements

We now relate the new set of variables to the orbit elements and obtain their evolution. From \( J_3 = \sqrt{Gma} \), we get

$$\frac{da}{dt} = 2\sqrt{a} \frac{dJ_3}{GM} = -2\sqrt{a} \frac{\partial H_1}{\partial \theta_3}.$$  \hfill (121)

From \( J_1 = J_3(1 - \cos i) \) we get, using the previous relation,

$$\frac{dt}{dr} = \frac{\cos i - 1}{\sin i} \frac{da}{dr}. \hfill (122)$$

We also have

$$\frac{d\psi}{dr} = -\frac{d\theta_1}{dr}, \quad \frac{d\omega}{dr} = -\frac{d\psi}{dr}, \quad \frac{dl}{dr} = \frac{d\theta_2}{dr}.$$  

To obtain explicit results we specify to some specific configurations.

a. Parallel to the orbital plane: \( \alpha = 0, \beta = \pi/2, \kappa = \pi/2 + i \)

We compute the variation of the energy, defined as \( E \equiv H \), and get

$$\frac{J_3^2}{G^2 m^2} \frac{dE}{dt} = -\frac{H}{2} \sin(2\ell) \cos(\Omega t) \sin(2\zeta) + \frac{H}{32} \sin(\Omega t) \cos(4\ell - 17) \cos(2\zeta).$$  \hfill (123)

The variation of the semimajor axis is given by

$$\sqrt{\frac{a}{GM}} \frac{da}{dt} = -\frac{H}{8} \cos(\Omega t) \cos(4\ell - 17) \sin(2\zeta) + 2H_x \sin(2\ell) \cos(\Omega t) \cos(2\zeta),$$  \hfill (124)

while the variation of the inclination angle is

$$\frac{a^{3/2}}{\sqrt{GM}} \frac{dr}{dt} = 2H_x (1 - \cos i) \cos i \sin(\Omega t) \cos(2\zeta) - \frac{H}{16} \cos(\Omega t) \cos(4\ell - 17) \tan\left(\frac{t}{2}\right) \sin(2\zeta).$$  \hfill (125)

b. Perpendicular to the orbital plane: \( \alpha = 0, \beta = \pi/2, \kappa = i \)

The variation of the energy is

$$\frac{J_3^2}{G^2 m^2} \frac{dE}{dt} = -\frac{H}{16} \sin(\Omega t) (\cos(2\ell) + 3)^2 \cos(2\zeta) - H_x \cos(\Omega t) \cos^2 i \sin(2\zeta).$$  \hfill (126)

The variation of the semimajor axis is given by

$$\sqrt{\frac{a}{GM}} \frac{da}{dt} = 4H_x \sin(\Omega t) \cos^2 i \cos(2\zeta) + \frac{H}{4} \cos(\Omega t) (\cos(2\ell) + 3)^2 \sin(2\zeta),$$  \hfill (127)

and the variation of the inclination angle is

$$\frac{a^{3/2}}{\sqrt{GM}} \frac{dr}{dt} = 2H_x \cos^2 i \tan\left(\frac{t}{2}\right) \sin(\Omega t) \cos(2\zeta) + \frac{H}{8} \cos(\Omega t) (\cos(2\ell) + 3)^2 \tan\left(\frac{t}{2}\right) \sin(2\zeta).$$  \hfill (128)

3. Scattered gravitational wave

The asymptotic waveform is given by [46],

$$l_{TT}^{TT} = \frac{2G}{c^2 R} c_{ijkl} \sum_{l=2}^{\infty} \frac{1}{c^l l!} \left\{ N_{l-2} U_{ijkl-2}(T - R/C) - \frac{2l}{(l+1)c} N_{l-2} \varepsilon_{abc} V_{jkl-2}(T - R/C) \right\} + O\left(\frac{1}{R^2}\right).$$  \hfill (129)

where \( (T, R) \) are the radiative coordinates. We recall that \( c_{ijkl} \) is the TT projection and the radiative moments \( U_{ijkl} \) and \( V_{ijkl} \) are related to the mass-type and current-type moments of the source. Here we suppose that the same relation still holds at linear order in \( H_{ij} \), that is, \( U_{ij}(T) = M_{ij}^{(1)}(T) \). The waveform is then given at our order by

$$l_{TT}^{TT} = H_{TT}^{TT} + \frac{2G}{c^2 R} P_{ijkl} M_{ij}^{(2)} + O\left(\frac{1}{R^2}\right).$$  \hfill (130)

The contribution from the incoming GW, \( H_{TT}^{TT} \), has to be expanded at future null infinity, i.e., when \( R \to +\infty \) keeping \( T - \frac{R}{c} \) constant. We get\(^4\)

\(^4\)We did not prove this expression and only consider the general structure of a gravitational wave at infinity.
where the brackets stand for the angular average over one orbital period and the left-hand side has been computed in Eqs. (123)–(126). The gravitational flux is defined as

\[
\mathcal{F} \equiv c \int_S \bar{g} \frac{d^4 l}{d^3 \Omega} dS_i
\]

\[
= \frac{c^3}{16 \pi G} \int_S \partial_i H_{ij} \partial_j H_{ij} R^2 d\Sigma,
\]

where \(dS_i = N^i R^2 d\Sigma\) is the surface element of the two-dimensional surface \(S\). Inserting the expressions for \(H_{ij}^{TT}\) and \(h_{ij}^{TT}\) we get for the first configuration,

\[
\langle \mathcal{F} \rangle = \frac{128 a^2 \nu \omega_0^5 H_{ij} \sin^3 (\frac{\pi \nu}{\omega_0}) \cos (\frac{\pi \omega}{\omega_0})}{15 \pi \Omega (\Omega^2 - 4 \omega_0^2)}.
\]

and for the second configuration,

\[
\langle \mathcal{F} \rangle = \frac{8 a^2 \nu \omega_0^5 \sin^3 (\frac{\pi \nu}{\omega_0}) \cos (\frac{\pi \omega}{\omega_0})}{15 \pi \Omega (\Omega^2 - 4 \omega_0^2)} (14H_{ij} \omega_0 - 5H_{ij} \Omega),
\]

After averaging over one orbital period the variation of the energy (123)–(126), we can see that the quadrupole formula is respected,

\[
\langle \frac{dE}{dt} \rangle = -\langle \mathcal{F} \rangle,
\]

where we have defined the modified energy

\[
E' = E + \frac{G m^2 \nu}{2r} (H_{ij} n^i n^j) + \frac{1}{2} m_\nu (H_{ij} v^i v^j)
\]

\[
= - \frac{G m^2 \nu}{2r} \left[ 1 - \frac{1}{2} (H_{ij} n^i n^j) \right] + \frac{1}{2} m_\nu^2.
\]

**D. The cross section**

Using the previous results, the scattering cross section can be computed generically for any binary orientation and any incoming gravitational wave. We find that, for a +polarized wave, for instance, the scattering cross section depends on the angle with which the wave hits the binary. However, in the limit when \(\Omega \to \infty\), the cross section for either edge- or head-on configurations is the same,

\[
\sigma = \frac{11408 \pi \nu^2}{2205} \left( \frac{v}{c} \right)^4 \frac{a^6}{\lambda_{GW}^6},
\]

where we have introduced the orbital radius of the binary system, \(a = \frac{R}{a_0}\) as well as the wavelength of the incoming GW, \(\lambda_{GW} = \frac{R}{a_0}\). From this formula we can see that at equal total mass, the effect is larger the slower the system. Also, it
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highlights a structure similar to that of Rayleigh scattering of light.

Note that the cross section is not allowed to grow unboundedly, since that would take us away from the perturbative regime we work in. In particular, we must require that the scattered wave is always of much smaller amplitude than the incoming GW. Evaluating the scattered wave a wavelength away from the scatterer, we find that the cross section can be expressed as

$$\sigma = C_1 \frac{11408\pi a^2}{2205}, \quad (145)$$

with $C_1 \ll 1$ the ratio between scattered and incident GWs. In addition, we must require that $C_2 \equiv H\Omega_0/\omega_0 \ll 1$, to ensure that the backreaction on the binary is small. This condition prevents the cross section from getting arbitrarily large for weakly bound binaries.

V. CONCLUSIONS

After a period of consolidation of the detection of gravitational waves, it is likely that we will enter a period of precision gravitational wave physics. This will require a better control on the possible effects that affect the production and propagation of gravitational waves. This will also be essential to use gravitational waves as an ultimate probe of the constituents of the Universe. In this work, we have extended previous calculations of propagation of gravitational waves by studying an important scattering system: a binary of compact objects.

Our results show that gravitationally bound binaries are able to scatter incoming gravitational radiation. We have computed the scattered field for general configurations, two special cases are shown in Appendix C. Consider now the binary neutron-star systems: PSR J1411 + 2551 [48] (orbital period 2.6 days, total mass 2.5M⊙) and the ultrarelativistic pulsar PSR J1946 + 2052 [49] (orbital period 0.078 days, total mass 2.5M⊙). For a GW incoming at a frequency $f = \Omega/(2\pi) = 200$ Hz, we find from the expressions in Appendix C that the order of magnitude of the correction in the amplitude—due to scattering—is, for the first binary pulsar $h_{+,x} \sim 10^{-5}h_{+,x}$, while for the ultrarelativistic pulsar we have $h_{+,x} \sim 10^{-7}h_{+,x}$. As expected from Eq. (145) the effect is larger for slowly rotating pulsars. We also find that the effect is slightly stronger for the configuration of an incoming gravitational wave parallel to the orbital plane.

The numbers above are small, but not desperately small as to be discouraging. However, how likely is such an event? The magnitude of the scattered wave is insensitive (to this order) to the structure of the compact objects forming the binary. Thus, stellar mass black hole binaries of similar periods will give rise to similar scattered amplitudes. The number of stellar mass black holes in the central parsec of our own Galactic nucleus was recently reported to be significant, of order $N = O(10^4)$ [50]. If this finding generalizes to other supermassive black holes in galactic nuclei, this implies that there exists a substantial screen of potential scatterers around supermassive black holes. Such screen may give rise to detectable levels of scattered radiation, either from binaries (the object of the current study) or from isolated objects (e.g., Ref. [36]). For example, consider GWs generated by stellar-mass black hole binaries in the last stages of the inspiral and merger, and (barely) detectable by LIGO, $f = \Omega/(2\pi) \sim 20$ Hz. The emitting-binary is close to the galactic center, and the emitted GWs will now cross a screen of binaries, which we assume have parameters close to the binary pulsar above (orbital period 2.6 days, total mass 2.5M⊙). Using the scattering cross-section (144), and the number density found in the Galactic center $n$, the mean free path of the GW is $\sim 1/(n\sigma) \sim 100$ Mpc, a number which is clearly too big to be of relevance. These estimates assume quasicircular motion, we do not expect any qualitatively important change to occur when eccentricity is included.

ACKNOWLEDGMENTS

We are indebted to the Perimeter Institute for hosting us while this work started and to the Yukawa Institute for hospitality in the last stages of the work. The authors acknowledge financial support provided under the European Union’s H2020 ERC Consolidator Grant “Matter and strong-field gravity: New frontiers in Einstein’s theory” Grant No. MaGRaTh–646597. This project has received funding from the European Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie Grant No. 690904. The authors would like to acknowledge networking support by the GWverse COST Action CA16104 “Black holes, gravitational waves and fundamental physics”. L.A. acknowledges financial support provided by Fundação para a Ciência e a Tecnologia Grant No. PD/BD/128232/2016 awarded in the framework of the Doctoral Programme IDPASC-Portugal.

APPENDIX A: RADIATION FROM THE CM

The scalar and vector potentials produced by one accelerated particle are given by the Liénard–Wiechert potentials,

$$\Phi = \frac{q}{(R_0 - \frac{v(R_0)}{c})}, \quad A = \frac{qv}{c(R_0 - \frac{v(R_0)}{c})}. \quad (A1)$$

We can then find the electric and magnetic field for the accelerated charge in a relativistic context. For small velocities we get

$$E = \frac{q}{R_0} \dot{R}_0 + \frac{q}{c^2 R_0} \dot{R}_0 \times (\dot{R}_0 \times \dot{v}). \quad (A2)$$
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\[ H = \frac{1}{R_0} \dot{R}_0 \times E. \]  

(A3)

Using Eq. (25), we find

\[ E_{\text{CM}} = \frac{(q_1 + q_2)^2 E_{\text{CM}}}{(m_1 + m_2) c^2 R_0} \dot{R}_0 \times (\dot{R}_0 \times E_{\text{CM}}). \]  

(A4)

Finally, in the observer frame, one finds

\[ E_{\text{CM}} = \frac{(q_1 + q_2)^2 E_{\text{CM}} c_{\text{CM}}}{(m_1 + m_2) c^2 R_0} \left[ (-c_s \delta \xi c_\xi + c_r \delta \xi c_\xi - c_r \delta \xi)^2 \right] P 
+ (r \left( c_s \delta \xi c_\xi + c_r \delta \xi c_\xi - c_r \delta \xi)^2 \right) Q 
+ (c_r \delta \xi c_\xi + c_r \delta \xi c_\xi) N. \]  

(A5)

As we can see from Eq. (A4), this term is due to a nonzero acceleration of the CM, that, naturally, depends on the wave perturbation. For two particles with opposite charge, the CM radiation is zero because of \( q_1 + q_2 = 0 \), and the electric field will be only the one produced by the perturbed dipole.

**APPENDIX B: ANGLE-ACTION VARIABLES**

1. **Newtonian dynamics in the Delaunay variables**

   From the reduced Newtonian Lagrangian in the center-of-mass coordinates, using spherical coordinates \( (r, \theta, \phi) \),

   \[ \tilde{L} \equiv \frac{L}{m_0} = \frac{G m}{r} + \frac{1}{2} r^2 + \frac{1}{2} r^2 (\theta^2 + \sin^2 \theta \phi^2), \]  

   (B1)

   we determine the conjugate momenta \( p_x = \partial \tilde{L} / \partial \dot{x} \),

   \[ p_r = \dot{r}, \quad p_\theta = r^2 \dot{\theta}, \quad p_\phi = r^2 \sin^2 \theta \phi, \]  

   (B2)

   and, performing a Legendre transformation, the reduced Hamiltonian,

   \[ \tilde{H}_0 = p_r \dot{r} + p_\theta \dot{\theta} + p_\phi \dot{\phi} - \tilde{L} = -\frac{G m}{r} + \frac{1}{2} p_r^2 + \frac{1}{2} r^2 p_\theta^2 + \frac{1}{2} r^2 \sin^2 \theta p_\phi^2. \]  

   (B3)

   The angular momentum \( L = r \wedge \dot{r} \) is then given by

   \[ L_r = 0, \quad L_\theta = -\frac{p_\phi}{\sin \theta}, \quad L_\phi = p_\theta. \]  

   (B4)

   We want to go from the canonical set of variables \( (r, \theta, \phi, p_r, p_\theta, p_\phi) \) to a set of canonical angle-action variables, by taking into account the symmetries of the system. We use the modified Delaunay variables that are well suited to described the Keplerian two-body problem. The actions are given by

   \[ J_3 = \frac{G m}{\sqrt{-2E}}, \quad J_2 = \frac{G m}{\sqrt{-2E}} - L, \quad J_1 = L - L_z. \]  

   (B5)

   The Hamiltonian is then simply

   \[ \tilde{H}_0 = -\frac{G^2 m^2}{2 J_3^3}. \]  

   (B6)

   We can then derive the frequencies \( \Omega_i = \partial \tilde{H} / \partial J_i \),

   \[ \Omega_3 = \frac{G^2 m^2}{J_3^3}, \quad \Omega_2 = 0, \quad \Omega_1 = 0. \]  

   (B7)

   The angles \( \theta_i \), conjugate variables of the action \( J_i \), are then linear in time,

   \[ \theta_3 = \Omega_3 (t - t_0), \quad \theta_2 = (\theta_2)_0, \quad \theta_1 = (\theta_1)_0, \]  

   (B8)

   with \( (\theta_i)_0 \) the values of the angle variables at time \( t_0 \). We can also relate the modified Delaunay variables to the orbital elements \( a, e, i, \omega, \psi \); we get

   \[ J_3 = \sqrt{Gma}, \quad J_2 = \sqrt{Gma} \left( 1 - \sqrt{1 - e^2} \right), \]  

   \[ J_1 = \sqrt{Gma(1 - e^2)(1 - \cos i)}, \]  

   (B9)

   \[ \theta_3 = l + \omega + \psi, \quad \theta_2 = - (\omega + \psi), \quad \theta_1 = - \psi. \]  

   (B10)

   Note in particular that these variables are well-defined when \( e = 0 \) and \( i = 0 \), which will allow us to perform an expansion for small eccentricity.

2. **Perturbation theory**

   When the total Hamiltonian is no longer integrable, it is not possible to write it as a function of the actions only. The perturbed Hamiltonian in the modified Delaunay variables can be written as

   \[ \tilde{H} = \tilde{H}_0 (J) + \tilde{H}_1 (\theta, J, t), \]  

   (B11)

   where \( \tilde{H}_0 = -G^2 m^2 / (2 J_3^3) \) is the Newtonian Hamiltonian previously studied, and \( \tilde{H}_1 \) is the perturbation, assumed to be small, \( \mathcal{O}(H_{ij}) \equiv \mathcal{O}(\varepsilon) \ll 1 \). We see that the total Hamiltonian now depends on the actions and angles, but also on time. The dependence on time can be removed by introducing a new coordinate \( \tau \) and its conjugate variable \( \tau \), and transforming the time-dependent Hamiltonian \( \tilde{H} \) into a time-independent Hamiltonian \( \tilde{H}^* \) in the following way:
\[ \tilde{\mathcal{H}} = \Omega \mathcal{T} + \tilde{\mathcal{H}}(\theta, J, \tau). \]  
(B12)

We see that the Hamilton equations for \( \tau \) are

\[
\dot{\tau} = \frac{\partial \tilde{\mathcal{H}}}{\partial \mathcal{T}} = \Omega, \quad \mathcal{T} = -\frac{\partial \tilde{\mathcal{H}}}{\partial \tau},
\]

such that \( \tau = \Omega t \). The other equations for the angle-action variables are unchanged, and are now given by

\[
j_3 = -\frac{\partial \tilde{\mathcal{H}}_1}{\partial \theta_3}, \quad j_2 = -\frac{\partial \tilde{\mathcal{H}}_1}{\partial \theta_2}, \quad j_1 = -\frac{\partial \tilde{\mathcal{H}}_1}{\partial \theta_1},
\]

\[
\dot{\theta}_3 = \frac{G^2 m^2}{J_3} \frac{\partial \tilde{\mathcal{H}}_1}{\partial J_3}, \quad \dot{\theta}_2 = \frac{\partial \tilde{\mathcal{H}}_1}{\partial J_2}, \quad \dot{\theta}_1 = \frac{\partial \tilde{\mathcal{H}}_1}{\partial J_1}.
\]

(B14)

Using the relations (B5) linking the angle-action coordinates \( (\theta, J) \) and the Hamilton equations (B14), we can see that we directly have the variation of the orbit elements \( a, e, l, i, \omega, \psi \). As the perturbation is small, we can use the unperturbed (Newtonian) results to evaluate \( \tilde{\mathcal{H}}_1 \) and its derivatives. Then by averaging over one (Newtonian) orbit, we get the secular evolution of the binary. However the Hamiltonian \( \tilde{\mathcal{H}} \) is quite complicated and so are the equations Eqs. (B14).

In order to circumvent these technical difficulties we use Hamiltonian perturbation theory to define a new set of canonical angle-action coordinates \( (\theta_{\text{new}}, J_{\text{new}}) \) such that the Hamiltonian will only depend on the action variables. We call \( (\theta^0, J^0) \) the old variables (including \( \tau \) and \( \mathcal{T} \)). We have

\[ \tilde{\mathcal{H}}(J_{\text{new}}) = \mathcal{H}_0(J^0) + \tilde{\mathcal{H}}_1(\theta^0, J^0). \]  
(B15)

We now consider the generating function

\[ \tilde{s}(\theta_{\text{new}}, J^0) = \theta_{\text{new}} \cdot J^0 + \tilde{s}(\theta_{\text{new}}, J^0), \]  
(B16)

where \( \tilde{s} = \mathcal{O}(e) \). Then we can rewrite the Hamiltonian, up to \( \mathcal{O}(e^2) \), as

\[ \tilde{\mathcal{H}}(J_{\text{new}}) = \mathcal{H}_0(J_{\text{new}}) + \Omega^0 \cdot \frac{\partial \tilde{s}}{\partial \theta_{\text{new}}} + \tilde{\mathcal{H}}_1(\theta_{\text{new}}, J_{\text{new}}), \]

where \( \Omega^0 = \frac{\partial \mathcal{H}_0}{\partial \mathcal{T}} \). Now we expand both the perturbed Hamiltonian \( \tilde{\mathcal{H}}_1 \) and \( \tilde{s} \) in Fourier series,

\[ \tilde{\mathcal{H}}_1(\theta_{\text{new}}, J_{\text{new}}) = \sum_k h_k(J_{\text{new}}) e^{ik\theta_{\text{new}}}, \]  
(B17)

\[ \tilde{s}(\theta_{\text{new}}, J^0) = \sum_k s_k(J_{\text{new}}) e^{ik\theta_{\text{new}}}. \]  
(B18)

Then the Hamiltonian becomes, up to \( \mathcal{O}(e^2) \),

\[ \tilde{\mathcal{H}}(J_{\text{new}}) = \mathcal{H}_0(J_{\text{new}}) + h_0(J_{\text{new}}) + \sum_{k \neq 0} [h_k(J_{\text{new}}) + k \cdot \Omega^0(J_{\text{new}}) s_k(J_{\text{new}})] e^{ik\theta_{\text{new}}}. \]

As the lhs of Eq. (B19) depends only on the action variables \( J_{\text{new}} \), the rhs should also depend only on these variables. This gives the Fourier coefficients of the generating functions,

\[ s_k(J_{\text{new}}) = -\frac{h_k(J_{\text{new}})}{k \cdot \Omega^0(J_{\text{new}})} \quad \text{for } k \neq 0. \]  
(B19)

This transformation is valid only when \( k \cdot \Omega^0(J_{\text{new}}) \neq 0 \). The case

\[ k \cdot \Omega^0(J_{\text{new}}) = 0, \]  
(B20)

is called the problem of small divisors, and it describes the appearance of a resonance at the corresponding frequency. In that case the formalism we are using to describe the binary dynamics is no more valid.

We now consider the coordinate transformation, defined by (B19), to a new set of canonical variables \( (\theta', J') \). The Hamiltonian obtained after this transformation is

\[ \tilde{\mathcal{H}}'(J') \equiv \tilde{\mathcal{H}}(J_{\text{new}})' + h_0(J'). \]  
(B21)

It describes the dynamics of the system up to first order included. The new variables are related to the old ones by the relations,

\[ J' = J + \sum_k \frac{h_k(J_{\text{new}})}{k \cdot \Omega^0(J_{\text{new}})} k e^{ik\theta'}, \]  
(B22)

\[ \theta' = \theta + \sum_k \frac{\partial}{\partial J} \left( \frac{h_k(J_{\text{new}})}{k \cdot \Omega^0(J_{\text{new}})} \right) e^{ik\theta'}. \]  
(B23)

Finally the dynamics of the system is governed by Hamilton’s equation

\[ \dot{J}' = -\frac{\partial \tilde{\mathcal{H}}'}{\partial \theta'} = 0, \]  
(B24)

\[ \dot{\theta}' = \frac{\partial \tilde{\mathcal{H}}'}{\partial J'} = \frac{\partial \tilde{\mathcal{H}}_{\text{new}}}{\partial J'} + \frac{\partial h_0}{\partial J'} \cdot \]  
(B25)
APPENDIX C: THE POLARIZATIONS OF THE SCATTERED GRAVITATIONAL WAVES

1. Parallel to the orbital plane

Similarly to the usual orbital frequency parameter $x \equiv \frac{G m_{\text{vis}}}{c^2 R}$, we define the parameter $X \equiv \frac{G m_{\text{vis}}}{c^2 R}$ related to the incoming frequency. When the wave is incident parallel to the orbital plane ($\alpha = 0, \beta = \pi/2, \kappa = \pi/2 + i$) we find

$$h_+ = \frac{G m_{\text{vis}}}{c^2 R} \left\{ -\cos(2t) + 3 \cos(2\zeta) + H_x \left[ \frac{X^{3/2}}{x^{3/2}} \cos(\Omega t) \left( 5 \sin^3 t \cos(2\zeta) + \frac{1}{48} \left( 6 \sin(2t)(7 \cos(4\zeta) - 25) + \sin(4t)(7 \cos(4\zeta) - 17) \right) + \sin(\Omega t) \left( \frac{X^{3/2}}{x^{3/2}} \left( \frac{1}{6} \sin t \cos t \cos(2t) + 3 \sin(4\zeta) - 2 \sin^3 t \cos t \sin(2\zeta) \right) \right) \right] + \frac{1}{4} \sin t \cos(12 \sin^2 t \sin(2\zeta) + (8 \cos t - 3 \cos(2t)) - 1) \sin(4\zeta) \right) \right\}$$

$$+ H_+ \left[ \cos(\Omega t) \left( \frac{X^{3/2}}{2688 x^{3/2}} \left( 2 \left( 661 \cos(2t) + 18 \cos(4t) - 21 \cos(6t) + 74 \right) \cos(2\zeta) - 7 \left( -65 \cos(2t) + 6 \cos(4t) + \cos(6t) - 198 \right) \cos(4\zeta) - 448 \cos(2t) + 3 \sin \zeta + 448 \cos(2t) + 3 \sin(3\zeta) + 647 \cos(2t) + 6 \cos(4t) - 7 \cos(6t) - 6 \right) + \frac{1}{2688} \left( 7 \left( 67 \cos(2t) - 3 \cos(4t) + \cos(6t) - 70 \right) \cos^2(2\zeta) + 672 \sin^2 t \left( \frac{1}{2} \right) \cos(2t) - 3 \left( \cos t \cos(2t) + 3 \cos(4\zeta) - 4 \right) - 2 \sin^2 t \right) \right. - \cos(2\zeta) \left( 448 \cos(2t) + 3 \sin \zeta + 3931 \cos(2t) + 38 \cos(4t) - 91 \cos(6t) - 4774 \right) \right) \right\}$$

$$+ \frac{X^{3/2}}{1344 x^{3/2}} \sin(\Omega t) \left[ -6 \sin^2 t \left( 8 \cos(2t) + 35 \cos(4t) - 619 \right) \sin(2\zeta) - 49 \cos(2t) - 3 \cos(2t) + 3 \right] \sin(4\zeta) \right\} \right\}, \quad (C1)$$

and

$$h_+ = \frac{G m_{\text{vis}}}{c^2 R} \left\{ -4 \cos t \sin(2\zeta) + H_x \left[ \frac{X^{3/2}}{x^{3/2}} \cos(\Omega t) \left( \frac{7}{3} \sin^2 t \sin(4\zeta) - \frac{1}{7} \sin^3 t \sin(2\zeta) \right) \right] + \sin(\Omega t) \left( \frac{X^{3/2}}{21 x^{3/2}} \left( 2 \sin(3t) - 2 \sin \left( 7 \cos^2 t \cos(4\zeta) + 3 \sin^2 t \cos(2\zeta) + 5 \right) \right) + 8 \sin t \cos^2 t \sin^2 t \zeta \right.$$

$$\left. - \frac{8}{7} \cos(2\zeta) \left( \sin^3 t - 7 \sin t \cos t \sin^2 t \zeta \right) \right] + H_+ \left[ \frac{X^{3/2}}{192 x^{3/2}} \left( 2 \cos t \left( 7 \cos(4t) - 17 \right) \cos(4\zeta) - 409 \right) + 65 \cos(3t) + 17 \cos(5t) \right) \sin(\Omega t) \right. \right.$$

$$\left. + \cos(\Omega t) \left( \frac{1}{48} \cos(2\zeta) \left( -24 \sin^2 t \left( \frac{1}{2} \right) \cos(4t) - 17 \right) \sin^2 t \zeta + \cos t \left( 35 - 3 \cos(4t) \right) \cos(2\zeta) - 23 \cos(2t) + \cos(4t) - 32 \sin \zeta + 38 \right) - 3 \sin t \left( \cos(2t) + 2 \cos(4t) - 17 \right) \tan t \right. \right.$$

$$\left. - \frac{X^{3}}{24 x^3} \cos t \sin(2\zeta) \left( (\cos(4t) - 33) \cos(2\zeta) - 32 \sin + 16 \right) \right\} \right\}, \quad (C2)$$
2. Perpendicular to the orbital plane

For perpendicular incidence \((\alpha = 0, \beta = \pi/2, \kappa = i)\), we have

\[
\frac{G_{\text{mix}}}{c^2 R} \left\{ \frac{X^{3/2}}{12 x^{3/2}} \cos^2 t \cos(4\zeta) \right. \\
+ \frac{X^3}{6x^3} \cos^2 t \left( -24 \sin^2 t \sin \zeta \cos \zeta + \cos(2t) \sin(4\zeta) \right) \\
+ \frac{X^3}{2688 \times 3^2} \left( 448 \cos(2t) + 3 \cos \zeta + 448 \cos(2t) + 3 \cos(3\zeta) + 14 \cos(2t) + 3 \right) \left[ -168 \cos t + 132 \cos(2t) \\
- 24 \cos(3t) + 15 \cos(4t) + 109 \cos(5t) + 3 \cos(6t) + 3 \right] \left( 91 \cos(2t) + 345 \cos(2\zeta) \\
+ 448 \cos(2t) + 3 \cos \zeta + 448 \cos(2t) + 3 \sin \zeta + 8400 \cos t - 4837 \cos(2t) \\
+ 21 \left( 104 \cos(3t) - 30 \cos(4t) + 8 \cos(5t) + \cos(6t) - 82 \right) \right) \left. \right\} ,
\]

(C3)

and

\[
\frac{G_{\text{mix}}}{c^2 R} \left\{ -4 \cos t \sin(2\zeta) + \frac{X^3}{192 x^{3/2}} \cos(4\zeta) \right. \\
+ \cos(\Omega t) \left( \frac{2X^3}{21 x^{3/2}} \cos t \left( 7 \cos^2 t \cos(4\zeta) + 3 \sin^2 t \cos(2\zeta) - 2 \cos(2t) + 4 \right) \\
+ \frac{8}{7} \cos t \cos(2\zeta) \left( 16 \sin^2 t \cos \zeta + \sin^2 t \cos(2\zeta) - 2 \cos^3 \sin^2 \zeta \right) \right) \right. \\
+ H_{\text{m}} \left( \frac{X^{3/2}}{192 x^{3/2}} \left( -2 \cos t \left( 14 \cos(2t) + 3 \right)^2 \cos(4\zeta) + 593 \right) - 269 \cos(3t) - 17 \cos(5t) \right) \sin(\Omega t) \\
+ \cos(\Omega t) \left( \frac{X^3}{192 x^3} \csc t \left( 101 \sin(2t) + 12 \sin(4t) + 6 \sin(6t) \right) \sin(4\zeta) - 64 \sin(2t) \left( \sin \zeta + \sin(3\zeta) \\
- \cos \zeta + \cos(3\zeta) \right) \right) + \frac{1}{192} \left( 3 \left( -48 \cos(2t) + 39 \cos(3t) - 4 \cos(4t) + 3 \cos(5t) - 76 \right) \sin(4\zeta) \\
+ \cos t \left( 386 \sin(4\zeta) - 64 \cos \zeta + 64 \sin(3\zeta) + \cos(3\zeta) + \cos(3\zeta) \right) \right) + 4 \sin^2 \left( \frac{t}{2} \right) \left( 538 \cos t \\
+ 136 \cos(2t) + 153 \cos(3t) + 14 \cos(4t) + 13 \cos(5t) + 170 \sec t \sin(2\zeta) \right) \left. \right\} .
\]

(C4)


