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Abstract

This thesis documents two searches for rare hadronic decays of $B^+$ mesons with the LHCb experiment at the Large Hadron Collider. Both are performed using proton-proton collision data corresponding to an integrated luminosity of 4.8 fb$^{-1}$, collected at centre-of-mass energies of 7, 8 and 13 TeV during 2011–2016.

The first is a search for $B^+ \rightarrow D_s^+ K^+ K^-$ decays. A significant signal is observed for the first time and the branching fraction is determined to be

$$B(B^+ \rightarrow D_s^+ K^+ K^-) = (7.1 \pm 0.5 \pm 0.6 \pm 0.7) \times 10^{-6},$$

where the first uncertainty is statistical, the second systematic and the third due to the uncertainty on the branching fraction of the normalisation mode $B^+ \rightarrow D_s^+ D^0$.

The second search is performed for the rare pure annihilation decay $B^+ \rightarrow D_s^+ \phi$. No significant signal is observed and a limit of

$$B(B^+ \rightarrow D_s^+ \phi) < 4.9 \times 10^{-7}$$

is set on the branching fraction at 95% confidence level.
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The electron is a *theory* that we use; it is so useful in understanding the way nature works that we can almost call it real.

Richard Feynman

*Surely You’re Joking, Mr. Feynman!*
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Throughout history, society has endeavoured to glimpse into the heart of matter, breaking it down into it’s elementary building blocks. Although the term atom was originally used by the Ancient Greek philosophers to describe indivisible particles, modern particle physics took until the 19th century to take off; the first of today’s elementary particles, the electron, was discovered by J.J. Thomson in 1897 [2]. Rutherford’s discovery of the proton [3] and Chadwick’s discovery of the neutron [4] all but completed the picture, as between them these three particles constitute essentially all stable matter in the universe.

In 1934 Yukawa proposed that the neutrons and protons were bound together using an interaction appropriately called the strong force [5]. This required a new particle to be hypothesised: the meson (meaning intermediate). The mass of this particle
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would have to sit inbetween the light electron and heavier protons and neutrons. The electron correspondingly became part of a class of particles call *leptons* (meaning light) and the protons and neutrons part of *baryons* (meaning heavy). The search for the strong force mediator resulted in the joint discoveries of the pion and muon [6,7], both initially thought to be mesons.

Throughout the 20th century further pieces of the puzzle were uncovered, including anti-electrons, neutrinos and a wealth of mesons and baryons. The seemingly bizarre complexity of particles was eventually explained by Gell-Mann [8] and Zweig [9] through the quark model. This proposed that mesons and baryons were in fact composite particles, made up of elementary constituents called *quarks*. These were considered point-like and could be combined rather simply: a quark and anti-quark combined to make a meson (qq̄), and three quarks or three anti-quarks combined to form baryons (qqq,qq̄q).

The theoretical framework for the Standard Model of Particle Physics began with the unification of the electromagnetic and weak forces in the 1960s. The development of the strong interaction in the 1970s completed the theory in the form that it is understood today. During next 40 years the remaining particles predicted to be a part of this picture were rapidly discovered: the charm quark in 1974 [12,13]; the τ lepton in 1975 [14]; the b-quark in 1977 [15]; the W and Z bosons in 1983 [16,17]; the t-quark in 1995 [18,19] and finally the Higgs Boson in 2012 [20,21]. A brief introduction to the Standard Model is detailed in this chapter: the successes and limitations are highlighted, along with potential theories that may supersede this model. A more detailed description of the relevant theoretical aspects that underpin the rare hadronic $B$ meson decays are described in Chapter 2.

The experimental apparatus used to collect the data analysed in this thesis, the LHCb experiment, is described in Chapter 3 followed by the methodology used to process this data set in Chapter 4. Finally, the statistical methods used to extract measurements can be found in Chapters 5 and 6.

The research presented in this thesis has been published in Ref. [1].

\[1\] More exotic combinations (qqqq̄, qqqq̄,...) were also proposed and recently observed [10,11].
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1.1 The Standard Model of Particle Physics

The Standard Model (SM) provides explanation for a large number of natural phenomena to a high precision. There are currently a number of unresolved issues that are not explained, implying that this theory is not the complete description of the natural world. The theory was formulated in the 1970s, with the final particles being predicted and discovered by physicists around the world in the decades following.

1.1.1 Building blocks

The SM is composed of a small number of fundamental particles; some are the components of matter and others are force-carriers that mediate interactions. The fundamental particles can be combined into composite combinations, bound by these fundamental interactions to form a rich tapestry of observable particles.

Mathematically, the theory is described by the unitary product group $\text{SU}(3)_C \times \text{SU}(2)_L \times \text{U}(1)_Y$, as the components are represented as gauge field theories. Here, $C$, $L$, and $Y$ refer to the fundamental charges: colour, weak isospin and hypercharge; the generators of each symmetry group. Throughout this thesis decays will be represented by Feynman Diagrams: pictorial representations of mathematical expressions [22]. The standard model is encapsulated by a Lagrangian density

$$\mathcal{L} = \mathcal{L}_{\text{QCD}} + \mathcal{L}_{\text{QED}} + \mathcal{L}_{\text{Weak}} + \mathcal{L}_{\text{Higgs}},$$

(1.1)

where the total quantity receives contributions from the fundamental forces as well as the spontaneous symmetry breaking mechanism allowing the particles to obtain masses. The particles of the SM can be separated into fundamental fermions (particles with half-integer spin) and fundamental bosons (particles with integer spin). These are described in the following sections.

Fundamental fermions

The fundamental spin-1/2 fermions that constitute matter can be divided into two categories: leptons and quarks. The fermions can be split into families or generations
containing two leptons and two quarks. Each of these contains an up-type and down-type quark, a charged lepton and a neutrino. There are three of these generations that are identical clones of one another, differing only by their rest masses; each subsequent generation is heavier than the previous. The interactions of these three generations via the fundamental forces are identical in the SM. These particles are listed in Table 1.1 along with their electromagnetic charge. The first generation,

<table>
<thead>
<tr>
<th>Quarks</th>
<th>Leptons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Symbol</td>
</tr>
<tr>
<td>Up</td>
<td>u</td>
</tr>
<tr>
<td>Down</td>
<td>d</td>
</tr>
<tr>
<td>Charm</td>
<td>c</td>
</tr>
<tr>
<td>Strange</td>
<td>s</td>
</tr>
<tr>
<td>Top</td>
<td>t</td>
</tr>
<tr>
<td>Bottom</td>
<td>b</td>
</tr>
</tbody>
</table>

Table 1.1: The fundamental fermions in the standard model. The electromagnetic charge, Q, is given in units of the absolute value of the electron charge: 1.6 × 10^{-19} C.

containing the u, d, e^− and ν_e particles, is the least massive generation and most stable. The second and third generations exist only fleetingly, before decaying back down to the first generation. Therefore, all stable matter in the universe is comprised of first-generation particles. As detailed in Table 1.1, all fermions except neutrinos have an electromagnetic charge. Additionally, they have other quantum numbers that define their interaction with the other fundamental interactions.

Antimatter

For each of the fundamental fermions in the standard model there exists an antimatter partner, as predicted by P. Dirac in 1928 [23]. The positive electron partner, called positron, was first discovered by C. Anderson in 1932 [24]. Antimatter particles only differ from their matter counterparts by their quantum numbers, such as charge or baryon and lepton number; the mass and lifetime of a particle and its antiparticle
are identical. Matter and antimatter can recombine or \textit{annihilate}, releasing the energy stored in their rest masses. Therefore, each of the fermions in Table 1.1 has a corresponding antimatter equivalent with the opposite electromagnetic charge.

\section*{Fundamental interactions}

The SM provides a mechanism for three fundamental forces: the electromagnetic, weak and strong forces. Each of these are mediated by force-carriers called gauge bosons. Details of these forces are listed in Table 1.2 along with gravity, the forth fundamental force.

\begin{center}
\begin{tabular}{l|l|l|l|l}
\hline
Force & Boson & Symbol & Mass (GeV/c$^2$) & Range (m) \\
\hline
Strong & gluon & $g$ & 0 & $10^{-15}$ \\
Electromagnetic & photon & $\gamma$ & 0 & $\infty$ \\
Weak & $W$ boson & $W^\pm$ & $80.385 \pm 0.015$ & $10^{-18}$ \\
 & $Z$ boson & $Z$ & $90.188 \pm 0.002$ & $10^{-18}$ \\
Gravity & graviton? & & 0 & $\infty$ \\
\hline
\end{tabular}
\end{center}

\textbf{Table 1.2:} The fundamental interactions listed in order of strength.

The electromagnetic interaction is mediated by the massless photon. This affects all particles with a electromagnetic charge. The range of this force is infinite. The interaction is described fully by Quantum Electrodynamics (QED), an Abelian gauge field theory in which the photon doesn’t undergo self-interactions as it is uncharged.\footnote{Light-by-light scattering has been observed but this is mediated by quark loops.}

The strong force is mediated by the massless gluon. This couples to colour charge, which comes in three variants; red, green and blue. The strong interaction is described by Quantum Chromodynamics (QCD), a non-Abelian gauge theory. This allows gluon self-coupling as the gluons carry colour charge themselves. This leads to complicated dynamics that limits the range of the strong force. Of the fundamental fermions, only the quarks have colour charge. Leptons don’t interact strongly.

The weak force is mediated by the massive $W^\pm$ and $Z$ bosons. The range of this force is limited to the order of $1/m_{W,Z}$ and appears much weaker than the electromagnetic force for interactions with energies $<< m_{W,Z}$. The weak interaction
is also described as a non-Abelian gauge theory in which the gauge bosons can self-interact.

The origin of mass

The final particle of the SM is the Higgs boson, a key component to allow the fundamental particles to gain mass. Discovered in 2012 at the Large Hadron Collider \cite{20,21} it constitutes the final particle predicted to be part of the SM.

In the standard model all fermions would naively be expected to be massless, as the Lagrangian density terms that would allow them to gain a mass are excluded due to symmetry constraints. The exact symmetry can be broken by a mechanism proposed by R. Brout, F. Englert and P. Higgs \cite{26,27} in which a new scalar field is introduced called the Higgs field.

The masses of particles arise as a result of the self coupling of the Higgs field. The field potential contains quadratic and quartic terms in the field strength, allowing a situation where stable minima exist, displaced from the origin (which is an unstable maximum). The perturbations of this field occur around any one of the degenerate minima, requiring the symmetry of the system to be spontaneously broken. This leads the vacuum expectation value, $v$, of the field to be non-zero.

Gauge boson masses are a result of the kinetic energy of the Higgs field. The fermion masses arise from the Higgs-fermion field interactions directly. The Higgs boson itself gains mass from the Higgs field kinematics and potential.

Whilst very significant, the fermion masses themselves are not responsible for the majority of mass in the universe. The proton is a composite particle of two $u$-quarks and one $d$-quark with a mass of $m_p = 938 \text{MeV}/c^2$. This is about 100 times larger than the sum of the constituent quark masses. The remainder of the mass originates from the binding dynamics of the strong interaction. The proton can be thought of as containing a sea of quarks and gluons that mediate the attraction between the valence quarks. The invariant mass of the whole system gives rise to the proton mass.
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**CP violation**

The combined symmetries of charge conjugation (swapping particles for antiparticles) and parity inversion (mirroring space) are referred to as CP-symmetry. The SM contains mechanisms that allow this CP-symmetry to be violated in decays: processes can happen at different rates for matter and antimatter. The weak interaction introduces all of the CP violation observed in the SM. Both the quark and lepton sectors have the freedom to mix between different generations, introducing a complex weak phase that can cause asymmetries in interference between competing processes. In principle processes mediated by the strong interaction could exhibit CP-violation, however this has not been observed to occur.

1.1.2 Parameters

The SM contains 19 free parameters. The theory doesn’t predict the value of these numbers, instead they must be worked out experimentally.

**Masses:** the masses of 9 massive fundamental fermions (alternatively parametrised as the Higgs-fermion couplings).

**Couplings:** the three coupling strengths of the electromagnetic, strong and weak forces.

**Higgs potential:** two parameters determine the Higgs potential: the vacuum expectation value and the Higgs Boson mass.

**Mixing parameters:** these four parameters allow the weak interaction eigenstates and mass eigenstates to differ in the quark sector.

**Strong CP phase:** this could allow CP violation in the strong interaction, but is experimentally measured to be extremely small.

The relatively large number of free parameters in the SM may hint to this model only being a subset of a more complete theory. Trends are observed between the
quantities, for example the masses of the fermions in each generation are each fairly similar in size. Some larger theory may be responsible for these trends.

1.1.3 Triumphs

The SM predicts a number of processes to an extraordinary accuracy.

Magnetic moments

The intrinsic magnetic moment for electrons was predicted by Dirac to be $g = 2$. In QED this quantity receives corrections as a result of higher order effects that make the value slightly larger than two. The electrons anomalous coupling $a_e = (g - 2)/2$ has been measured \[28\] and predicted theoretically \[29\] to be

$$\begin{align*}
a_e(\text{theory}) &= (1159652182.031 \pm 0.015 \pm 0.015 \pm 0.720) \times 10^{-12} \\
a_e(\text{exp.}) &= (1159652180.73 \pm 0.28) \times 10^{-12}.
\end{align*}$$

(1.2)

The remarkable level of agreement demonstrates the predictive accuracy of the SM.

Precision tests of electroweak theory

The SM makes predictions for the properties of the electroweak gauge bosons. Tests were performed on the $Z$ boson by measuring the total decay width; a quantity sensitive to the number of light neutrino species. Experiments conducted at the Large Electron Positron collider (LEP) and SLAC Linear Collider determined the number of species to be $2.9840 \pm 0.0082 \ [30]$, consistent with the SM picture. Additionally, these experiments used vast collections of $Z$ bosons to measure branching fractions, polarisations and asymmetries to high precision.

1.1.4 Shortfalls

In spite of the success of SM predictions a number of areas are not explained by the theory.
1. *Introduction*

**Baryon asymmetry**

The universe is observed to be matter dominated. Macroscopic quantities of antimatter elsewhere in the universe would result in matter-antimatter boundaries that radiate energy from annihilation. This would lead to intense sources of high energy radiation visible to gamma ray telescopes; a phenomenon that has not been observed [31]. Three conditions that can lead to asymmetries between matter and antimatter were postulated by A.D. Sakharov in 1966 [32]. These require baryon number violation, $C$- and $CP$-symmetry violation and interactions out of thermal equilibrium. The source of $CP$-violation in the SM is far too small to account for the observed cosmic asymmetry. For processes at the electroweak energy scale, the quark masses (excluded the $t$-quark) are comparatively small, leading to a tiny level of $CP$ violation. Sources beyond the scope of the SM are therefore expected to contribute to this asymmetry.

**Neutrino masses**

In the SM, only left handed neutrinos exist. The SM fermion masses can be thought of as couplings between the left- and right-handed fields. Without a right-handed counterpart, neutrinos cannot have mass. This has been demonstrated to be incorrect by the observation of neutrino flavour oscillations that require non-zero masses [33, 34]. Models beyond the SM offer some possible explanations. As neutrinos are not electromagnetically charged they could be their own antiparticles. These types of fermions are known as Majorana fermions [35] and could lead to such phenomena as neutrino-less double beta decay. Another possibility is that neutrinos are Dirac fermions, with right-handed singlet counterparts. However, these would not interact with any of the SM forces.

**Gravity**

The SM doesn’t incorporate a gauge field theory of gravity. The interaction can be hypothesised to be quantised by a massless spin-2 graviton. However, a complete integration of general relativity and the standard model would require a theory of
1. Introduction

quantum gravity. Gravity is of comparative strength to the SM forces around the Planck energy scale, $O(10^{19})$ GeV.

**Dark matter and dark energy**

Astrophysical evidence suggests that baryonic matter only makes up small fraction of the total matter content of the universe. The distribution of galactic rotation curves suggests a large halo of matter is present in the galaxy that only interacts gravitationally. Additionally, phenomena such as gravitational lensing and the ‘bullet cluster’ point towards a higher density of matter than can be observed with electromagnetic radiation.

The acceleration of universe’s expansion is attributed to dark energy; a currently poorly understood type of energy distinct from dark matter and baryonic matter.

**Strong CP violation (or lack thereof)**

The strong interaction $CP$ violating phase is not constrained by the theory but experimentally it is found to be to be extremely small from measurements of the neutrons electric dipole moment. The current limits constrain the strong $CP$ violating phase to be below $O(10^{-10})$.

**Hierarchy problem**

The physical mass of the Higgs boson receives contributions from quantum loop corrections in addition to the bare mass. The calculation of the loop corrections requires integrating over the possible momenta of the particles in the loop, with the upper limit of the integral determined by some energy-scale cut-off, $\Lambda$, where the theory breaks down. The SM is known to break down at the Planck scale, $O(10^{19})$ GeV, where gravity becomes of a comparable strength to the SM interactions. This leads to terms of order $\Lambda^2$ contributing to the physical Higgs mass. The observation of a Higgs boson with mass $O(125\text{ GeV}/c^2)$ implies these very large terms cancel out almost exactly. In the SM this requires a high level of fine-tuning such that this
happens by chance. Models beyond the SM introduce natural mechanisms to cancel these contributions.

1.2 Beyond the Standard Model

As the SM is deficient in its description of the natural world, a large number of theories proposing extensions have been hypothesised. A small selection of Beyond the Standard Model (BSM) theories are summarised here.

1.2.1 Supersymmetry

The Supersymmetry (SUSY) theory unifies fermions and bosons by proposing a symmetry that can interchange the two. This requires creating an additional set of particles for each SM fermion and boson; the supersymmetric partners. This symmetry is broken to allow the SM and SUSY partners to have different masses. This theory predicts dark matter candidates, fixes the hierarchy problem and unifies the gauge interactions. However, the broken symmetry results in a large number of free parameters, leading to a huge phase-space in which to search. So far no evidence of SUSY has been observed, but limits have been set on a wide variety of modes.

\( R \)-parity violating SUSY

Within SUSY, the original SM particles and the newly introduced SUSY particles can be distinguished by a quantum number called \( R \)-parity, for which SM (SUSY) particles have eigenvalues +1 (−1). In SUSY models that conserved \( R \)-parity, the lightest SUSY particle must be stable, as it would not be able to decay to just SM particles. This results in a convenient dark matter candidate, and prevents rapid proton decay that could be observed if baryon and lepton number conservation can be violated.

Some models exist in which \( R \)-parity violation (RPV) occurs. If only one of baryon or lepton number is also violated then the rapid decay of the proton can be avoided.
Two Higgs doublets

A number of extensions to the SM exist which include additional Higgs doublets. The SM contains a single Higgs doublet, corresponding to the scalar Higgs boson and the three Goldstone bosons \[40,41\] that allow the $W^\pm$ and $Z$ gauge bosons to gain a longitudinal degree of freedom and hence mass. Introducing a second Higgs doublet results in four more physical states; this gives a total of three neutral Higgs bosons and two charged. SUSY requires two Higgs doublets with up-type and down-type fermions coupling to different doublets.

Direct searches for charged Higgs bosons at LEP set limits on the mass of the charged Higgs bosons of $M_{H^\pm} > 80$ GeV \[42\].

1.2.2 Leptoquarks

A number of theories result in the creation of leptoquarks: additional particles that facilitate quarks and leptons to be interchanged. In these theories the SM strong SU(3) and electroweak SU(2) \times U(1) symmetries are embedded in a larger symmetry, for example SU(5). The gauge bosons of this symmetry can couple to leptons and quarks. Leptoquarks can allow lepton flavour universality to be violated \[43\].

Searches for the direct pair production of first, second or third generation leptoquarks at the LHC place limits on the mass of these gauge bosons between $M_{LQ} > 740 - 1050$ GeV \[44,45\].

1.2.3 Extra dimensions

In the 1920s, T. Kaluza and O. Klein attempted to unify the electromagnetic interaction and gravity by extending space-time into a fifth dimension \[46,47\]. Since then, many different models have been proposed with possible geometries for any additional dimensions. These can provide solutions to the hierarchy problem and introduce additional particles that could be observed.

The size of extra dimensions have been studied by testing the gravitational inverse-square law at short distances. Current results imply an extra dimension must have
a length scale $R < 44 \, \mu\text{m}$ [48]. Extra dimensions can also be studied at colliders such as the LHC by looking for events with large missing energies resulting from the production of Gravitons. Limits places at the ATLAS experiment correspond to a length scale limit of $R < 10.9 \, \mu\text{m}$ [49].

### 1.2.4 Axions

The problems surrounding the lack of strong $CP$ violation can be circumvented by introducing a new field to the SM as proposed by R. Peccei and H. Quinn [50]. This results in a new light or massless gauge boson called the axion, however this has not been observed.

It is possible to search for axions by investigating their two-photon vertex; this allows axion-photon conversion in strong electromagnetic fields. Strong lasers within superconducting magnets illuminate an optical barrier: any photons detected on the other side of the barrier would imply a photon-axion-photon oscillation has occurred. Current searches place limits on the coupling strength of $3.5 \times 10^{-8} \, \text{GeV}^{-1}$ [51].
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This chapter contains an overview of the theory relevant to rare hadronic $B$ meson decays.
2. Motivation for studying $B^+ \to D_s^+ K^+ K^-$ final states

2.1 The weak force in $b$-hadron decays

Ground state hadrons containing a single $b$-quark can only decay via the weak interaction as the $b$-quark must change flavour to one of the first or second generation quarks. Exclusive decays of $B$ mesons were first observed by the CLEO experiment in 1983 [52]. Although the decay of the $b$-quark is mediated by the weak interaction, the strong interaction still contributes to the physically observed particles. In the SM quarks abide by confinement, preventing bare quarks from propagating unhindered. Instead, quarks are only ever observed in bound states, or hadrons, with other quarks or anti-quarks. Therefore the observation of the weakly decaying $b$-quark is necessarily accompanied by the strong interaction governing the hadronisation of the initial and final state quarks.

2.1.1 The weak force

The weak interaction differs remarkably from the electromagnetic and strong interactions. It is the only of the three to be mediated by massive gauge bosons and uniquely violates parity; the action of mirroring space. Additionally, there are two types of gauge boson: the charged $W^\pm$ bosons that result in charged-current interactions; and the neutral $Z$ boson, responsible for neutral-current interactions.

Confusingly, the weak interaction is actually stronger than the electromagnetic force, however the large mass of the mediators suppresses the interaction at low energy. The charged-current weak interaction was originally proposed by E. Fermi to be a four point coupling with strength $G_F$ [53]. This works well for low energy interactions in which the momentum transfer is much less than the $W^\pm$ boson mass, $|q^2| << m_{W^\pm}^2$. At higher masses this breaks down, leading to unitarity violation in processes such as $e^+ e^- \to W^+ W^-$. This is resolved by adding a neutral-current interaction that restores unitarity.
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Parity violation

Parity is conserved in QCD and QED so it was naturally assumed to follow suit in the weak interaction. In 1957 it was shown by C.S. Wu and collaborators that parity was indeed violated in the beta decay of cobalt-60 \[54\]. The rate of electrons emitted during the decay was measured as a function of the polar angle. In the parity conservation scenario the same rates would have been expected at angles of $\theta$ and $180^\circ - \theta$ to the nuclear spin vector; however electrons are preferably emitted anti-aligned to this direction only.

The weak interaction can be described as a V-A interaction (vector-axialvector), corresponding to a maximally parity violating interaction; the $W^\pm$ boson only couples to left-handed chiral particle states. In the ultra-relativistic limit this would mean that the weak force only couples to left-handed helicity particles and right-handed helicity antiparticles. This is relaxed when accounting for the non-zero masses of fermions (when the helicity eigenstates are no longer equal to the chiral eigenstates), but leads to helicity suppression for certain processes, for example $\pi^- \rightarrow e^- \nu_e$ with respect to $\pi^- \rightarrow \mu^- \nu_\mu$. The relative branching fractions for these two processes acts as strong experimental evidence for the V-A interaction.

Electroweak unification

Although the weak and electromagnetic forces can be described by QED and the Fermi interaction at low energies, this becomes insufficient at high energies. Here, the weak and electromagnetic forces can be unified through the single Electroweak gauge theory with a $SU(2)_L \times U(1)_Y$ symmetry.

The $Z$ boson introduced to prevent unitarity violation is experimentally observed to couple to both left-handed and right-handed particles, in contrast to the $W^\pm$ boson. This seemingly contradictory situation was resolved by S. Glashow, A. Salam and S. Weinberg \[55\] who developed a unification of the electromagnetic and weak interactions. This begins by replacing the physical electromagnetic $U(1)_Q$ interaction with a similar $U(1)_Y$ interaction that couples to weak hyper-charge, $Y$. This gauge
symmetry requires a new gauge boson $B$. The weak $SU(2)_L$ interaction generates three gauge bosons. The third of these, the neutral $W^3$, can mix with the new $B$ gauge boson to generate the two physical bosons $\gamma$ and $Z$

$$\begin{pmatrix} \gamma \\ Z \end{pmatrix} = \begin{pmatrix} \cos \theta_W & \sin \theta_W \\ -\sin \theta_W & \cos \theta_W \end{pmatrix} \begin{pmatrix} B \\ W^3 \end{pmatrix},$$  \hspace{1cm} (2.1)$$

where $\theta_W$, the weak mixing angle, is a free parameter of the SM. This allows the $Z$ boson to couple to both left- and right-handed particles as it is a mixture of the parity-violating $W^3$ boson and parity-conserving $B$ boson.

### 2.1.2 Weak interactions of quarks

It is experimentally observed that the rates of kaon and pions decays do not proceed at the same rate; the decay rate of $s$-quark containing particles are suppressed,

$$\frac{\Gamma(K^+ \to \mu^+\nu_\mu)}{\Gamma(\pi^+ \to \mu^+\nu_\mu)} \sim 0.257.$$  \hspace{1cm} (2.2)$$

It was observed by N. Cabibbo that in many quantum mechanical systems, different good quantum numbers are appropriate depending on the dynamics. He proposed that the eigenstates of the weak interaction may be different to the mass eigenstates that govern the propagation of particles \[58\]. The Cabibbo angle, $\theta_c$, was introduced to mix the mass eigenstates into the weakly interacting eigenstate,

$$d' = \cos \theta_c d + \sin \theta_c s.$$  \hspace{1cm} (2.3)$$

However, this on its own was not enough to explain the lack of flavour-changing neutral currents such as $K^0 \to \mu^+\mu^-$. This was resolved by S.L. Glashow, J. Iliopoulos, and L. Maiani with the introduction of the GIM mechanism \[59\]. This suppressed neutral current processes by proposing a fourth quark, the charm quark. This was paired with the strange quark and allowed Cabibbo’s mixing matrix to be elegantly completed

$$\begin{pmatrix} d' \\ s' \end{pmatrix} = \begin{pmatrix} V_{ud} & V_{us} \\ V_{cd} & V_{cs} \end{pmatrix} \begin{pmatrix} d \\ s \end{pmatrix} = \begin{pmatrix} \cos \theta_c & \sin \theta_c \\ -\sin \theta_c & \cos \theta_c \end{pmatrix} \begin{pmatrix} d \\ s \end{pmatrix}.$$  \hspace{1cm} (2.4)$$

In the SM the weak interaction facilitates the changing of quark flavour via the \textit{charged-current} interaction $W^\pm \to q\bar{q}'$ whilst the \textit{neutral-current} interaction must conserve flavour, $Z \to q\bar{q}$. 
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2.1.3 The CKM matrix

Cabibbo’s two-generation mixing matrix can be easily extended to the three-generation scenario in the SM. The extended matrix referred to at the Cabibbo-Kobayashi-Maskawa (CKM) matrix \[60\] is expressed generally as

\[
\begin{pmatrix}
  d' \\
  s' \\
  b'
\end{pmatrix} =
\begin{pmatrix}
  V_{ud} & V_{us} & V_{ub} \\
  V_{cd} & V_{cs} & V_{cb} \\
  V_{td} & V_{ts} & V_{tb}
\end{pmatrix}
\begin{pmatrix}
  d \\
  s \\
  b
\end{pmatrix}
\] (2.5)

where the transitions between quark flavours are determined by the complex quantities $V_{qq'}$. If the SM is a complete theory of quark interactions by the charged weak interaction this matrix is required to be a unitary matrix obeying the condition

\[
U_{\text{CKM}}^\dagger U_{\text{CKM}} = I. \tag{2.6}
\]

Of the four parameters that describe a $3 \times 3$ unitary matrix, three can be represented as angles and one is a complex phase. Importantly, this phase allows $CP$ violation to be present in the SM and was one of the main motivations of M. Kobayashi and T. Maskawa in proposing the matrix. The matrix can be represented in the Wolfenstein parametrisation using four parameters $\lambda$, $A$, $\rho$ and $\eta$ \[61\]. When represented with factors up to $O(\lambda^3)$, the CKM matrix is given by

\[
\begin{pmatrix}
  d' \\
  s' \\
  b'
\end{pmatrix} =
\begin{pmatrix}
  1 - \frac{\lambda^2}{2} & \lambda & A\lambda^3(\rho - i\eta) \\
  -\lambda & 1 - \frac{\lambda^2}{2} & A\lambda^2 \\
  A\lambda^3(1 - \rho - i\eta) & -A\lambda^2 & 1
\end{pmatrix}
\begin{pmatrix}
  d \\
  s \\
  b
\end{pmatrix}. \tag{2.7}
\]

The parameters $\lambda$, $A$, $\rho$ and $\eta$ are all of order one and can be related to the CKM matrix elements using the relations $\lambda = V_{us}$, $A\lambda^2 = V_{cb}$, $A\lambda^3(\rho - i\eta) = V_{ub}$ and $A\lambda^3(1 - \rho - i\eta) = V_{td}$. This representation is helpful as it dictates that for $CP$ violation to be present in the SM, $\eta$ must be non-zero. Additionally, the contribution from the imaginary parts is predominately in $V_{ub}$ and $V_{td}$ (the terms $V_{cd}$ and $V_{ts}$ receive smaller contributions from $\eta$ at $O(\lambda^5)$).

The magnitudes of the CKM matrix elements can be inferred from various processes and have been measured to have the following sizes \[62\]

\[
\begin{pmatrix}
  |V_{ud}| & |V_{us}| & |V_{ub}| \\
  |V_{cd}| & |V_{cs}| & |V_{cb}| \\
  |V_{td}| & |V_{ts}| & |V_{tb}|
\end{pmatrix} = \begin{pmatrix}
  0.97417 \pm 0.00021 & 0.2248 \pm 0.0006 & (4.09 \pm 0.39) \times 10^{-3} \\
  0.220 \pm 0.005 & 0.995 \pm 0.016 & (40.5 \pm 1.5) \times 10^{-3} \\
  (8.2 \pm 0.6) \times 10^{-3} & (40.0 \pm 2.7) \times 10^{-3} & 1.009 \pm 0.031
\end{pmatrix}. \tag{2.8}
\]
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The values of the diagonal elements are determined to be close to unity, with the elements getting smaller further away from the diagonal.

In the standard model $CP$ violation can manifest itself in three different ways:

1. **Direct $CP$ violation**: the decay rate for matter and antimatter particles can differ, $\Gamma(A \rightarrow f) \neq \Gamma(\bar{A} \rightarrow \bar{f})$,

2. **Indirect $CP$ violation in mixing**: the rate of oscillation between a neutral particle to it’s antiparticle can differ from the reverse process, $\Gamma(A^0 \rightarrow \bar{A}^0) \neq \Gamma(\bar{A}^0 \rightarrow A^0)$,

3. **Indirect $CP$ violation from interference and mixing**: Interference can occur between oscillated and non-oscillated neutral particles decaying to the same final state ($A^0 \rightarrow f$ and $A^0 \rightarrow \bar{A}^0 \rightarrow f$), resulting in different decay rates for matter and antimatter particles.

The decays described in this thesis are of charged $B$ mesons, therefore only direct $CP$ violation is relevant.

The first observation of $CP$ violation occurred in 1964 by V. Fitch and J. Cronin in the decay of neutral kaons [63]. The kaon flavour eigenstates $K^0 (d\bar{s})$ and $\bar{K}^0 (\bar{d}s)$ mix into the physically observed $K^0_L$ and $K^0_S$ particles with long and short lifetimes respectively. Under the assumption of $CP$ conservation these would correspond to the states $(d\bar{s} - \bar{d}s)/\sqrt{2}$ and $(d\bar{s} + \bar{d}s)/\sqrt{2}$ respectively. A beam of long-lived neutral kaons was produced and the decay to $2\pi$ was observed. Neutral kaons were known to decay to $2\pi$ and $3\pi$ final states. The $2\pi$ state is a $+1$ eigenstate of the $CP$ operation, whilst the $3\pi$ is a $-1$ eigenstate. If the long-lived and short-lived neutral kaon eigenstates were also $CP$ eigenstates then only the $K^0_S \rightarrow \pi\pi$ and $K^0_L \rightarrow \pi\pi\pi^0$ decays would be allowed. The observation of $K^0_L \rightarrow \pi\pi$ decays demonstrated that the physical kaon states do not conserve $CP$ symmetry. This $CP$ asymmetry is explained by the CKM matrix.
Mesons containing $c$-quarks have not been observed to violate $CP$ asymmetry. The SM predictions for $CP$ violation in the charm sector are very small as a result of the CKM elements that govern these processes.

Hadrons containing $b$-quarks are a rich environment to study CKM physics. There are a wide variety of topologies that allow different parameters to be measured. In the $b$-meson sector $CP$ violation has been observed in decays of $B^+$ \cite{64, 65}, $B^0$ \cite{66, 67}, $B_s^0$ \cite{68} mesons.

2.1.4 $b$-hadron physics

This thesis is concerned with hadronic two- and three-body decays of charged $B$ mesons. The relevant topologies of hadronic two-body $B$ meson decays are shown in Fig. 2.1. These different possibilities receive varying levels of suppression as a result of the topology. The quark accompanying the $b$-quark can act as a spectator (as in Figs. 2.1a, 2.1b, and 2.1c) or can be involved in the decay process (as in

\begin{figure}[h!]
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\textbf{Figure 2.1:} Two-body weak decay topologies of $b$-mesons. The $W$-boson exchange and penguin-annihilation topologies only contribute to neutral $B$ meson decays, whilst the annihilation topology only contributes to charged $B$ mesons. Colour-favoured and colour-suppressed refer to the constraints that are imposed by requiring the final state mesons to be colourless.
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Figs. 2.1e, 2.1d, 2.1f). In situations in which more than one of these topologies can contribute, interference can occur between the competing amplitudes. If the processes have different weak phases, i.e. contain different CKM matrix elements, the interference can lead to $CP$ violation.

2.1.5 QCD and hadronisation

Although the decay of ground state $B^+$ mesons is mediated by the weak interaction, the precise prediction of decay rates depends on the strong interaction. The prediction of processes involving QCD is difficult because quarks and gluons cannot propagate freely as a result of confinement. This means hadronisation will occur, leading to the physically observed bound states. It is still possible to make comparisons of experimental observations with QCD predictions by exploiting a number of features of the theory.

Unlike electromagnetism, at small length scales the strong interaction coupling is weak, whilst at larger length scales it becomes stronger. This is referred to as Asymptotic Freedom [69, 70] and allows high energy (small length scale) processes to be calculated perturbatively. Low energy interactions remain difficult as infinite numbers of terms would be required to compute exactly.

It is possible to impose an arbitrary energy scale into the calculations. General expressions for processes can then be related to physical observables. For example, the fractional content of different species within hadrons can be determined as Parton Density Functions, which can then be evolved to work at any arbitrary scale via dedicated renomalisation group equations.

Factorisation can be exploited to split high energy perturbative QCD (pQCD) from the low energy processes below the QCD scale $O(200 \text{ MeV})$. This allows the high energy components to be computed perturbatively, with the low energy components taken from other calculations. One method of computing the non-perturbative expressions is Lattice QCD. This involves quantising space-time using a finite grid. The field equations are evaluated at these discrete points. The spacing of the lattice
can be changed such that the physical values can be extrapolated in the continuum limit. This is computationally expensive and requires the use of supercomputers.

2.2 Annihilation topology decays

Annihilation topology decays are a class of processes in which the initial state particles annihilate to form a virtual propagator (Fig. 2.1d). This mediator then decays to a (possibly different) set of particles. Perhaps the simplest $B^+$ meson annihilation process is $B^+ \rightarrow \ell^+\nu_\ell$, shown in Fig. 2.2.

![Annihilation diagram](image)

**Figure 2.2:** Annihilation topology process for $B^+ \rightarrow \ell^+\nu_\ell$ decays.

<table>
<thead>
<tr>
<th>Decay Mode</th>
<th>SM prediction</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^+ \rightarrow e^+\nu_e$</td>
<td>$(1.3 \pm 0.4) \times 10^{-11}$</td>
<td>$&lt; 9.8 \times 10^{-7}$</td>
</tr>
<tr>
<td>$B^+ \rightarrow \mu^+\nu_\mu$</td>
<td>$(5.6 \pm 0.4) \times 10^{-7}$</td>
<td>$&lt; 1.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>$B^+ \rightarrow \tau^+\nu_\tau$</td>
<td>$(1.6 \pm 0.4) \times 10^{-4}$</td>
<td>$(1.09 \pm 0.24) \times 10^{-4}$</td>
</tr>
</tbody>
</table>

**Table 2.1:** Theoretical predictions and experimental measurements for $B^+ \rightarrow \ell^+\nu_\ell$ processes, from Refs. [71-73].

This purely leptonic $B^+$ meson decay can proceed to all three generations with the branching fractions detailed in Table 2.1. The effect of helicity suppression in the final state is illustrated by the rapid decrease in predicted branching fraction as the mass of the charged lepton decreases. The neutrino in the final state makes this decay experimentally challenging to reconstruct at hadron colliders such as the LHC. The measurement of $B^+ \rightarrow \tau^+\nu_\tau$ was performed at the Belle experiment, a $B$-factory colliding $e^+e^-$ pairs at the $\Upsilon(4S)$ resonance. Hadronic annihilation decays are necessarily more complicated than these purely leptonic processes as the quark and antiquark must be further hadronised.
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Decays that proceed via annihilation amplitudes are important in sectors other than $B^+$ decays. In the neutral $B$ meson sector, the decays $B^0 \rightarrow K^+ K^-$ and $B_s^0 \rightarrow \pi^+ \pi^-$ proceed via a combination of penguin-annihilation and exchange diagrams [74]. These topologies are affected by QCD hadronic uncertainties therefore precise experimental measurements are required to help understand the QCD dynamics.

In the $B^+_c$ sector, the recently observed $B^+_c \rightarrow D^0 K^+$ decay has been shown to proceed via a combination of annihilation and penguin topologies [75]. This motivates the search for pure annihilation topology decays to understand the relative contributions from the annihilation and penguin processes.

2.2.1 Pure annihilation topology decays

Pure annihilation topology decays are processes that only receive contributions from annihilation decay diagrams. By measuring the rates of these decays the magnitude of annihilation processes can be isolated. Additionally, these decays provide a suitable forum in which to search for new physics; enhanced or decreased branching fractions and non-zero $CP$ violations are symptomatic of additional competing processes causing interference.

Typically, pure hadronic annihilation processes are characterised a different set of quark flavours in the initial and final state, such that no quark can act as a spectator. This implies that the initial state must have completely annihilated into a mediator for this process to occur.

In the $B^+$ sector two decays are of particular interest; $B^+ \rightarrow D_s^+ \phi$ and $B^+ \rightarrow D^+ K^{*0}$. A search at the LHCb experiment set a stringent limit on the branching fraction of the latter, $\mathcal{B}(B^+ \rightarrow D^+ K^{*0}) < 6.1 \times 10^{-7}$ at 95% confidence limit [76]. A discussion of the $B^+ \rightarrow D_s^+ \phi$ decay can be found in Sec. 2.4.

Pure annihilation decays are also of interest in the $B^+_c$ sector. Charmless decays of $B^+_c$ mesons proceed exclusively via annihilation topologies [77]. These mesons benefit from the larger size of the CKM matrix element $V_{cb}$ with respect to $V_{ub}$ but are at the disadvantage of a lower production cross-section.
2.3 Rescattering

Rescattering is where a second flavour-neutral quark-level interaction occurs to form the final state. Rescattering allows $B^+$ mesons to decay to the same final states as pure annihilation topologies via an intermediate process of some other topology. This can potentially limit the sensitivity to the annihilation decay if these processes happen at a significant rate. Intermediate processes that could contribute to the $B^+ \rightarrow D^+_s \phi$ decay (Chapter 6) are shown in Fig. 2.3 [78]. These rather complicated processes both involve tree-level $b \rightarrow u$ transitions in which one of both of the products undergo a final state interactions.

![Rescattering diagram](image)

(a) via $B^+ \rightarrow D^0 K^{++}$

(b) via $B^+ \rightarrow D^+_s \omega$

**Figure 2.3:** Rescattering contributions to $B^+ \rightarrow D^+_s \phi$ decays.

In Fig. 2.3a, the path via the $B^+ \rightarrow D^0 K^{++}$ intermediate state is shown. The initial process is a weak colour-suppressed tree level decay, followed by a strong final state interaction that interchanges the quark flavours.

An alternative path via the state $B^+ \rightarrow D^+_s \omega$ is shown in Fig. 2.3b. This is a colour-favoured tree level process followed by the mixing of a $\omega$ meson to a $\phi$ meson.
This $\omega - \phi$ mixing is found to be small as a result of OZI suppression \cite{79,80}.

## 2.4 Theoretical predictions for the $B^+ \to D_s^+ \phi$ decay

In the SM, the decay $B^+ \to D_s^+ \phi$ proceeds via the pure annihilation diagram shown in Fig.

![Figure 2.4: The annihilation topology decay $B^+ \to D_s^+ \phi$.](image)

This suppressed topology requires the wave functions of the incoming quarks to overlap sufficiently to annihilate into a virtual $W^+$ boson. The decay is further suppressed by the small magnitude of the CKM matrix element $V_{ub}$ associated with the annihilation vertex.

### 2.4.1 Standard model predictions

Predictions have been computed for the branching fraction of $B^+ \to D_s^+ \phi$ in the SM. These are performed in a range of QCD frameworks, leading to predictions in the range $(1 - 7) \times 10^{-7}$ as listed in Table \ref{table:predictions}. As detailed in Sec. 2.1.5 these predictions require additional input from Lattice QCD calculations \cite{81,83}.

Unlike many rare hadronic processes, the contribution from the rescattering processes described in Sec. 2.3 are expected to be small. The branching fraction of decays passing through the $B^+ \to D_s^+ \omega$ intermediate state are predicted to have a branching fraction $B(B^+ \to D_s^+ \phi)_{\omega - \phi} \sim 0.7 \times 10^{-7}$ \cite{78}.

\footnote{Unless otherwise stated, $\phi$ is henceforth used to refer to the $\phi(1020)$ resonance.}
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<table>
<thead>
<tr>
<th>Framework</th>
<th>$\mathcal{B}(B^+ \to D_s^+ \phi)$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perturbative QCD</td>
<td>$1.3 \times 10^{-7}$</td>
<td>84</td>
</tr>
<tr>
<td>Perturbative QCD</td>
<td>$3.0 \times 10^{-7}$</td>
<td>85</td>
</tr>
<tr>
<td>QCD Factorization</td>
<td>$4.2 \times 10^{-7}$</td>
<td>86</td>
</tr>
<tr>
<td>QCD Improved Factorization</td>
<td>$6.7 \times 10^{-7}$</td>
<td>87</td>
</tr>
</tbody>
</table>

**Table 2.2:** Predictions for the branching fraction of $B^+ \to D_s^+ \phi$ decays computed in different QCD frameworks within the SM.

### 2.4.2 BSM models and predictions

Extensions to the SM can enhance the branching fraction and/or produce large CP asymmetries in $B^+ \to D_s^+ \phi$ decays by contributing additional decay amplitudes that interfere with the SM process. Predictions for the branching fraction and CP asymmetry $A_{CP} = (N_{B^-} - N_{B^+})/(N_{B^-} + N_{B^+})$ have been computed in a range of BSM scenarios as listed in Table 2.3. In these models the decay is mediated by new particles, for example a charged Higgs boson, as shown in Fig. 2.5. Overviews of the Two Higgs Doublet Model and Minimal SUSY model with RPV can be found in Sec. 1.2.

<table>
<thead>
<tr>
<th>BSM model</th>
<th>$\mathcal{B}(B^+ \to D_s^+ \phi)$</th>
<th>$A_{CP}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two Higgs Doublet Model</td>
<td>$8.0 \times 10^{-6}$</td>
<td>$\leq 59%$</td>
<td>87</td>
</tr>
<tr>
<td>Minimal SUSY model with RPV</td>
<td>$3.04 \times 10^{-4}$</td>
<td>$\leq 14%$</td>
<td>87</td>
</tr>
<tr>
<td>Scale invariant unparticles</td>
<td>$0 - 20 \times 10^{-6}$</td>
<td>$\leq 50%$</td>
<td>86</td>
</tr>
</tbody>
</table>

**Table 2.3:** Predictions for the branching fraction of $B^+ \to D_s^+ \phi$ decays and CP asymmetry $A_{CP}$ computed in various BSM scenarios.

The two Higgs doublet model is implemented in the framework of SUSY.

**Figure 2.5:** The annihilation topology decay $B^+ \to D_s^+ \phi$ in a BSM scenario mediated by a charged Higgs boson.
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2.4.3 Previous measurements

The LHCb experiment previously reported evidence for the decay $B^+ \to D_s^+ \phi$ using $pp$ collision data corresponding to an integrated luminosity of 1 fb$^{-1}$ taken during 2011, at a centre-of-mass energy of 7 TeV \cite{89}. A total of $6.7^{+4.5}_{-2.6}$ candidates was observed as shown in Fig. 2.6. The branching fraction was determined to be

$$B(B^+ \to D_s^+ \phi) = (1.87^{+1.25}_{-0.73} \pm 0.19 \pm 0.32) \times 10^{-6},$$  \hfill (2.9)

where the first uncertainty is statistical, the second is systematic and the third is due to the uncertainty on the branching fraction of the decay $B^+ \to D_s^+ \bar{D}^0$, which was used as normalisation. Given the large uncertainties on both the theoretical and experimental values, the previously measured value is consistent with the range of SM values given in Table 2.2.

This research project was to confirm or refute this evidence of a large excess with respect to the standard model.
2.5 Theoretical predictions for the $B^+ \to D_s^+ K^+ K^-$ decay

The decay $B^+ \to D_s^+ K^+ K^-$ is an important component to be considered in the search for $B^+ \to D_s^+ \phi$ as the $\phi$ meson is reconstructed decaying to $K^+ K^-$. The decay $B^+ \to D_s^+ K^+ K^-$ is mediated by a $b \to c$ transition shown in Fig. 2.7 and is therefore suppressed in the SM due to the small size of the CKM matrix element $V_{ub}$.

![Figure 2.7: The decay process $B^+ \to D_s^+ K^+ K^-$](image)

This three-body decay differs from the 2-body topologies already considered. In a $1 \to 2$ process, the momentum of the decay products in the rest frame of the initial particle is determined exactly. In a $1 \to 3$ process this is not the case as different fractions of the momentum can be distributed among the decay products. This leads to two degrees of freedom that characterise the phase-space of three-body decays. This phase space is represented by a Dalitz plot: a two-dimension plot defined by the squared invariant masses of pairs of particles as devised by R. Dalitz [90] (Fig. 2.8). The decay $B^+ \to D_s^+ K^+ K^-$ can therefore be characterised by the two-dimensional space defined by $m^2(D_s^+ K^-)$ and $m^2(K^+ K^-)$. Resonances could contribute to $B^+ \to D_s^+ K^+ K^-$ decays, for example as $B^+ \to D_s^+ (X \to K^+ K^-)$ or $B^+ \to K^+(Y \to D_s^+ K^-)$. The distribution of decays in the Dalitz plot are indicative of the spin and mass of contributing resonances.

2.5.1 Standard model predictions

The branching fraction for $B^+ \to D_s^+ K^+ K^-$ is currently not measured. The topologically similar decay $B^+ \to D_s^+ \pi^0$ proceeds via a colour-favoured tree level decay of
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2.4.3.1. Dalitz plot: For a given value of $m_{12}^2$, the range of $m_{23}^2$ is determined by its values when $p_2$ is parallel or antiparallel to $p_3$:

\[
m_{23}^2 \text{max} = (E_2^* + E_3^*)^2 - \left( \sqrt{E_2^*}^2 - m_{23}^2 - \sqrt{E_3^*}^2 - m_{3}^2 \right)^2,
\]

\[
m_{23}^2 \text{min} = (E_2^* + E_3^*)^2 - \left( \sqrt{E_2^*}^2 - m_{23}^2 + \sqrt{E_3^*}^2 - m_{3}^2 \right)^2.
\]

Here $E_2^* = \left( m_{12}^2 - m_1^2 + m_2^2 \right) / 2 m_{12}$ and $E_3^* = \left( M^2 - m_{12}^2 - m_3^2 \right) / 2 m_{12}$ are the energies of particles 2 and 3 in the $m_{12}$ rest frame. The scatter plot in $m_{12}^2$ and $m_{23}^2$ is called a Dalitz plot. If $|M|^2$ is constant, the allowed region of the plot will be uniformly populated [see Eq. (48.22)]. A nonuniformity in the plot gives immediate information on $|M|^2$.

For example, in the case of $D \rightarrow K^0 \pi\pi$, bands appear when $m(K\pi) = m_K^*(892)$, reflecting the appearance of the decay chain $D \rightarrow K^*_{892} \pi \rightarrow K \pi\pi$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{dalitz_plot.png}
\caption{An example of a Dalitz plot for a three body final state, from Ref. [62].}
\end{figure}

the form shown in Fig. 2.7, but without an $s\bar{s}$ pair produced. The branching fraction for this decay is measured to be $B(B^+ \rightarrow D_s^+ \pi^0) = (1.5 \pm 0.5) \times 10^{-5}$ [91].

The Dalitz structure is unknown for $B^+ \rightarrow D_s^+ K^+ K^-$ decays. No narrow resonance structure is expected in either $D_s^+ K^-$ or $K^+ K^-$ combination except for the annihilation mode discussed above.
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This chapter describes the LHCb experiment; including both the accelerator complex responsible for providing pp collisions and the LHCb detector itself. The LHCb experiment is a collaboration of around 800 scientists from 72 different institutions in 16 countries. The primary physics goal is to look for indirect signs of New Physics in heavy flavour decays. The experiment is situated on the Large Hadron Collider at CERN, Geneva.
3. The LHCb experiment

3.1 CERN and the LHC

In the aftermath of the Second World War a number of eminent scientists proposed the creation of a collaborative European laboratory dedicated to the study of atomic physics. With this, the ‘Conseil Européen pour la Recherche Nucléaire’ was born; a provisional council set up in 1952 to oversee the laboratory’s creation. The organisation as it is today was established in 1954, renamed the ‘Organisation Européenne pour la Recherche Nucléaire’, although the acronym CERN remained. The purpose of CERN was clear; the convention dictates that the organisation ‘shall provide for collaboration among European States in nuclear research of a pure scientific and fundamental character’. Since then CERN has been a hub of fundamental nuclear and particle physics research, producing a number of Nobel Prize-winning discoveries, alongside technological developments benefiting society as a whole.

The convention stipulates that the organisation ‘shall have no concern with work for military requirements’ and requires ‘the results of its experimental and theoretical work shall be published or otherwise made generally available’. The choice of the laboratories location followed a similar set of values, picking Geneva, Switzerland owing both to the central European location and neutrality of the host state.

Perhaps currently the most well known accelerator in the complex, CERN is home to the Large Hadron Collider (LHC). Two beams of hadrons circulate in opposite directions around 27 km rings, colliding at four interaction points. The beam pipes and experimental halls are buried deep underground, providing shielding from cosmic radiation and reducing the cost of acquiring large areas of land. The tunnels traverse the Franco-Swiss border at a depth that varies between 50–175 m at the shallowest and deepest points respectively.

The tunnel and caverns occupied by the LHC pre-date the current accelerators and experiments. There were originally constructed for the Large Electron Positron Collider (LEP) [92]. This machine begin operation in 1989 and collided electrons and positrons at a collision energy of $\sqrt{s} = 209$ GeV.
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3.1.1 The accelerator complex

The LHC is only one of a vast collection of accelerators at CERN, albeit the largest. The hadrons collided in the LHC travel sequentially through a number of different machines, boosting their energy in each. The full complex is shown in Fig. 3.2 along with a legend detailing the types of particles considered. The protons begin life in a hydrogen gas canister. The gas is ionised and accelerated in a linear accelerator, LINAC2, to an energy of 50 MeV. These then pass into the Proton Synchrotron Booster, raising the energy further from 50 MeV to 1.4 GeV.

In addition to protons, the complex can accelerate other ions including lead, and more recently, xenon. These start in a dedicated linear accelerator, LINAC3, where the electrons are stripped off the ions to produce bare nuclei before being injected into the Low Energy Ion Ring (LEIR). This ring raises the ion’s energy from 4.2 MeV to 72 MeV.

Figure 3.1: The accelerator complex at CERN, from [93].
Either protons or ions can then be injected in the Proton Synchrotron (PS), CERN’s first synchrotron. Once the world’s highest energy particle accelerator, this now accelerates the particles up to 25 GeV ready to be injected into the Super Proton Synchrotron (SPS). The SPS is the second largest accelerator at CERN, with a circumference of 7 km. It was switched on in 1976 and resulted in the notable discoveries of the $W$ and $Z$ bosons. Here, the particles are finally accelerated up to an energy of 450 GeV, ready for injection into the LHC. The particles are transferred from the SPS to the LHC via two lines, one for each of the LHC beam directions. The two beams, referred to as Beam 1 and Beam 2, travel clockwise and anti-clockwise respectively when viewed from above. Beam 2 is injected just before the LHCb detector.

The particles travel through the accelerator complex in groups called bunches. These typically contain around $10^{11}$ protons and are necessary as a result of the Radio-frequency (RF) cavities that accelerate the particles. The bunches are sequentially transferred between the accelerators in collections called trains. The bunch-trains are transferred from the SPS to the LHC in a series of injections. Although the LHC has a capacity for 3465 bunches, the nominal operating conditions has only 2808 of these spaces filled. These extra gaps allow enough room to safely divert the direction of the beam, without unintentionally damaging the instrumentation around the beam-pipe. The turn-on time for the magnets responsible for dumping the beam in emergencies is longer than the nominal 25 ns bunch spacing.

Once the LHC is filled the beams are accelerated from the injection energy of 450 GeV to the nominal energy of up to 7 TeV. This is achieved using eight RF cavities per beam to increase the beam energies and 1232 superconducting dipole magnets that bend the trajectory of the charged particles, ensuring they follow the paths dictated by the approximately circular tunnels. The 15 m long dipole magnets contain superconducting niobium-titanium cables, kept at 1.9 K using super-fluid helium. The 11,850 A current flowing through the magnets generates a large magnetic field of 8.33 T. The current is gradually and synchronously ramped as the particles are accelerated, such that the same orbital trajectory is maintained.
The LHC contains a wealth of other magnets, another 8,361 in addition to the dipole magnets, that optimise the orbit of the beams. These ensure the beams remain tightly packed together, as well as correcting many higher order perturbations.

During the injection and acceleration phase no collisions take place. Once the beams are at the nominal energy and profile distribution have been optimised, the two beams are brought together at four interaction points around the ring. Magnets are used to both redirect the beams such that they crossover and to squeeze the beams to a smaller cross-section at the collision points, increasing the likelihood of collisions. Once the beams overlap and the particles collide the experiments located around the four interaction points can begin to record data. The collisions typically continue for a duration of 10–20 hr (referred to as a fill). The number of particles in the bunches reduce, or burn-off, as they collide with one another and the beam-pipes. A fill ends when the beams are intentionally dumped, when the number of protons in each bunch gets too low, or automatically dumped, to ensure the safety of the machine. The beam dumps are large graphite blocks surrounded by concrete shielding, designed to absorb the energy of the beams.

### 3.1.2 Beam conditions

The beam conditions at the LHC have varied between the different years of data taking included in this thesis. A summary of some key parameters are detailed in Table 3.1. This also includes the nominal conditions for the LHC, for which it was designed.

<table>
<thead>
<tr>
<th>Condition</th>
<th>2011</th>
<th>2012</th>
<th>2015</th>
<th>2016</th>
<th>Nominal</th>
</tr>
</thead>
<tbody>
<tr>
<td>√s (TeV)</td>
<td>7</td>
<td>8</td>
<td>13</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>LHC peak luminosity (10^{33} cm^{-2}s^{-1})</td>
<td>3.5</td>
<td>7.6</td>
<td>4.8</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>Bunches</td>
<td>1380</td>
<td>1380</td>
<td>1368</td>
<td>2736</td>
<td>2808</td>
</tr>
<tr>
<td>Bunch spacing (ns)</td>
<td>50</td>
<td>50</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Peak luminosity at LHCb (10^{32} cm^{-2}s^{-1})</td>
<td>4.0</td>
<td>4.0</td>
<td>3.5</td>
<td>3.5</td>
<td>2–4</td>
</tr>
<tr>
<td>Average N_{collisions}, μ</td>
<td>1.7</td>
<td>1.7</td>
<td>1.1</td>
<td>1.1</td>
<td>-</td>
</tr>
<tr>
<td>Integrated luminosity (fb^{-1})</td>
<td>1.0</td>
<td>2.0</td>
<td>0.3</td>
<td>1.5</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 3.1:** Beam conditions in the different datasets used in this thesis. The last three rows are specific to LHCb.
During a normal fill the luminosity delivered to the large experiments slowly decreases as the protons burn off. For the high-$p_T$ experiments, ATLAS and CMS, the average number of collisions per bunch crossing (known as pile up) is high: around an average of 27 in 2016. For the LHCb experiment, the average number of visible collisions per bunch crossing, $\mu$, is much lower, between 1.1 and 1.7 depending on the year. The same luminosity is maintained for the majority of a fill via a process known as luminosity levelling. At the beginning of the fill the two beams are vertically separated from one another such that the overlap between them is not maximised. As the fill progresses the two beams are brought closer together to compensate for the burn off of the bunches. This way a constant instantaneous luminosity of between $(2–4) \times 10^{32}$ cm$^{-2}$ s$^{-1}$ can be maintained throughout the given fill. This gives the desired $\mu$.

The two beams collide at an angle in the horizontal plane. This helps to reduce unwanted collisions between the bunches either side of the intended collision bunches. The angle of collision depends on the polarity of the LHCb spectrometer magnet as the dipole field affects beam-steering fields around the interaction point.

### 3.2 The LHCb detector

This section provides an overview of the experimental apparatus used to obtain the data analysed in this thesis. The LHCb detector is comprised of distinct sub-detectors, each with a dedicated purpose. These help to characterise the sub-atomic particles created in the proton-proton collisions, and enable measurements of their kinematics, trajectories and species. This overview includes a description of the sub-detector’s principles, components and performance.

The LHCb detector is found at Point 8 of the LHC ring, in a cavern originally built for the DELPHI detector during the LEP era. A schematic representing the key components of the LHCb detector is shown in Fig. 3.2. This figure displays the axes convention adopted by LHCb, and used henceforth. The horizontal axis is labelled the $z$-axis and is parallel to the direction of the beams. The figure’s vertical axis is
the $y$-axis, increasing as one moves from the cavern up to ground level. The $x$-axis is in the dimension perpendicular to the plane of the figure and increases as one moves towards the centre of the LHC ring. The counter-rotating beams of protons are collided at the left of this figure inside the Vertex Locator, at the origin in these coordinates.

![Figure 3.2: Schematic of the LHCb detector, from Ref. [94]. This figure shows the positions of the vertex locator, ring imaging Cherenkov detectors (RICH1 and RICH2), magnet, calorimeter systems (ECAL, HCAL, SPD/PS) and Tracker Turchinensis (TT). The sub-detectors labelled T1, T2 and T3 jointly make up the Inner Tracker (IT) and Outer Tracker (OT). The sub-detectors labelled M1, M2, M3, M4 and M5 constitute the Muon system.](image)

The LHCb detector covers only a small fraction of the solid angle around the collision region; the acceptance covers particles with a pseudo-rapidity in the range $1.8 < \eta < 4.9$ on one side of the interaction point. However, this configuration is well suited to the reconstruction of heavy quark particles. The angular distribution

\[ \eta \equiv -\log(\tan(\theta/2)). \]
of $b\bar{b}$ pairs is shown in Fig. 3.3 along with the acceptance of LHCb in red. The distribution is highly peaked towards the forward and backward regions as $b$-hadrons tend to receive large boosts at this collision energy. Approximately 25% of decays have both $b$ and $\bar{b}$ quarks produced inside the acceptance.

![Angular Distribution](image)

**Figure 3.3:** The angular distribution of $b\bar{b}$ pair production in simulated $pp$ collisions at a centre-of-mass energy of 8 TeV [95]. The acceptance of LHCb is highlighted in red.

Running along the centre of the detector is the LHCb beampipe. The primary role is to separate the inner vacuum chamber from the rest of the cavern, allowing the beams to circulate in vacuum. Within the LHCb tracker the beampipe is made of beryllium, with smaller sections made out of aluminium alloys or stainless steel. Although beryllium is a highly toxic and fragile material it has a long radiation length, allowing the incident particles to traverse the pipe walls with minimal interactions.

### 3.2.1 Magnet

The LHCb detector contains a warm dipole magnet that bends the trajectories of charged particles, allowing measurements of the particles’ momentum. The magnet has two saddle-shaped coils inside a square yoke that generate an average integrated
magnetic field of 4 Tm. The magnetic field is aligned along the $y$-axis, bending the charged particles in the horizontal plane. The polarity of the magnet is routinely switched during data taking. This helps to understand and cancel systematic effects that may affect measurements of $CP$ asymmetries. The two magnet polarities are referred to $MagDown$ and $MagUp$, corresponding to a field in the negative and positive $y$-axis direction respectively.

A schematic of the magnet is shown in Fig. 3.4 along with the strength of the magnetic field as a function of the $z$-axis position. Both magnet polarities are represented in this figure.

![Schematic of the LHCb dipole magnet](image)

**Figure 3.4**: Schematic of the LHCb dipole magnet (left) and the magnetic field strength along the $z$-axis (right) from Ref. [94].

### 3.2.2 Vertex Locator

The first sub-detector to make measurements of the particles produced in proton-proton collisions is the Vertex Locator (VELO) encompassing the collision region. This sub-detector makes precise measurements of the track positions of charged particles as they emanate out of the collisions. A high level of precision is required to identify the secondary vertices characteristic of $b$- and $c$-hadron decays. These secondary vertices are typically displaced from the interaction position as a result of the long lifetimes associated to these heavy-flavour hadrons. This is achieved by measuring the track coordinates using silicon strip sensors placed as close to the LHC beam...
as safety allows. The VELO sensors are semicircular devices placed on either side of the beam. To allow the sensors to instrument the innermost region around the interaction point the two halves of the VELO can move horizontally in and out. During normal data taking this allows the sensors to be 7 mm away from the interaction point yet still be a safe distance away from the beams at injection.

**Figure 3.5:** Schematic of an $r$- and $\phi$-sensor in the VELO sub-detector, from Ref. [96].

The sensors are grouped into pairs and built into a module. Each of the 21 modules has, on opposing sides, sensors for measuring the radial and azimuthal coordinates of the tracks, referred to as $r$- and $\phi$-sensors respectively. A schematic of the two sensor types is shown in Fig. 3.5 illustrating the silicon strips and readout channels.

The VELO modules are arranged to ensure coverage of particles emerging in forward region at angles of 15–300 mrad with respect to the beam-pipe. This arrangement allows tracks within this acceptance to interact in at least three sensors as shown in Fig. 3.6. The modules extend both forward and backwards of the interaction region. Although momentum measurements are not possible for backward tracks, the vertexing of the primary interaction can benefit from this extra information. In the far backward region there are two additional modules, measuring only the radial coordinate. These were originally intended to help reduce pile-up problems but are now simply used as part of the PV measurement.

The VELO sub-detector was constructed with the following features to withstand the harsh environment close to the LHC beams,
The ability to reconstruct vertices is fundamental for the LHCb experiment. The track coordinates provided by the VELO are used to reconstruct production and decay vertices of beauty- and charm-hadrons, to provide an accurate measurement of their decay lifetimes and to measure the impact parameter of particles used to tag their flavour. Detached vertices play a vital role in the High Level Trigger (HLT, see section 7.2), and are used to enrich the b-hadron content of the data written to tape, as well as in the LHCb off-line analysis. The global performance requirements of the detector can be characterised with the following interrelated criteria:

- **Signal to noise ratio**: in order to ensure efficient trigger performance, the VELO aimed for an initial signal to noise ratio of greater than 14 [$29$].

- **Efficiency**: the overall channel efficiency was required to be at least 99% for a signal to noise cut $S/N > 5$ (giving about 200 noise hits per event in the whole VELO detector).

  1 Signal $S$ is defined as the most probable value of a cluster due to a minimum-ionizing particle and noise $N$ as the RMS value of an individual channel.

- **Radiation resistance**: the VELO modules are subjected to extreme and varying amounts of radiation. The detector is designed to withstand three years of nominal LHC running, using a radiation tolerant silicon. Additionally, the VELO modules are cooled to remove the heat created from the interactions. The sensors are maintained at a temperature between -10 and 0°C with 24 W of heat removed from each module.

- **Radio-frequency (RF) pick-up protection**: the mirror electromagnetic fields generated by the passing LHC beams would generate large pick-up noise in the VELO detectors electronics. Therefore, a metal shield separates the module volume and the beam-pipe vacuum. The RF-foil is 0.3 mm thick and also serves to separate the VELO and beam-pipe vacuums. The beam vacuum has a pressure of $\sim 10^{-10}$ mbar whilst the VELO vacuum is limited to $\sim 10^{-6}$ mbar due to out-gassing.

The hits arising from particle interactions in the VELO sensors are extracted from the readout channels using custom analogue chips. The data is zero-suppressed and combined into clusters in Field-programmable Gate Array (FPGA) boards called the TELL1 boards [97].

The performance of the VELO sub-detector is quantified by the track finding efficiency and the resolution of the impact parameter. The track finding efficiency determines the likelihood that a track will be reconstructed and is of particular importance for high multiplicity final states including those presented in this thesis. The

---

**Figure 3.6**: Schematic of the sensor layout in the VELO sub-detector, from Ref. [96].
average track finding efficiency in data taken during 2011 is found to be around 98% as shown in Fig. 3.7. This drops to 97% by 2016 due to radiation damage.

The impact parameter (IP) represents the distance between a track and a primary vertex at the point of closest approach. Long-lived particles, such as $B^+$ mesons, decay at a secondary vertex displaced from the primary collision vertex. Therefore, the decay products of these particles have a larger IP than tracks originating at the primary vertex. A precise measurement of the IP of a track allows the $B^+$ mesons and various background processes to be differentiated. The distribution of the $x$-component of the IP is shown as a function of the inverse transverse momentum ($1/p_T$) in Fig. 3.7.

![Figure 3.7: The tracking efficiency (left) and IP$_x$ resolution (right) in simulation and data, from Ref. [96].](image)

The VELO sensor performance gradually degrades with exposure to radiation. The damage to the silicon sensors is monitored over time to estimate the remaining lifetime of the sensors. In-between LHC fills, current-voltage (IV) scans are performed on the silicon semiconductors, measuring the current leaking as a function of the bias voltage. The evolution of this current in Run I is shown in Fig. 3.8 along with the delivered luminosity. These measurements help to predict what bias voltages will required by the end of Run II to maintain sufficient track-finding efficiency.

A comparison of the IP resolution determined using 2012, 2015 and 2016 data is also shown in Fig. 3.8. Although the resolution is broadly similar between the three years, a slight decrease in resolution performance is present between Run I and Run II.
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Figure 3.8: The VELO silicon sensor’s leakage current as a function of time throughout Run I, from Ref. [98] (left) and the VELO IP resolution in 2012, 2015 and 2016 data (right). A small decrease in performance is observed between Run I and Run II.

3.2.3 Silicon Tracker

In addition to the VELO, there are two more sub-detectors that utilise silicon sensors in order to determine tracking information. These are collectively referred to as the Silicon Tracker (ST), which is made up of two trackers; the Tracker Turicensis (TT) and Inner Tracker (IT). The TT is located before the dipole magnet, whereas the IT is positioned after, as shown in Fig. 3.2 Although these two detectors are spatially separated, their common silicon microstrip sensors and electronics warrant considering them together.

The silicon sensors are made up of single-sided $p^+$-on-$n$ sensors. The hits are read out via chips at the end of each module. These chips are the same custom analogue chips used in the VELO sub-detector. The signals pass into digitisers and then through optical fibres into TELL1 boards that perform clustering algorithms. Both sub-detectors are cooled to $5^\circ$C and their sealed containers flushed with nitrogen gas to prevent condensation.

Tracker Turicensis

The TT is positioned before the dipole magnet and covers the entire LHCb acceptance, standing 130 cm tall and 150 cm wide. It is made up of four layers orientated at angles to one another. The first and fourth layers are parallel, with the second and third at...
angles -5° and +5° to these respectively. The first and second are separated from the third and fourth by 27 cm along the beam axis. The layout of the silicon modules in the TT is shown in Fig. 3.9. The sensors are grouped into half-modules that span half of the vertical height of the sub-detector. These are made up of seven silicon sensors and a readout hybrid outside of the LHCb acceptance.

The half-modules are arranged to prevent any gaps in the instrumentation. The adjacent half-modules are offset by 1 cm along the beam axis, allowing the modules to overlap by a few millimetres in the x-axis.

![Figure 3.9: Schematic of the third layer (labelled V) of the TT sub-detector (left), from Ref. 94 and the TT resolution by sector number in Run I data (right), from Ref. 99.](image)

The resolution achieved by the TT is shown in Fig. 3.9 split into different sectors and shown separately for the four layers (labelled X1, U, V and X2). The resolution is consistent between the different layers and varies between 40–60 µm; the worst values in the central regions closest to the beam-pipe. In this region the tracks have small angles with respect to the z-axis leading to less charge-sharing between strips.

**Inner Tracker**

The IT is located after the dipole magnet and is arranged in three tracking stations. As the name implies, it covers only the inner region of the acceptance (3.5 < η < 5.0 in the non-bending plane), measuring 140 cm wide and 40 cm tall, where the particle flux is highest. The rest of the area is covered by the larger Outer Tracker. Similar
to the TT, the IT is made up of four layers positioned at slight angles to one another to maximise the precision in the bending plane. However, as shown in Fig. 3.2 there are three separate IT stations, each containing four layers. These stations are constructed as of four boxes distributed around the beam-pipe in a cross shape, as shown in Fig. 3.10

![Figure 3.10: Schematic of the IT sub-detector, from Ref. 94 (left) and the IT resolution by sector number, from Ref. 99.](image)

The detector modules consist of either one or two silicon sensors and a readout chip. These are also offset along the beam axis to allow the modules to overlap slightly in the $x$-axis.

The resolution of the IT is shown in Fig. 3.10. The resolution is between 40–60 $\mu$m and varies slightly between the four different layers.

### 3.2.4 Outer Tracker

In contrast to the silicon-based trackers, the Outer Tracker (OT) is a straw tube tracker filled with a gaseous mixture of argon, carbon dioxide and oxygen. The 4.9 mm diameter straws are 2.4 m in length and arranged in double layers as shown in Fig. 3.11. As with the IT, the OT is split into three stations. Each of these stations similarly has four layers arranged at angles to one another ($0^\circ$, $-5^\circ$, $+5^\circ$, $0^\circ$). The arrangement of the stations and layers are also shown in Fig. 3.11. The inner region occupied by the IT is visible for scale.
The straws comprising the tracker are composed of an inner wire surrounded by a conducting foil, with a potential difference maintained between the two. When a charged particle passes through the straw the gas becomes ionised. The electrons and gas ions are attracted to the cathode foil and anode wire, resulting in a flow of current. In the OT the inner wire is made of 25\,\mu m thick gold plated tungsten and maintained at a voltage of +1550\,V. The surrounding foil is made up of three layers; a 40\,\mu m thick layer of conducting carbon-doped polyimide film; a 12.5\,\mu m layer of insulating polyimide; and 12.5\,\mu m of aluminium.

The double layers of straw tubes as shown in Fig. 3.11 make up a module. Vertically, the modules are split in two, with staggered gaps between the two individual straw layers to avoid an uninstrumented region. Each of the modules are read out from the outermost end. The readout boards contain a number of circuits to process the signals and provide the potential difference to the straw wires. The analogue signals pass through an amplification circuit before being processed and cleaned. These then pass into a digitiser creating a digital value of the drift-time.

The single hit resolution of 205\,\mu m is determined for the OT by determining the width of the hit distance residual distribution. This is shown in Fig. 3.12.
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3.2.5 Ring imaging Cherenkov detectors

The ring imaging Cherenkov detectors (RICH) provide dedicated particle identification, which allows different hadronic species to be distinguished. Kaons, pions and protons are distinguished when the Cherenkov information is coupled with a momentum measurement. It can also help differentiate leptonic tracks in combination with the calorimeters and muon systems.

Two RICH sub-detectors are needed to cover the track momentum range of LHCb. The first, RICH1, is located between the VELO and TT, before the particles have passed through the magnetic field. This provides discrimination primarily for low momentum tracks between 1–60 GeV/c. A second sub-detector, RICH2, is located between the IT and OT tracking stations and calorimeters, after the particles have travelled through the magnetic field. This caters for the higher momentum particles in the range 15–100 GeV/c.

The RICH detectors determine the species of particles by capturing Cherenkov radiation they emit as they traverse a transparent medium referred to as a radiator. Cherenkov radiation is produced by any particle travelling above the phase velocity of light in that specific medium. The radiation propagates at constant angle $\theta$ to the particles direction, determined by the speed of the particle $\beta = v/c$ and refractive index of the material $n$ as follows

$$\cos \theta = \frac{1}{\beta n}. \quad (3.1)$$

Figure 3.12: The hit distance residuals for the OT, from Ref. [100].
This light is collected by mirrors and focussed onto photon detectors.

Although the particles produced in the collisions are all highly energetic and travelling close to the speed of light, the differences in the masses mean the species travel at slightly different velocities. This then results in a different Cherenkov angle. In combination with the momentum measurement from the magnet spectrometer, the likelihood of different mass hypotheses can be compared. The Cherenkov angles for different particle species as a function of momentum are shown in Fig. 3.13.

In both RICH1 and RICH2 the cone of Cherenkov radiation is reflected off spherical and planar mirrors. This not only redirects the radiation onto Hybrid Photon Detectors (HPDs) situated outside of the acceptance but also focusses the radiation into a single ring. The radius of this ring is used to determine the Cherenkov angle $\theta$. The identity of particles is determined by comparing likelihood for a given ring of hits to have been created by various species. This is performed globally for all tracks in an event. All tracks are assumed to be pions as these are most abundant. The hypothesis of each is switched to $e$, $\mu$, $K$ and proton, leaving all other tracks unchanged, and the likelihood recomputed. The species resulting in the maximum value of the global event likelihood is kept. This is repeated until all tracks are set to their preferred hypothesis. The difference in the global event log-likelihood is then

Figure 3.13: The Cherenkov angle for different species of particles as a function of momentum, from Ref. [101].
used to indicate the species of each track. Each species is determined relative to the pion hypothesis

\[ DLL = \Delta \log \mathcal{L}(X - \pi) = \log \mathcal{L}(X) - \log \mathcal{L}(\pi), \]

(3.2)

where \( \mathcal{L}(X) \) is the global event likelihood when the given track is of the species \( X \).

**RICH1**

The RICH1 sub-detector was designed for tracks in the range 1–60 GeV/c using two radiators: aerogel and decafluorobutane (C\(_4\)F\(_{10}\)). These materials have refractive indices of \( n = 1.030 \) and \( n = 1.0014 \) respectively for \( \lambda = 400 \) nm light. A diagram of the RICH1 detector as seen from the side is shown in Fig. 3.14. To minimise the amount of material that the particles pass through, the RICH1 detector is attached directly onto the VELO exit window.

![RICH1](image)

**Figure 3.14:** Schematic the RICH1 (left) and RICH2 (right) sub-detectors viewed from the side, from Ref. [94].

In Run II the aerogel was removed from the RICH1 detector. Although this catered specifically to the lower momentum tracks, the overall PID efficiency benefited from less material [102]. Compared to design expectations, the ability of the aerogel
to provide particle identification for kaons below the $C_4F_{10}$ threshold was deteriorated by the number of photons in RICH1. This was the result of LHCb running at a higher than anticipated pile up. As well as improving the reconstruction speed, the removal of the aerogel also allows the photons emitted in the aerogel volume to be collected.

The single photon resolution for RICH1 is 1.65 mrad, and found to be the same in Run I and Run II. The dominant source of resolution degradation are the finite pixel size, the unknown emission point and the chromatic aberration.

**RICH2**

The RICH2 detector is designed to provide particle identification of tracks in the range 15–100 GeV/$c$ using a gas radiator, tetrafluoromethane (CF$_4$). The refractive index for this material is $n = 1.0005$ for $\lambda = 400$ nm light.

The single photon resolution for RICH2 is 0.67 mrad and found to be consistent between Run I and Run II [102].

**Performance**

The performance of the RICH detectors is quantified in terms of the selection efficiency and misidentification rates for different pairs of species. The efficiency of kaon identification and rate of pions being misidentified as kaons is shown in Fig. 3.15 for Run I and Run II. Due to the removal of the aerogel in RICH1, the kaon and pion separation shows an improvement in Run II.

![Figure 3.15: The RICH detector performance for kaon and pion separation, from Ref. [101].](image-url)
3.2.6 Calorimeters

The calorimetry system is made of four components described below: the scintillator pad detector (SPD), pre-shower detector (PS), electromagnetic calorimeter (ECAL) and the hadronic calorimeter (HCAL). Primarily, these detectors measure energy deposited by particles. Such functionality is vital for neutral pions or photons that don’t interact with the tracking stations. Critical to the triggering of LHCb, the calorimeters provide fast identification of high transverse energy deposits that indicate hard proton-proton scatter. The four components work together to improve the discrimination of different particle species, in particular between electrons and hadrons.

All of the calorimeter components work on the same basic principle; the particles pass through a transparent materials producing a flash of scintillation light. This light is collected and the quantity is related to the energy deposited by the particle.

![Figure 3.16](image-url): A diagram illustrating how the combined response of the calorimeter system aids particle identification, from Ref. [103].

The first layer of the calorimeter system is the scintillator pad detector (SPD), as shown in Fig. 3.16. This provides information about whether the incident particles are neutral or charged. After this comes the pre-shower detector (PS). This indicates the electromagnetic nature of the incident particle. For charged particles this separates electrons and charged hadrons; for neutral particle it helps separate photons from neutral hadrons. Next comes the electromagnetic calorimeter (ECAL) tasked
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with measuring the energy of electromagnetically interacting particles, including electrons and photons. Finally, the hadronic calorimeter (HCAL) determines the energy deposited by hadrons, including pions, kaons, protons and neutrons.

**Scintillator pad detector and Pre-shower detector**

The SPD and PS are almost identical scintillating pads detectors constructed from a mix of polystyrene and wavelength-shifting dopants. The pads are coated in light-proof paper and contain loops of wavelength-shifting fibres to collect the scintillation light. The pads are segmented into cells, matching the granularity of the ECAL detector. The fibres are connected to long clear fibres connected to photo-multiplier tubes (PMT) outside the detectors acceptance. Between the SPD and PS detectors is a 15 mm thick layer of lead. This dense layer initiates electrons and photons to shower electromagnetically, depositing some of their energy in the PS scintillating pads.

**Electronic Calorimeter**

The ECAL is made of 66 layers of alternating lead and scintillator, with a total depth of 42 cm. This thickness corresponds to 25 radiation lengths. The layout of the layers are shown in Fig. 3.17. Scintillating light is captured and transported by wavelength-shifting wires that pass through the entire structure. The light is measured by PMTs positioned at the end of the structure. The cells of the ECAL are segmented differently depending on the proximity to the beam-pipe, as shown in Fig. 3.17. The cells are split into inner, middle and outer regions with sizes $4 \times 4$ cm, $6 \times 6$ cm and $12 \times 12$ cm respectively.

The resolution of the ECAL in Run I can be parametrised as

$$\frac{\sigma_E}{E} = \left(\frac{8.5 - 9.5}{\sqrt{E}}\right) \% \oplus 0.8\%, \quad (3.3)$$

where the energy $E$ is measured in GeV (from Ref. [105]). During data taking the ECAL receives a large dose of radiation. This radiation damages the detector modules as well as the light guides and PMTs. The measurement of irradiation can
be quantified by looking at the PMT light yields, as shown in Fig. 3.18. This can be extrapolated to determine if the innermost ECAL modules will remain operational for a total data set corresponding to an integrated luminosity of 13–16 fb\(^{-1}\) \((\mathcal{L}_{2018} \approx 9 \text{ fb}^{-1})\).

**Figure 3.18:** The result of radiation damage to the ECAL (a) and HCAL detectors (b), from Ref. [105].

**Hadronic calorimeter**

The HCAL is a 500 tonne detector constructed from iron plates and scintillating tiles. Unlike the ECAL, these are arranged parallel to the beam-pipe as shown in Fig. 3.19. The cells vary in size in the different regions of the detector; the inner regions correspond to 13 × 13 cm cells and the outer to 26 × 26 cm. The widths of
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the iron tiles are chosen to be one radiation length (1 cm), and the lengths are one hadron interaction length. The scintillation light is collected by wavelength-shifting fibres that are read out by PMTs located at the rear of each cell.

![Diagram of HCAL module](image)

**Figure 3.19:** A diagram of one of the HCAL modules (left) and the layout of one quarter of the HCAL modules (right), from Ref. [94].

The Run I resolution of the HCAL can be parametrised as

\[
\frac{\sigma_E}{E} = \frac{(69 \pm 5)\%}{\sqrt{E}} \oplus (9 \pm 2)\%,
\]

where the energy \(E\) is measured in GeV (from Ref. [105]). The HCAL receives a large dose of radiation during data taking. This mainly affects the detector modules as the PMTs are located further away from the beam. The decrease in the light yield as a function of the accumulated data set is shown in Fig. 3.18.

### 3.2.7 Muon system

The muon system serves two main purposes: to provide fast muon \(p_T\) measurements for use in the hardware trigger; and to provide muon identification information for use in the software trigger and offline analyses. The muon system is made of five rectangular stations. The first (M1) is positioned before the calorimeters and the remaining (M2–M4) are positioned after, as shown in Fig. 3.20. The latter stations alternate with 80 cm layers of iron absorbers. The muon system is the last sub-detector as muons are highly penetrating particles, travelling through more material.
than other species. The interleaving iron absorbers help to isolate muons, as other particles are stopped by these layers.

![Diagram of the Muon sub-detector and layout of the muon system regions](image)

**Figure 3.20:** Side view of the Muon sub-detector (left) and layout of the muon system regions (right), from Ref. [94]. For scale, $\Delta x$ and $\Delta y$ vary between 384–594 cm and 320–495 cm in M1–M5 respectively.

Each of the stations are divided into four regions R1–R4. These are positioned increasingly further from the beam-pipe with increasingly large areas. Each of the regions are segmented into channels; the inner regions have more segmentation than the outer regions such that the particle flux is roughly constant over the four regions.

The majority of the detector is constructed from Multi Wire Proportional Chambers. These chambers contain a gaseous mixture of carbon dioxide, argon and tetrafluoromethane. When muons pass through this gas they cause ionisation.

Due to the larger flux of particles, the innermost region (R1) of the first station (M1) is instrumented using triple gas electron multiplier detectors. This type of detector was chosen for the inner region as it is required to be especially radiation hard such that the detector can withstand 10 years of operation.

### 3.2.8 Trigger

The primary role of the trigger is to reduce the nominal 40 MHz beam crossing frequency to a rate that can be recorded. The trigger is composed of two parts: a
custom hardware trigger called Level 0 (L0) that operates at the nominal 40 MHz beam crossing rate; and an asynchronous High Level Trigger (HLT) running software algorithms at 1 MHz. These two stages reduce the event rate to around 2 kHz, exploiting the characteristics of $b$- and $c$-hadron decays to preferentially retain signal decays and discard everything else.

**Level 0**

The L0 trigger takes input from the muon system and calorimeters. These systems feed into a single unit to make a global decision about the event. Although the nominal bunch spacing is 25 ns, the L0 decision is made after 4 $\mu$s. During this time the detector signals are stored in a pipeline buffer. Half of this 4 $\mu$s budget is required for the time-of-flight of the particles and delays in the electronics, leaving the L0 trigger 2 $\mu$s to reach a decision about each event.

The L0 calorimeter trigger uses input from the SPD, PS, ECAL and HCAL to trigger events. The particles are reconstructed using $2 \times 2$ cell clusters to calculate the total transverse energy $E_T$ deposited. The different particle species are inferred by combining the information from the different calorimeter components. Hadronic deposits are created by finding the highest energy HCAL cluster with a corresponding ECAL cluster in front of it. Photons are created from the highest ECAL deposits with corresponding PS hits. Electrons are created from the highest ECAL deposits with corresponding PS and at least one SPD hit. If any of these candidates pass corresponding $E_T$ thresholds, then the trigger is initiated.

The L0 muon trigger selects the two highest $p_T$ muons in each of the four quadrant of the muon system. The event is retained if any of the eight muons’ $p_T$ is greater than a threshold, or if any pair has $p_{T1} \times p_{T2}$ greater than a threshold.

These thresholds are altered when the beam conditions change to maintain a constant L0 output rate. The thresholds used during the 2012 data taking period can be found in Table 3.2.
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<table>
<thead>
<tr>
<th>Trigger</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muon</td>
<td>$p_T &gt; 1.76$ GeV/c</td>
</tr>
<tr>
<td>DiMuon</td>
<td>$p_{T1} \times p_{T2} &gt; 1.6$ GeV$^2$/c$^2$</td>
</tr>
<tr>
<td>Hadron</td>
<td>$E_T &gt; 3.7$ GeV</td>
</tr>
<tr>
<td>Electron</td>
<td>$E_T &gt; 3.0$ GeV</td>
</tr>
<tr>
<td>Photon</td>
<td>$E_T &gt; 3.0$ GeV</td>
</tr>
</tbody>
</table>

**Table 3.2:** Example hardware trigger thresholds used during the 2012 data taking period.

**High Level Trigger**

The HLT is a software trigger comprised of C++ algorithms running on a dedicated processing farm. It is further subdivided into two sections: HLT1 and HLT2. The first stage, HLT1, reduces the rate of events by looking for tracks displaced from the PV. The software algorithm performs a partial pattern recognition to identify track candidates and to ensure that $\gamma$ or $\pi^0$ L0 candidates are not associated to tracks. This part of the trigger retains around 43 kHz of L0-accepted events. The VELO data is unpacked and a tracking algorithm creates vertices with 5 or more tracks. Tracks are accepted if they are consistent with originating at one of these vertices. For events selected with the muon L0 lines, the VELO tracks are extrapolated through the dipole field to the muon stations to form muon candidates. The VELO or muon candidates are extrapolated through the magnet to the T-stations (OT and IT) with a Kalman filter 106,107 to account for multiple scattering.

The second stage, HLT2, performs a full event reconstruction, allowing explicit decays to be reconstructed. Many different trigger algorithms are included in HLT2, reconstructing a wide range of decays. Additionally, a set of inclusive $b$-hadron decay lines exist, exploiting the common characteristics of these decays. These topological trigger lines make decisions based on 2-, 3- or 4-body combinations of tracks that can form a partially or fully reconstructed $b$-hadron decay 108. These tracks are required to pass a minimum distance of closest approach requirement with respect to each other. The invariant mass of these tracks would span a large range in the case of additional non-reconstructed particles, so a quantity called the corrected mass is
calculated instead:

\[ m_{\text{corr}} = \sqrt{m^2 + |p_T'_{\text{miss}}| + |p_T''_{\text{miss}}|}, \]  

(3.5)

where \( p_{T_{\text{miss}}} \) is the missing momentum transverse to the flight direction of the particle, defined by the vector between the PV and 2-, 3-, or 4-body vertex. A typical distribution of the corrected mass is shown for \( B \to K\pi\pi \) decays in Fig. 3.21. Requirements are made to \( m_{\text{corr}} \) to ensure the vertex is consistent with a \( b \)-hadron decay. The tracks are required to have a significant impact parameter with respect to the PV. This helps to remove \( c \)-hadrons combined with an additional track both originating at the PV.

**Figure 3.21:** The invariant mass of two of the three final state particles in \( B \to K\pi\pi \) decays using the sum of four momenta (shaded) and the corrected mass as defined in Eq. 3.5 (line), from Ref. [108].

The HLT underwent various improvements between Run I and Run II. The number of CPU cores in the Event Filter Farm (EFF) increased from around 29,000 to 52,000. Most notably the HLT1 and HLT2 components were modified to operate asynchronously. This means during Run II the events passing HLT1 are stored in a temporary buffer (around 11 petabytes in size) to be processed later by HLT2. This allows alignment and calibration to be performed between the running of HLT1 and HLT2. Dedicated calibration samples are produced by HLT1 and processed on the EFF. This includes calculating the VELO and tracking station alignments to optimise
the momentum resolution. Additionally, the refractive index of the RICH radiators is calibrated and alignment of the RICH mirror system updated. The distribution of the difference between the reconstructed and measured Cherenkov angle in dedicated calibration samples is used to determine a calibration scaling factor. The misalignment is determined by investigating this difference as a function of azimuthal angle. This allows resolutions of 1.65 mrad and 0.67 mrad to be achieved online for RICH1 and RICH2 respectively.

These improvements in calibration allow the HLT2 reconstruction to be effectively the same as can be achieved offline. An additional trigger system called the Turbo Stream [109] was added in Run II to create candidates ready for analysis straight out of HLT2. However, candidates analysed in this thesis were processed offline.

3.2.9 Reconstruction

The reconstruction of charged and neutral particles is described in this section.

Charged particle reconstruction

Charged particles are reconstructed using tracks passing through the various tracking stations within the LHCb detector. The curvature of the track as it traverses through the magnetic field allows a precise determination of the momentum. The kinematics of charged particles also require a measurement of the particles energy. However, as the energy is not measured as precisely as the momentum, particles are assigned mass hypotheses, $m$, to determine the energy

$$E = \sqrt{p^2 + m^2}. \quad (3.6)$$

The invariant mass of n-body combination can therefore be calculated as

$$m_{\text{tot}}^2 = E_{\text{tot}}^2 - p_{\text{tot}}^2 = \left( \sum_i^n \sqrt{p_i^2 + m_i^2} \right)^2 - \left( \sum_i^n p_i \right)^2 \quad (3.7)$$

using the mass hypotheses for each of the contributing tracks.

Charged tracks are reconstructed using the hits in the VELO, TT, IT and OT. These are classified into different categories depending on their route taken through
the detector as shown in Fig. 3.22. The IT and OT are collectively referred to as the T-stations.

**Figure 3.22:** Diagram of the different track reconstruction types (left) and an illustration of the reconstructed tracks in a typical event (right), from Ref. [99].

**Long tracks:** these tracks have passed through the VELO, TT and T-stations. This type have the most precise kinematic and topological determination.

**Upstream tracks:** these only pass through the VELO and TT tracker, not the T-stations. This may be because their momentum is too low so the tracks get bent out of the acceptance in the magnetic field.

**Downstream tracks:** these tracks only contain TT and T-station hits. They provide vital information about long-lived particles that decay after they have traversed the VELO. Two-thirds of $K^0_L$ mesons come from downstream tracks.

**VELO tracks:** these tracks only contain hits in the VELO typically because $\theta > 300 \text{ mrad}$. They can help improve the primary vertex determination.

**T tracks:** these tracks don’t pass through the VELO or TT and are likely to be produced in secondary interaction between the particles and detector material. These tracks are of limited use.
Charged particle identification

The identification of charged tracks uses input from the RICH sub-detectors, alongside input from the calorimeter and muon systems to identify electrons and muons respectively. As already described in Sec. 3.2.5, the RICH particle identification is performed by comparing the global event likelihood when changing the particle hypothesis. This is combined with information from the calorimeter and muon systems to create an overall particle identification variable

$$\Delta \log \mathcal{L}_{\text{comb}}(X - \pi) = \Delta \log \mathcal{L}_{\text{RICH}}(X - \pi) + \Delta \log \mathcal{L}_{\text{Calo}}(X - \pi) + \Delta \log \mathcal{L}_{\text{Muon}}(X - \pi),$$

where RICH, Calo and Muon refer to the difference in the log-likelihood of the $X$ and $\pi$ hypothesis as determined by the RICH, calorimeter or muon systems respectively.

The calorimeter log-likelihood is constructed by comparing the electron to hadron hypotheses. This uses input from the ECAL, HCAL and PS sub-systems. For the HCAL and PS this input is determined using the energy deposited. For the ECAL this is constructed comparing the ratio of energy to momentum, $E/pc$, for the candidates, which peaks around one for electrons and at lower values for hadrons. Additionally, the centre of the ECAL deposit and extrapolated track position are compared.

The muon system log-likelihood is determined by extrapolating the track in question to the muon stations. The average squared distance of the extrapolated positions and hits in the stations are used to compare the muon to non-muon hypothesis.

Neutral particle reconstruction

The energy of neutral particles are determined directly from the calorimeter system. This system is calibrated during running to maintain the optimal resolution.

**Photons:** Isolated ECAL clusters with an corresponding cluster in the PS are used to create photon candidates. The energy is determined from the total energy deposited in the ECAL and PS.
Neutral pions: These mesons decay dominantly to two photons, however the reconstruction depends on the transverse momentum of the $\pi^0$. For low $p_T$ decays the two photons are well separated (resolved) leading to two photon deposits. For higher $p_T$ decays the two photon deposits overlap leading to a single ECAL cluster (merged). Merged $\pi^0$ are rarely used in analysis.

Bremsstrahlung correction: as a result of their small mass, electrons can radiate Bremsstrahlung photons. If this occurred before the magnetic field the photon produced results in a separate ECAL cluster. If this radiation occurs after the magnet the photon cluster can overlaps with the electron cluster. Clusters in the ECAL that are consistent with radiated Bremsstrahlung photons are used to correct the measured energy of the electron.

### 3.3 Luminosity determination

The observed rate, $R$, of a particular physical processes at particle colliders are defined by the luminosity $\mathcal{L}$ and the cross-section of the process, $\sigma$,

$$R = \mathcal{L} \sigma. \quad (3.9)$$

Experimentally, the numbers of particular processes are counted. To obtain cross-section measurements, precise measurements of the luminosity over the data-collection period are required.

The luminosity can be determined indirectly, by reversing Eq. 3.9 and inputting a well-known cross section for a calibration process, or directly, by calculating it from the machine parameters,

$$\mathcal{L} = f_{\text{rev}} N_1 N_2 \Omega, \quad (3.10)$$

where $f_{\text{rev}}$ is the revolution frequency, $N_1$ and $N_2$ are the number of protons in the two beams and $\Omega$ is a geometrical factor that quantifies the overlap of two colliding bunches [110]. For two beams of ultra-relativistic particles the overlap integral can be approximated as

$$\Omega = 2c \int \rho_1(x, y, z, t) \rho_2(x, y, z, t) \, dx \, dy \, dz \, dt \quad (3.11)$$
where $\rho$ describes the particle density distribution. Two methods used to directly determine the luminosity at LHCb are described here.

### 3.3.1 Van der Meer scans

The luminosity of the collisions can be determined using the van der Meer technique \[111\]. This involves sweeping two beams across each other in the transverse plane. By measuring the interaction rate as a function of the beam displacement, the overlap of the two beams can be determined, and hence the absolute luminosity. The two beams are moved simultaneously, alternating between the two transverse directions as shown in Fig. 3.23.

**Figure 3.23:** Beam positions in the $y$-axis (left) and $x$-axis (right) during a van der Meer scan to determine the absolute luminosity, from Ref. \[110\].

The absolute luminosity is calculated for the specific van der Meer scan fills, and extrapolated to the full data set using the interaction rate of standard processes. The effective visible cross-section $\sigma_{\text{vis}}$ is calibrated for the standard processes during the absolute luminosity determination fill. The total integrated luminosity for a data sample can be determined by the accumulated rate of the standard process.

### 3.3.2 Beam gas imaging

The luminosity can also be calculated by exploiting the interactions between the beams and residual gas molecules in the beam pipe vacuum. The precision of the VELO allows the beam-gas interaction vertices to be reconstructed. These vertices
allow the beam position, shape and angle to be determined. The typical distribution of beam-gas vertices in the $xz$ and $yz$ planes are shown in Fig. 3.24. The crossing angle in the horizontal plane is clearly visible. The overlap of the two bunches is

![Figure 3.24: The positions of beam-gas interactions reconstructed in the VELO sub-detector, from Ref. [110].](image)

determined by first fitting the beam profiles to obtain the three dimensional density $\rho(x, y, z)$ for each beam. This is possible due to beam crossings in which only one of the two beams were present. This means all reconstructed beam-gas interactions can be attributed to the single beam.

**VELO resolution**

The distributions of the beam gas interactions as reconstructed by the VELO sub-detector are not simply the beam profiles, as the vertex position resolution must be accounted for. The resulting distribution is the convolution of the beam profile and resolution distribution. The VELO vertex resolution is strongly dependent on the number of tracks used to create the vertex, as well as the longitudinal position of the vertex.

The resolution of vertices is estimated by splitting the tracks contributing to vertices into two random sub-samples. The vertex position for each of these sub-samples, $v_{1,2}$ is determined and the difference in the vertex positions $\Delta v = v_1 - v_2$ is found. The width of the $\Delta v$ distribution when splitting many vertices is used as a
proxy for the resolution. The resolution determined for different values vertex track multiplicity and longitudinal position is shown in Fig. 3.25. These resolution values are used to subtract the smearing from the VELO resolution such that the beam profiles can be accurately determined.

**Real-time beam measurements**

The beam gas imaging method additionally allows measurements of the beam profiles to be made in real-time during data taking. As detailed in Sec. 3.1.2 the LHC runs with a smaller number of bunches than the full capacity would allow. The distribution of filled and empty bunch slots are usually chosen to maximise the luminosity for ATLAS and CMS, therefore only a subset of the total bunches collide at LHCb.

Those beam crossings in which only one of the two bunches pass through LHCb can be used to make measurements of the beam-gas interactions during normal running. These provide information about the beam angle, positions and shapes. The shape parameters can be used to calculate the emittance of the beams. This information is published back to the LHC, providing important information about the performance of the machine.
A fraction of collisions are sent to a dedicated monitoring farm to be analysed in real-time. Measurements are made of the beam positions and widths averaged over all bunches in each beam. Plots can be monitored during data taking in the LHCb control room and the values are transmitted to the LHC. During normal data taking updates are published approximately every five minutes, depending on the LHC filling-scheme.

A dedicated LHC-wide cross-calibration of emittance measuring devices was performed in 2016 [112]. The increased statistics available offline allow the positions and widths of individual bunches to be determined throughout the fill as shown in Fig. 3.26. During this calibration fill gas was injected into the beam-pipe vacuum within the VELO to increase the rate of beam-gas interactions. The LHCb beam-gas imaging measurements were found to be mostly consistent with the other beam-size measurement devices around the LHC, however the specific optics of the LHC beams resulted in large uncertainties.

Figure 3.26: The mean position (left) and width (right) of individual Beam 1 bunches in the \( x \)-dimension. These values have been corrected for the VELO resolution. The beam optics were designed to have a large range of bunch sizes.
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In this chapter the procedures developed to reconstruct and select $B^+ \rightarrow D_s^+Φ$ and $B^+ \rightarrow D_s^+K^+K^-$ candidates are described. In both cases the branching fractions are measured relative to the normalisation channel $B^+ \rightarrow D_s^+D^0$ with $D^0 \rightarrow K^+K^-$. The corresponding selection for the normalisation channel $B^+ \rightarrow D_s^+\bar{D}^0$ is also described.
4. Event selection

4.1 Data samples and Simulations

4.1.1 Data samples

The searches for $B^+ \to D^+_s \phi$ and $B^+ \to D^+_s K^+ K^-$ decays are performed using a combined data sample comprising of the entire Run I data set and a part of the Run II data set, namely the years 2015 and 2016. The total integrated luminosity obtained for each year is listed in Table 4.1 along with the corresponding centre-of-mass energies.

<table>
<thead>
<tr>
<th>Year</th>
<th>Integrated luminosity (fb$^{-1}$)</th>
<th>$\sqrt{s}$ (TeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>1.0</td>
<td>7</td>
</tr>
<tr>
<td>2012</td>
<td>2.0</td>
<td>8</td>
</tr>
<tr>
<td>2015</td>
<td>0.3</td>
<td>13</td>
</tr>
<tr>
<td>2016</td>
<td>1.5</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 4.1: The integrated luminosities obtained during the different data taking periods used in this analysis and the corresponding centre-of-mass energies ($\sqrt{s}$).

4.1.2 Simulation samples

Many aspects of the searches for $B^+ \to D^+_s \phi$ and $B^+ \to D^+_s K^+ K^-$ decays require input from simulation samples. This includes the relative selection efficiencies of the signal and normalisation channels and the determination of the invariant mass distributions of the candidates. All signal and normalisation simulation samples are generated separately for each of the running periods listed in Table 4.1 and for both polarities of the LHCb dipole magnet. The simulation samples for $B^+ \to D^+_s \phi$ and $B^+ \to D^+_s \bar{D}^0$ decays are generated assuming they proceed via pseudo-two-body decays. In contrast, the phase-space dependence of $B^+ \to D^+_s K^+ K^-$ decays must be considered when generating these simulations. Samples are generated assuming a flat distribution across the phase-space. Additionally, simulations samples are required for many of the background processes considered in the analyses. These are generated using the same framework and processed using the same reconstruction as the signal modes.
In the simulations, pp collisions are generated using PYTHIA \cite{113,114} with a specific LHCb configuration \cite{115}. Decays of hadronic particles are described by EVTGEN \cite{116}, in which final-state radiation is generated using PHOTOS \cite{117}. The interaction of the generated particles with the detector, and its response, are implemented using the GEANT4 toolkit \cite{118} as described in Ref. \cite{119}.

4.2 Online selection

The nominal collision frequency at the LHC is 40 MHz. In Run II, this corresponds to a peak $B^\pm$-hadron production rate of around 17 kHz, assuming a peak luminosity of $L = 2 \times 10^{32} \text{ cm}^{-2} \text{ s}^{-1}$ and $B^\pm$-hadron production cross-section of $\sigma(pp \to B^\pm X) \sim 87 \mu\text{b}$ \cite{120}. This means the normalisation channel mode $B^+ \to D^+_s \ell\nu$ is produced at a rate of 156 Hz, reduced to 0.04 Hz when also requiring the $D^0$ mesons to decay to the $K^+K^-$ final state and the $D^+_s$ meson to one of $K^+\pi^-, K^+\pi^-\pi^+$ or $\pi^+\pi^-\pi^+$.

The online event selection is performed by the LHCb trigger as described in Sec. 3.2.8. Trigger decisions are made globally for a given event; either the event is saved or it’s discarded. However, for events that are retained, more detailed information about the specific interaction that initiated the trigger can be used to help isolate events containing signal candidates. At both hardware and software level there are a number of different triggers that can lead to an event being retained. At the hardware level this is broadly separated according to the sub-detector that contained the triggering deposit. The $B^+ \to D^+_s K^+ K^-$ and $B^+ \to D^+_s \phi$ decays are both reconstructed in fully hadronic final states, therefore events retained as a result of the electron, photon or muon triggers are unlikely to have been caused by the signal decays. However, all hardware triggers are used to select the signal candidates as it is possible for an unrelated interaction to have initiated the trigger. The reconstructed objects are associated to the trigger decisions to determine if the signal decay was responsible for the positive trigger decision.

After the offline track reconstruction has been performed, the $B^+$ meson candidates are matched to the deposits in each triggering sub-detector. The fraction of
the *online* reconstructed trigger candidate hits that are contained within the set of all *offline* $B^+$ candidate hits are required to be above thresholds that vary between sub-detector systems, as listed in Table 4.2. For a relatively simple trigger candidates, such as the combination of tracks considered in these hadronic decays, at least 70% of online VELO and IT/OT hits must be in the total set of offline tracking hits. For more complicated composite candidates, for example decays containing electrons with both tracks and calorimeter deposits, the combination of the individual trigger candidates is compared to the set of offline candidates. In general, the sub-detectors involved in the hardware trigger are required to have smaller fractions of online hits in the set of offline hits than those associated to tracking systems that contribute to the higher level triggers.

<table>
<thead>
<tr>
<th>Sub-detector</th>
<th>Fraction of matching hits</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCAL</td>
<td>1%</td>
</tr>
<tr>
<td>ECAL</td>
<td>1%</td>
</tr>
<tr>
<td>Muon</td>
<td>0.01%</td>
</tr>
<tr>
<td>TT</td>
<td>0%</td>
</tr>
<tr>
<td>IT and OT</td>
<td>70%</td>
</tr>
<tr>
<td>VELO</td>
<td>70%</td>
</tr>
</tbody>
</table>

Table 4.2: The fraction of *online* hits required to be within the set of all *offline* reconstructed hits for each sub-detector system. The TT and Muon system are essentially not used in this matching.

Reconstructed objects are classified into categories when considering their relationship to the various decisions made in a given event. These categories are,

**Triggered on Signal:** if the deposit matched to a reconstructed object was sufficient to have initiated a given trigger then this object is said to be *Triggered on Signal* (TOS) with respect to that trigger (Fig. 4.1a). As such, if the hits that this object caused were removed from the events the trigger would no longer have been initiated.

**Triggered Independently of Signal:** conversely, if the specific trigger was initiated solely due to other interactions within the same event the object is *Triggered Independently of Signal* (TIS) with respect to that trigger (Fig. 4.1b). In
this case, removal of hits matched to the object would not affect the trigger decision. It is possible for a candidate to be both TIS and TOS (Fig. 4.1d).

**Triggered on Both:** a third category is possible, *Triggered on Both* (TOB), where both the signal object and another object are required to reach the threshold for a positive trigger decision (Fig. 4.1c). In this situation neither are sufficient to individually initiate the trigger, but removing either one of them would prevent the a positive trigger decision. Events in this category are not considered in this analysis.
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**Figure 4.1:** Simple schematics of the different trigger matching possibilities, illustrated with one signal track and one non-signal track. Cells with a deposit above the trigger threshold are shown in red.

At the hardware trigger stage, the selected candidates are required to be TOS with respect to the hadronic hardware trigger (L0Hadron). This ensures the selected candidates were retained due to corresponding deposits in the hadronic calorimeter. Alternatively, the logical ‘or’ of each of the hardware sub-systems (Muon, DiMuon, Electron, Photon or Hadron) is combined into a global hardware trigger called L0Global.
Candidates are selected if they are TIS with respect to this combination. This allows a second source of decays; those events where the other $b$ quark in a $b\bar{b}$ pair production has been selected by the trigger.

The relative fractions of simulated decays selected by these $\text{L0Hadron TOS}$ and $\text{L0Global TIS}$ requirements for $B^+ \rightarrow D_s^+\phi$ decays decaying to various $D_s^+$ final states are shown in Table 4.3. The fractions are normalised to the total number of signal decays passing the $\text{L0Hadron TOS}$ or $\text{L0Global TIS}$ trigger requirements.

<table>
<thead>
<tr>
<th>$D_s^+$ decay mode</th>
<th>$\text{TOS} &amp; \text{TIS}$</th>
<th>$\text{TIS} &amp; \text{!TOS}$</th>
<th>$\text{TIS} &amp; \text{TOS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_s^+ \rightarrow K^+K^-\pi^+$</td>
<td>35.1%</td>
<td>41.2%</td>
<td>23.7%</td>
</tr>
<tr>
<td>$D_s^+ \rightarrow K^+\pi^-\pi^+$</td>
<td>38.0%</td>
<td>36.7%</td>
<td>25.3%</td>
</tr>
<tr>
<td>$D_s^+ \rightarrow \pi^+\pi^-\pi^+$</td>
<td>41.3%</td>
<td>31.9%</td>
<td>26.8%</td>
</tr>
</tbody>
</table>

Table 4.3: The fraction of simulated $B^+ \rightarrow D_s^+\phi$ decays in each of the hardware trigger categories for the Run I conditions. Here $\text{TOS}$ refers to candidates found to be $\text{TOS}$ with respect to the $\text{L0Hadron}$ trigger, and $\text{TIS}$ to candidates found to be $\text{TIS}$ with respect to the $\text{L0Global}$ requirement. The percentages are given relative to the total number of decay selected by the logical ‘or’ of the two requirements.

The software trigger stage is split into two parts, HLT1 and HLT2. The first stage, HLT1, performs pattern recognition on hits in the VELO and extrapolates tracks forward to the other tracking stations. At least one well reconstructed track is required. This means the track must be significantly displaced from the primary interaction and with $p_T > 1.7$ GeV/$c$. In Run II, this trigger was re-implementing using a multivariate analysis.

At the second software stage, HLT2, two different algorithms are used to select $D_s^+h^+h^-$ candidates for this analysis. The first one uses a multivariate algorithm [121] to identify the presence of a secondary vertex that has two, three or four tracks and is displaced from any PV. This trigger algorithm is referred to as the topological trigger. The second algorithm selects $\phi$ candidates decaying to two charged kaons. Each kaon must have a transverse momentum $p_T > 0.8$ GeV/$c$ and be inconsistent with originating from a PV. The invariant mass of the kaon pair must be within 20 MeV/$c^2$ of the known $\phi$ mass [62]. This inclusive $\phi$ line is used to maximise the selection efficiencies as $\phi$ mesons can contribute directly to $B^+ \rightarrow D_s^+\phi$ decays, as well
as via the large fractions of $D_s^+ \to \phi\pi^+$ decays that contribute to the $D_s^+ \to K^+K^−\pi^+$ final state. The relative fractions of simulated $B^+ \to D_s^+\phi$ decays selected by these different trigger algorithms are listed in Table 4.4. The $D_s^+ \to K^+K^−\pi^+$ simulation is generated using an amplitude model that includes the $D_s^+ \to \phi\pi^+$ contribution. As a result, it can be seen that the inclusive $\phi$ trigger algorithm helps to retain a larger fraction of decays.

<table>
<thead>
<tr>
<th>$D_s^+$ decay mode</th>
<th>Topo &amp; !Phi</th>
<th>Phi &amp; !</th>
<th>Topo &amp; Phi</th>
<th>Topo or Phi</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_s^+ \to K^+K^−\pi^+$</td>
<td>50.9%</td>
<td>4.6%</td>
<td>43.1%</td>
<td>98.6%</td>
</tr>
<tr>
<td>$D_s^+ \to K^+\pi^−\pi^+$</td>
<td>67.6%</td>
<td>2.7%</td>
<td>28.3%</td>
<td>98.6%</td>
</tr>
<tr>
<td>$D_s^+ \to \pi^+\pi^−\pi^+$</td>
<td>67.5%</td>
<td>2.6%</td>
<td>28.5%</td>
<td>98.6%</td>
</tr>
</tbody>
</table>

Table 4.4: The fraction of simulated $B^+ \to D_s^+\phi$ decays in each of the HLT2 software trigger categories for the Run I conditions. Here Topo refers to candidates found to be TOS with respect to the topological algorithm, and Phi to candidates found to be TOS with respect to the inclusive $\phi$ algorithm. The fractions of selected decays are measured relative to the HLT1 requirements.

4.3 Offline selection

Events passing any trigger requirement are saved to disk for processing offline. The stages of the offline reconstruction are detailed in this section.

4.3.1 Selection requirements

The offline data samples selected by the online trigger system are reconstructed and then further processed in a procedure know within LHCb as Stripping. This centrally managed processing builds candidate topologies from tracks and neutral calorimeter objects in each event according to a set of predefined Stripping Lines. Each line builds a specific candidate decay, applying a loose set of preselection requirements, including kinematic, geometric and invariant mass selections.

The candidate $B^+ \to D_s^+\phi$ and $B^+ \to D_s^+K^+K^−$ decays are built using almost identical set of requirements due to the similar topologies of these decays. The $\phi$ meson has a lifetime of $(1.55 \pm 0.01) \times 10^{−22}$ s [62], therefore the kaon decay products effectively originate at the $B^+$ decay vertex in a similar way to $B^+ \to D_s^+K^+K^−$. 


decays. The normalisation channel, $B^+ \rightarrow D_s^+ \bar{D}^0$, is built similarly, however the difference in lifetime between the $\bar{D}^0$ and $\phi$ mesons necessitates slightly different selection requirements. The $\bar{D}^0$ meson has a lifetime of $(4.101 \pm 0.015) \times 10^{-13}$ s, allowing the meson to travel away from the $B^+$ decay vertex. Sketches of the signal and normalisation decay topologies are shown in Fig. 4.2.

Figure 4.2: The signal and normalisation decay topologies. The collision of the two protons (blue) results in the primary collision vertex (PV). Many promptly produced tracks (red) originate at the PV. In both cases, the long-lived $B^+$-meson decay vertex is displaced from the PV. The long-lived charm mesons are also displaced from the $B^+$-meson decay vertex.

Both the $\bar{D}^0$ and $\phi$ mesons are reconstructed using pairs of oppositely charged kaons. The branching fractions are $\mathcal{B}(\bar{D}^0 \rightarrow K^+K^-) = (3.97 \pm 0.07) \times 10^{-3}$ and $\mathcal{B}(\phi \rightarrow K^+K^-) = (48.9 \pm 0.5)\%$ respectively [62]. Although the similar two-body hadronic decay $D^0 \rightarrow K^-\pi^+$ has a larger branching fraction than mode chosen for the normalisation channel, $\mathcal{B}(D^0 \rightarrow K^-\pi^+) = (3.89 \pm 0.04)\%$, sharing the same final state helps to reduced systematic uncertainties in the ratio of selection efficiencies.

Many differences in how pions and kaons interact with the detector can be neglected as they would affect the signal and normalisation channel in the same way. The $D_s^+$ mesons used in the search for $B^+ \rightarrow D_s^+K^+K^-$ decays are reconstructed using the $D_s^+ \rightarrow K^+K^-\pi^+$ decay. The search for the rarer $B^+ \rightarrow D_s^+\phi$ decay additionally includes the modes $D_s^+ \rightarrow \pi^+\pi^-\pi^+$ and $D_s^+ \rightarrow K^+\pi^-\pi^+$ to increase the sensitivity of the search. The branching fractions for these decays are listed in Table 4.5. In each instance the normalisation channel is reconstructed using the same $D_s^+$ decay mode as the signal.
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<table>
<thead>
<tr>
<th>Decay</th>
<th>$D_s^+ \phi$</th>
<th>$D_s^+ K^+ K^-$</th>
<th>Branching fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_s^+ \rightarrow K^+ K^- \pi^+$</td>
<td>✓</td>
<td>✓</td>
<td>$5.45 \pm 0.17%$</td>
</tr>
<tr>
<td>$D_s^+ \rightarrow \pi^+ \pi^- \pi^+$</td>
<td>✓</td>
<td>-</td>
<td>$1.09 \pm 0.05%$</td>
</tr>
<tr>
<td>$D_s^+ \rightarrow K^+ \pi^- \pi^+$</td>
<td>✓</td>
<td>-</td>
<td>$0.66 \pm 0.04%$</td>
</tr>
</tbody>
</table>

Table 4.5: The branching fractions for the different $D_s^+$ decay modes used to reconstruct the signal and normalisation modes. The $D_s^+$ decay modes contributing to the different searches are highlighted.

The selection of candidates makes requirements on many different distinguishing characteristics. The definitions of the relevant quantities are as follows:

**Mass**, $m(X)$: the invariant mass of the particle, or combination of particles, $X$.

**Momentum**, $p$: the magnitude of the total momentum of the particle.

**Transverse momentum**, $p_T$: The component of the total momentum, $p$, perpendicular to the proton beam axis (the $z$-axis).

**Decay Time**, $\tau$: the time taken for the candidate to travel from its production vertex to its decay vertex.

**Decay products’ $p_T$ scalar sum**, $\sum |p_T|$; the sum of the magnitudes of the transverse momentum of the decay products with respect to the proton beam axis.

**Vertex quality**, $\chi^2_{\text{VTX}}$: the minimised value of $\chi^2$ per degree of freedom, $\chi^2/N_{\text{DOF}}$, as determined in the fit to the vertex location.

**Track quality**, $\chi^2_{\text{TRK}}$: the minimised value of $\chi^2/N_{\text{DOF}}$ as determined in the fit to the track hits.

**Impact parameter**, $\text{IP}$: The shortest distance between a given extrapolated track direction and a vertex location, as shown in Fig. 4.3.

**Impact parameter significance**, $\chi^2_{\text{IP}}$: The difference of a given vertex’s $\chi^2/N_{\text{DOF}}$ with and without a specific track included in the fitting procedure.
Flight distance significance, $\chi^2_{FD}$: A measure of how significant the flight distance of a combination of particle is. This is defined as the $\chi^2$ associated with the difference in position of the two vertices, $\vec{d} = \vec{v}_2 - \vec{v}_1$, where $\vec{v}_1$ and $\vec{v}_1$ are positions of the first and the second vertices.

Distance of closest approach, $DOCA(h, h')$: The shortest distance between two tracks as shown in Fig 4.4.

Ghost track probability, $P_{\text{Ghost}}$: This parameter quantifies the probability that a given track is an incorrect combination of tracking stations hits, known as a ghost track. The numerical value is the output of a Neural Network algorithm trained to separate true tracks from ghost tracks using simulated events. Various tracking parameters are inputs to the Neural Network including the number of hits in various tracking stations, the track fit quality and the number of tracks per event.
**Direction angle:** The angle between a track’s momentum vector and the vector connecting the primary vertex and decay vertex as shown in Fig. 4.5.

![Figure 4.5: Direction angle, \( \theta \), between the line joining two vertices, primary vertex (PV) and secondary vertex (SV), and the momentum vector shown in green. The momentum vector corresponds to the momentum of the three tracks contributing to the SV.](image)

**Particle identification, PIDK:** The difference in the log-likelihood of the kaon and pion hypothesis for a given track.

**Track requirements**

As the final states are fully hadronic, the candidates are built from the combination of five long tracks. The track \( \chi^2/N_{DOF} \) is required to be below 4.0 to remove poorly reconstructed tracks, with \( p > 1000 \text{ MeV}/c \) and \( p_T > 100 \text{ MeV}/c \). Due to the long lifetime and high boost of the \( B^+ \) and \( D \) mesons, the decay products originate from a vertex that is displaced from the proton-proton collision vertex. In this case the trajectory of the \( B^+ \) or \( D \) decay products do not pass through the primary collision position. A requirement is placed on the significance of the impact parameter between the track and the PV of \( \chi^2_{IP} > 4 \) to ensure all of the tracks used are inconsistent with originating at the primary interaction. Loose requirements on PIDK ensure the tracks are of the required species. These are further tightened as detailed in Section 4.3.2. Incorrect track candidates are suppressed by requiring \( P_{\text{Ghost}} < 0.4 \).
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\( \bar{D}^0, \phi \) and \( D_s^+ \) requirements

The tracks passing these requirements are combined in pairs or triplets to form the \( D_s^+ \) and \( \phi \) or \( \bar{D}^0 \) meson candidates.

For the purpose of forming the \( \phi \) candidates (or \( K^+K^- \) pair), all combinations of two tracks are considered where the tracks are assigned the kaon mass. Only pairs which pass within 0.5 mm of one another at their closest point are retained. The vertex is required to be of good quality, the scalar sum of the transverse momentums must be greater than 1000 MeV/\( c \) and the flight distance significance is required to be \( \chi^2_{FD} > 16 \). Additionally the cosine of the direction angle, defined to be the angle between the momentum vector and flight vector, is required to be \( \cos \theta > 0 \), preventing the vertex being backward of the PV when the momentum is in the forward direction.

In the search for \( B^+ \to D_s^+ \phi \) decays, the invariant mass of the two kaons is required to be within 150 MeV/\( c^2 \) of the known \( \phi \)-meson mass.

The \( \bar{D}^0 \) meson candidates are selecting using a similar parameters, however the exact values of the cuts are changed to reflect the differences in properties of the \( \phi \) and \( \bar{D}^0 \) mesons. The vertex quality and flight distance significance requirements are tightened to \( \chi^2/N_{DOF} < 10 \) and \( \chi^2_{FD} > 36 \) respectively, and the scalar \( p_T \) sum requirement is increased to \( \sum |p_T| > 1800 \) MeV/\( c \).

The \( D_s^+ \) mesons candidates are created using combinations of three tracks given the mass hypotheses kaons or pions, depending on the decay mode being constructed. All combinations of three tracks are considered and only those in which all three tracks are within 0.5 mm of one another are retained. As with the \( \bar{D}^0 \) meson selection, the vertex quality, flight distance significance and scalar \( p_T \) sum requirements are \( \chi^2/N_{DOF} < 10 \), \( \chi^2_{FD} > 36 \) and \( \sum |p_T| > 1800 \) MeV/\( c \) respectively.

\( B^+ \) requirements

The \( B^+ \) meson candidates are constructed from all possible combinations of the \( D_s^+ \) and \( \phi \) or \( \bar{D}^0 \) meson candidates in each event. Requirements are placed on these combination to select just those consistent with \( B^+ \) mesons. That is
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- the combination is required to have a lifetime $\tau_{B^+} > 0.2$ ps,
- the direction angle must pass the requirement $\cos \theta > 0.999$,
- the impact parameter significance is required to be $\chi^2_{IP} < 25$ to ensure the $B^+$ meson originated at the primary interaction,
- the vertex is required to have a quality of $\chi^2/N_{DOF} < 10$.

The full list of selection requirements are detailed in Appendix A.

Two slightly different strategies are used for the normalisation channel selection in the search for $B^+ \rightarrow D^{+}_s \phi$ and $B^+ \rightarrow D^{+}_s K^+ K^-$ events. In the former, a dedicated $B^+ \rightarrow D^{+}_s D^0$ Stripping Line is used to reconstruct the normalisation channel decays.

The Stripping Line used in the search for $B^+ \rightarrow D^{+}_s K^+ K^-$ decays covers the full $m(K^+ K^-)$ phase-space. This includes the $D^0$ mass such that this line reconstructs both the signal and normalisation channels simultaneously. Both modes are selected using this line to reduce systematic uncertainty in the ratio of selection efficiencies.

The Stripping Lines for $B^+ \rightarrow D^{+}_s \phi$, $B^+ \rightarrow D^{+}_s D^0$ and $B^+ \rightarrow D^{+}_s K^+ K^-$ decays retain approximately 0.005%, 0.04% and 0.04% of event that are saved by the software trigger. For an HLT2 output rate of 2 kHz, this corresponds to effective rates of 0.1 Hz, 0.8 Hz and 0.8 Hz for each of the lines.

4.3.2 Particle identification requirements

Requirements are made on the kaon hypothesis PID variable to reduce the contribution from other types of hadrons and background from other $b$-hadron decays with misidentified hadrons. The parameter is defined to be

$$PIDK = \Delta \log(K - \pi) = \log L(K) - \log L(\pi)$$  \hspace{1cm} (4.1)

where $L(K)$ and $L(\pi)$ are the likelihoods of the kaon and pion hypotheses respectively.

The distribution of PIDK for pions and kaons is shown in Fig. 4.6 as determined from data calibration samples.
Figure 4.6: The distribution of the particle identification variable PIDK for pions (red) and kaons (black) from data calibration samples. The vertical dashed lines illustrate the requirements PIDK < −5 and PIDK > 5 applied to pions and kaons respectively.

The kaons and pions originating from the decays of $D_s^+$ mesons are required to pass PIDK > −5 and PIDK < 5 respectively. Kaons originating in the $\phi$-meson decay, or from the $B^+$ meson in the case of $B^+ \rightarrow D_s^+K^+K^-$, are required to pass PIDK > 0. These requirements have a combined efficiency of between 85-90%, depending on $D_s^+$ decay mode.

4.3.3 Charmless and single-charm backgrounds

Decays of $B^+$ mesons that didn’t proceed via $D$ mesons could form a peaking background below the signal invariant mass distributions when they decay to the same final state. The signal mode could receive contributions from the decays $B^+ \rightarrow h^+h^-h^+\phi$ or $B^+ \rightarrow h^+h^-h^+h^-$, referred to as charmless backgrounds. Here $h^\pm$ is used to represent $K^\pm$ or $\pi^\pm$ in the specific $D_s^+$, $D^0$ or $\phi$ final state. The normalisation mode is also susceptible, however as it involves two charm mesons it could receive contributions from the decays $B^+ \rightarrow h^+h^-h^+D^0$ or $B^+ \rightarrow D_s^+h^+h^-$, referred to as single-charm backgrounds, and $B^+ \rightarrow h^+h^-h^+h^-h^-$ referred to as a charmless background. These backgrounds can be suppressed by requiring the $D$-meson decay vertex to be displaced from the $B^+$-meson decay vertex. Requirements of varying strength are applied to the significance of the vertex separation ($\chi^2_{FD}$), depending on the extend
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To which each mode is affected by these backgrounds. The distributions of the flight distance significance for $B^+ \to (D_s^+ \to K^+\pi^-\pi^+)\phi$ signal decays and the charmless $B^+ \to K^+\pi^-\pi^+\phi$ decay is shown in Fig. 4.7.

Figure 4.7: The log of the flight distance significance between the $B^+$ and $D_s^+$ decay vertices in samples of charmless $B^+ \to K^+\pi^-\pi^+\phi$ decays in data (black) and $B^+ \to (D_s^+ \to K^+\pi^-\pi^+)\phi$ signal decays in simulation (red). The vertical line represents the requirement applied to this mode. The charmless $B^+ \to K^+\pi^-\pi^+\phi$ sample is select by placing the requirement $|m(K^+\pi^-\pi^+\phi) - m(B^+)| < 60 \text{ MeV}/c^2$ on $B^+ \to (D_s^+ \to K^+\pi^-\pi^+)\phi$ candidates with $25 < |m(K^+\pi^-\pi^+) - m(D_s^+)| < 50 \text{ MeV}/c^2$.

The residual yields of charmless backgrounds in the signal mode are estimated by performing a fit to the $B^+$ invariant mass for candidates with $25 < |m(h^+h^-h^+\phi)| < 50 \text{ MeV}/c^2$. This background estimation is performed separately for the $B^+ \to D_s^+\phi$ and $B^+ \to D_s^+K^+K^-$ searches. The invariant mass distribution for $B^+ \to (D_s^+ \to K^+\pi^-\pi^+)\phi$ candidates with $25 < |m(K^+\pi^-\pi^+) - m(D_s^+)| < 50 \text{ MeV}/c^2$ is shown in Fig. 4.8, with and without the flight distance significance requirement applied. The large contribution from charmless decays is effectively removed.

For the $B^+ \to D_s^+ \bar{D}^0$ normalisation channel, a two-dimensional optimisation is performed to calculate the contribution from decays without a $D_s^+$ meson, $\bar{D}^0$ meson or both. The two-dimensional space defined by the $D_s^+$ and $\bar{D}^0$ masses is split into four types of area as shown in Fig. 4.9.

1. Areas in which only $B^+ \to h^+h^-h^+h^-$ decays contribute (red).
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Figure 4.8: The invariant mass distribution of $B^+ \rightarrow (D_s^+ \rightarrow K^+ \pi^- \pi^+ )\phi$ candidates with $25 < |m(K^+\pi^-\pi^+)-m(D_s^+) | < 50 \text{MeV}/c^2$ before (left) and after (right) the flight distance significance requirement is applied. The significant contribution from $B^+ \rightarrow K^+\pi^-\pi^+\phi$ and $B^+ \rightarrow K^+\pi^-\pi^+K^+K^-$ decays is removed. Partially reconstructed charmless decays below the $B^+$ meson mass are neglected in the simple fit model.

Figure 4.9: Candidate $B^+ \rightarrow D_s^+ \bar{D}^0$ decays plotted as a function of the $D_s^+$ and $\bar{D}^0$ invariant mass. The four regions described in the text are highlighted.

2. Areas in which either $B^+ \rightarrow D_s^+ h^+ h^-$ or $B^+ \rightarrow h^+ h^- h^+ h^-$ decays can contribute (blue).

3. Areas in which either $B^+ \rightarrow h^+ h^- h^+ \bar{D}^0$ or $B^+ \rightarrow h^+ h^- h^+ h^-$ decays can contribute (green).

4. The signal region in which $B^+ \rightarrow D_s^+ \bar{D}^0$, $B^+ \rightarrow h^+ h^- h^+ \bar{D}^0$, $B^+ \rightarrow D_s^+ h^+ h^-$ or $B^+ \rightarrow h^+ h^- h^+ h^-$ decays could contribute (black).

As illustrated in Fig. 4.9, the blue and red regions in the $\bar{D}^0$ sidebands are wider.
to the left of the peak than the right. This helps to prevent misidentified $B^+ \rightarrow D_s^+ (\bar{D}^0 \rightarrow K^- \pi^+)$ decays from being included in the sideband sample, visible as an excess of points at high values of $m(K^+K^-)$. The optimal selection requirements are chosen such that the maximal signal efficiency is achieved for a residual charmless contribution of $<2\%$ of the normalisation yield.

The optimisation of the signal and normalisation cuts is performed separately for each different $D_s^+$ decay mode, and for the $B^+ \rightarrow D_s^+ K^+ K^-$ and $B^+ \rightarrow D_s^+ \phi$ selections. The optimised requirements are listed in Table 4.6, along with the estimated residual yields of charmless and single charm yields in the signal region.

<table>
<thead>
<tr>
<th>$B^+$ decay mode</th>
<th>$D_s^+$ decay mode</th>
<th>$\chi^2_{FD}(D^+_s)$</th>
<th>$\chi^2_{FD}(\bar{D}^0)$</th>
<th>Residual yields</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^+ \rightarrow D^+_s \phi$</td>
<td>$D_s^+ \rightarrow K^+ K^- \pi^+$</td>
<td>0.0</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>$B^+ \rightarrow D^+_s \phi$</td>
<td>$D_s^+ \rightarrow K^+ \pi^- \pi^+$</td>
<td>25.0</td>
<td>-</td>
<td>2.6</td>
</tr>
<tr>
<td>$B^+ \rightarrow D^+_s \phi$</td>
<td>$D_s^+ \rightarrow \pi^+ \pi^- \pi^+$</td>
<td>5.0</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>$B^+ \rightarrow D^+_s \bar{D}^0$</td>
<td>$D_s^+ \rightarrow K^+ K^- \pi^+$</td>
<td>8.0</td>
<td>0.0</td>
<td>21.6</td>
</tr>
<tr>
<td>$B^+ \rightarrow D^+_s \bar{D}^0$</td>
<td>$D_s^+ \rightarrow K^+ \pi^- \pi^+$</td>
<td>18.0</td>
<td>0.0</td>
<td>3.3</td>
</tr>
<tr>
<td>$B^+ \rightarrow D^+_s \bar{D}^0$</td>
<td>$D_s^+ \rightarrow \pi^+ \pi^- \pi^+$</td>
<td>16.0</td>
<td>0.0</td>
<td>3.9</td>
</tr>
<tr>
<td>$B^+ \rightarrow D^+_s K^+ K^-$</td>
<td>$D_s^+ \rightarrow K^+ K^- \pi^+$</td>
<td>5.0</td>
<td>-</td>
<td>0.19</td>
</tr>
<tr>
<td>$B^+ \rightarrow D^+_s \bar{D}^0$</td>
<td>$D_s^+ \rightarrow K^+ K^- \pi^+$</td>
<td>8.0</td>
<td>0.0</td>
<td>7.95</td>
</tr>
</tbody>
</table>

Table 4.6: Charmless and single charm minimum flight distance significance requirements applied to the $D_s^+$ and $\bar{D}^0$ candidates. The selection requirements are chosen such that the contribution from charmless and single charm decays are below $2\%$ of the normalisation yield. The large variation in residual yields therefore reflects the variation in the expected normalisation yields.

4.3.4 Misidentified $D$ and $\Lambda_c^+$ hadrons

It is possible for the samples $D_s^+$ mesons to be contaminated by other misidentified decays of $D^+$ mesons or $\Lambda_c^+$ baryons in which one of the decay products has been incorrectly identified. Such backgrounds can be vetoed by recalculating the invariant mass of the $D_s^+$ meson, swapping the mass hypothesis of the ambiguous track to that of the $K$, $\pi$ or $p$, depending on the decay mode. The particle identification requirements are tightened within a mass window around the $D^+$ or $\Lambda_c^+$ mass, effectively removing this crossfeed. For the mode $D_s^+ \rightarrow K^+ K^- \pi^+$, the vetoes are not applied to candidates.
for which $|m(K^-K^+)-m_\phi| < 10$ MeV/$c^2$ as there are a high purity of $D_s^+ \rightarrow K^+K^-\pi^+$ decays in this region.

The specific vetoes included in this selection are listed in Table 4.7. The invariant mass distributions for each the misidentified $D_s^+ \rightarrow K^+K^-\pi^+$ decays are shown in Figs. 4.10 and 4.11. For candidates within windows around the misidentified hadron mass, tighter PID requirements are imposed. These are illustrated in two-dimensional plots.

**Table 4.7:** Misidentified decays targeted by vetoes. The ambiguous track is highlighted in red in each case.

<table>
<thead>
<tr>
<th>Decay Mode</th>
<th>Misidentified decay</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_s^+ \rightarrow K^+K^-\pi^+$</td>
<td>$D^+ \rightarrow \pi^+K^-\pi^+$</td>
</tr>
<tr>
<td>$\Lambda_c^+ \rightarrow p^+K^-\pi^+$</td>
<td>$D_s^+ \rightarrow K^+\pi^-\pi^+$</td>
</tr>
<tr>
<td>$D^+ \rightarrow \pi^+\pi^-\pi^+$</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4.10:** The invariant mass distributions of $D_s^+ \rightarrow K^+K^-\pi^+$ samples reconstructed as $D^+ \rightarrow \pi^+K^-\pi^+$ plotted against the particle identification variable PIDK of the $K^+$ track (left). The green box represents the area removed by the veto. The misidentified invariant mass distribution (right) is plotted with (red) and without (black) the veto applied.

### 4.3.5 Invariant mass vetoes

Sharp peaking structures are observed in invariant masses of subsets of the final state particles. These result from various signal or background processes in which incorrect tracks have been assigned to the the final state particles. These are removed with
simple invariant mass cuts to remove combinatorial or partially reconstructed backgrounds that result from these incorrectly reconstructed decays. All combinations of the final state particles that create a neutral or singly-charged candidate are investigated. Significant structures are observed for all three $D^+_s$ decay modes in some combination as detailed in Appendix A.2.

Another set of vetoes rejects decays where the tracks forming the $D^+_s$ candidate originate from an excited charged charm meson decay, for example $D^{*+} \rightarrow (D^0 \rightarrow h^+h'^-)\pi^+$. By requiring $\Delta m = m(h^+h'^-\pi^+) - m(h^+h'^-) > 150 \text{ MeV}/c^2$ decays of this type are efficiently removed. These are applied to both the signal and normalisation modes for all $D^+_s$ decays.

### 4.3.6 Normalisation mode veto

In the search for $B^+ \rightarrow D^+_s K^+ K^-$ decays, the entire $m(K^+K^-)$ phasespace is used. This ranges from the $K^+K^-$ mass threshold at around $990 \text{ MeV}/c^2$ to the kinematic limit at $m(B^+) - m(D^+_s) = 3300 \text{ MeV}/c^2$. This range is wide enough to include the mass of the $\bar{D}^0$ meson, $m(D^0) = 1864 \text{ MeV}/c^2$. Consequently, when inspecting the $m(K^+K^-)$ spectrum for selected signal candidates there is an excess of events at the $D^0$ mass. It is necessary to remove these from the signal samples as, unsurprisingly,
they result in a peak at the $B^+$ mass in the $m(D_s^+K^+K^-)$ spectrum and lead to an incorrect signal yield. As described in Section 4.3.1, these removed events are used as the normalisation channel for the measurement of $B^+ \rightarrow D_s^+K^+K^-$ decays. The region affected by the veto $|m(K^+K^-) - m(D^0)| > 25 \text{ MeV}/c^2$ is shown in Fig. 4.12a.

![Graph](image)

**Figure 4.12:** The vetoes applied to remove the normalisation channel $B^+ \rightarrow D_s^+D^0$ from the sample of $B^+ \rightarrow D_s^+K^+K^-$ decays. Both the correctly reconstructed $D^0 \rightarrow K^+\pi^-$ decays (right) are targeted. The effect of the mis-reconstructed $D^0 \rightarrow K^+\pi^-$ decay veto on the $m(K^+K^-)$ distribution is shown in red in the left plot.

In addition to the correctly reconstructed normalisation channel, the presence of the incorrectly reconstructed $B^+ \rightarrow D_s^+(D^0 \rightarrow K^+\pi^-)$ decay is observable in Fig. 4.12a. This appears as smeared out peak to the right of the $D^0$ peak. Although the probability of the $\pi^-$ meson being misidentified as a $K^-$ meson is low for the chosen PID requirements ($O(1\%)$), the branching fraction for $D^0 \rightarrow K^+\pi^-$ is larger, leading to the observed excess. It is possible, and necessary, to remove this contribution. The $K^+K^-$ candidates are reconstructed again, swapping the mass hypothesis of the second track from $K^-$ to $\pi^-$. The distribution of these candidates in the vicinity of the $D^0$ mass is shown in Fig. 4.12b. A distinct peak is observed at the $D^0$ mass. This contribution is removed by the requirement $|m(K^+\pi^-) - m(D^0)| > 25 \text{ MeV}/c^2$. The effect of this requirement on the $m(K^+K^-)$ spectrum is shown by the red line in Fig. 4.12a, which represents the sample with this veto applied. The $B^+ \rightarrow D_s^+(D^0 \rightarrow K^+\pi^-)$ background is reduced to a negligible level.
4. Event selection

Another structure appears to be present to the left of the $D^0$ peak in Fig. 4.12a. This is likely to be due to $D^0 \rightarrow K^+ K^- X$ decays in which one or more particles have not been reconstructed. This partially reconstructed background would not peak at the $B^+$ mass in the $m(D^+_sK^+K^-)$ spectrum due to the missing particles, therefore no attempt is made to remove this contribution.

4.3.7 Multivariate analysis

Multivariate Analyses (MVAs) are used to help discriminate between genuine $D^+_s$ and $\phi$-meson decays and combinations of unrelated tracks.

In many analyses of $B$ mesons at LHCb, it is conventional to train MVAs using simulation samples to represent the signal decays and signal-depleted regions of data to define the background samples. However certain variables, for example particle identification variables, are not perfectly represented in the LHCb simulations. As a result these variables cannot be used in MVAs using these simulations to define the signal distributions and must be optimised separately. To circumvent this issue, an alternative approach has been developed to use large, high-purity data samples as a signal sample to train MVAs, reducing the dependency on simulations. Rather than using a single MVA to select the signal decays, the decay chain is split into the contributing mesons, in this case $D^+_s$ and $\phi$, and a MVA trained for each. These intermediate mesons are reconstructed in other $B$ meson decays with similar topologies for maximum efficacy. The method is based on the approach used in Ref. [122], however the choice of input variables has been optimised and training samples expanded to include Run II data.

The sample of $D^+_s$ mesons is obtained from the relatively abundant $B^0_s \rightarrow D^+_s\pi^-$ decay. Similarly, the sample of $\phi$ mesons is obtained from $B^0_s \rightarrow J/\psi \phi$ decays. Large, high purity samples are reconstructed using similar requirements to those applied in the selection of signal $D^+_s$ and $\phi$ mesons. A sample is selected for each of the $D^+_s$ and $\phi$-meson decays uses in this analysis, as listed in Table 4.8. The training of separate MVAs for the different $D^+_s$ modes allows the use of particle identification variables that separate kaons and pions to be fully exploited. The MVA trained using
$B^0_s \rightarrow J/\psi (\phi \rightarrow K^+K^-)$ decays is used to select both $\phi \rightarrow K^+K^-$ and $\bar{D}^0 \rightarrow K^+K^-$ decays. For the normalisation mode this may be suboptimal, however it ensures the selection of the signal and normalisation channels are almost identical such that the systematic uncertainty in the ratio of efficiencies is minimised. The samples of $\bar{B}^0_s \rightarrow D^+_s \pi^-$ and $B^0_s \rightarrow J/\psi \phi$ decays are randomly split into two subsamples. The first is used to train the MVAs and the second is used to determine the efficiency of the selection. To prevent the difference between $\phi$ and $D^0$ decays from affecting the ratio of efficiencies, the normalisation channel MVA efficiency is instead determined from a dedicated sample of $D^0 \rightarrow K^+K^-$ decays as detailed in Table 4.8. The $\phi \rightarrow K^+K^-$ MVA is also used to select the $K^+K^-$ pair in $B^+ \rightarrow D^+_s K^+K^-$ decays. A total of eight MVAs are trained, one for each of the $D^+_s$ and $\phi$ modes, in both Run I and Run II. Changes to the particle identification variables between the two running periods necessitates separate trainings.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Mode</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^0_s \rightarrow D^+_s \pi^-$</td>
<td>$D^+_s \rightarrow K^+K^-\pi^+$</td>
<td>Training, Efficiency</td>
</tr>
<tr>
<td>$B^0_s \rightarrow D^+_s \pi^-$</td>
<td>$D^+_s \rightarrow K^+\pi^-\pi^+$</td>
<td>Training, Efficiency</td>
</tr>
<tr>
<td>$B^0_s \rightarrow D^+_s \pi^-$</td>
<td>$D^+_s \rightarrow \pi^+\pi^-\pi^+$</td>
<td>Training, Efficiency</td>
</tr>
<tr>
<td>$B^0_s \rightarrow J/\psi \phi$</td>
<td>$\phi \rightarrow K^+K^-$</td>
<td>Training, Efficiency</td>
</tr>
<tr>
<td>$B^+ \rightarrow D^0\pi^+$</td>
<td>$D^0 \rightarrow K^+K^-$</td>
<td>Efficiency</td>
</tr>
</tbody>
</table>

Table 4.8: The decay modes used to train and determine the efficiency of the various MVAs used in this analysis.

Preselection

Before the samples of $D^+_s$ and $\phi$ mesons are used to train the MVAs, precautions are taken to ensure the samples are representative of the $B^+ \rightarrow D^+_s \phi$ and $B^+ \rightarrow D^+_s K^+K^-$ signal decays. The $\bar{B}^0_s \rightarrow D^+_s \pi^-$ and $B^0_s \rightarrow J/\psi \phi$ decays are selected using a similar procedure to the signal modes. Firstly, Stripping Lines reconstruct the candidates. The $\bar{B}^0_s \rightarrow D^+_s \pi^-$ decays are built using the same software module as the signal and normalisation channel. Therefore, the selection requirements for $D^+_s$ candidates in $\bar{B}^0_s \rightarrow D^+_s \pi^-$ decays are identical to those for the signal (Appendix A). The $B^0_s \rightarrow J/\psi \phi$ decays are reconstructed using $J/\psi \rightarrow \mu^+\mu^-$ decays, therefore they are built using a
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different software module as the final state is not fully hadronic. As such there are some differences in the selection requirements for the $\phi$ mesons from the two sources. In general the selection requirements for the $B_0^s \rightarrow J/\psi \phi$ channel are looser as the presence of the muons allows an efficient triggering without the need to make tight selections on the $K^+K^-$ pair. A full comparison of the relevant quantities are detailed in Appendix B.1.

Background subtraction

In order to use the $B_0^s \rightarrow J/\psi \phi$ and $B_0^0 \rightarrow D^+_s \pi^-$ samples to train MVAs, background subtracted distributions must be obtained for the variables used to discriminate the signal from backgrounds. Firstly, unbinned extended maximum likelihood fits are performed to the $D_s^+$ and $\phi$ invariant mass distribution in order to determine the yield of $D_s^+$ and $\phi$ candidates respectively. Maximum likelihood fits determine the values of the signal and background yields for which the given data set was most likely. The likelihood, $L$, is constructed from the probability density functions (PDFs) for the fit model, $F(m, \vec{p})$, for each entry $i$ in the data set. The PDF for each entry is evaluated at the corresponding value of the invariant mass, $m = m_i$, such that $L$ is just a function of the PDF parameters, $\vec{p}$,

$$L(\vec{p}) = \prod_{i}^{N} F(m = m_i, \vec{p}).$$

(4.2)

The maximum value of $L(\vec{p})$ is achieved for the set of PDF parameters for which the data was most likely. It is computationally beneficial to instead compute the negative log-likelihood (NLL) rather than the likelihood directly, as addition is less intensive than multiplication. The NLL,

$$- \log L(\vec{p}) = - \sum_{i}^{N} \log F(m = m_i, \vec{p}),$$

(4.3)

is then minimised with respect to the PDF parameters.

This likelihood can be extended to allow the total yield attributed to the PDF to be determined as a parameter as well. This is nessesary to determine the yields of
both signal and background contributions (\(n_S\) and \(n_B\)). The likelihood is multiplied by the Poisson probability density for measuring \(n = n_S + n_B\) events,

\[
\mathcal{L}(n, \vec{p}) = \frac{n!}{N!} e^{-n} \prod_i N_i F(m = m_i, \vec{p}) = \frac{e^{-n}}{N!} \prod_i n F(m = m_i, \vec{p}).
\]  

(4.4)

The extended NLL becomes

\[
- \log \mathcal{L}(n, \vec{p}) = - \sum_i n_i \log n F(m = m_i, \vec{p}) + n + \log N!.
\]  

(4.5)

The \(\log N!\) term can be ignored as it is a constant. In general, a fit model can be constructed from an arbitrary number of species, \(N_s\), each with PDF \(f_j(m = m_i, \vec{p})\) and yield \(n_j\)

\[
- \log \mathcal{L}(n_j, \vec{p}) = - \sum_i n_j \log n F(m = m_i, \vec{p}) + \sum_j n_j + \log N!.
\]  

(4.6)

In this instance the fit model is constructed from the signal and background contributions

\[
n F(m|n_S, n_B, \vec{p}, \vec{p'}) = n_S f(m|\vec{p}) + n_B g(m|\vec{p'}),
\]  

(4.7)

where \(n_S\) and \(n_B\) are the signal and background yields, \(f\) and \(g\) are the PDFs for the signal and background respectively, and \(\vec{p}\) and \(\vec{p'}\) represent the parameters controlling the PDF shapes. After the extended maximum likelihood fits have been performed and the yields established, the subtraction of candidates attributed to the background component is performed using the \(sPlot\) technique \[123\]. The \(sPlot\) method assigns weights for each species in the fit model, namely signal and background. The weights, \(W_k\), for species \(k\) are determined as a function of the discriminating variable, \(m\),

\[
W_k(m) = \frac{\sum_j N_j V_{kj} f_j(m)}{\sum_l N_l n_l f_l(m)},
\]  

(4.8)

where \(V_{nj}\) is the inverse covariance matrix of the negative log likelihood,

\[
V_{kj}^{-1} = \frac{\partial^2 (-\log \mathcal{L})}{\partial n_k \partial n_j}.
\]  

(4.9)

These are assigned to each event in the data set and are only dependent on the value of the fitted variable, in this case \(\phi\) or \(D_s^+\) mass. When plotting other, uncorrelated
variables and weighting each event accordingly, the contribution from each component in the fit can be extracted.

For both $B_s^0 \rightarrow J/\psi \phi$ and $B_s^0 \rightarrow D_s^+ \pi^-$ decays, simple fit models are found to be sufficient when performing the $sPlot$ technique, as detailed in Appendix B.2.

**Input variables**

The MVA method is trained using a large set of variables chosen to help discriminate between the signals of interest and combinations of unrelated tracks. These variables include the properties of the $K^\pm$ or $\pi^\pm$ decay products as well as those of the $\phi$ or $D_s^+$ candidate itself. Many of the quantities are the same as those previously defined in Section 4.3.1. The additional parameters relate to the track quality and particle identification information and are defined as follows:

- **Track matching quality, $\chi^2_{TRKMATCH}$**: this parameter is a key component of the pattern recognition software that matches the VELO and tracking station track sections together to form long tracks. It quantifies the quality of the track matching; incorrect combinations of track sections can have larger $\chi^2_{TRKMATCH}$ values than true tracks.

- **VELO track quality, $\chi^2_{TRKVELO}$**: this quantifies the quality of the track fit using just the hits in the VELO. Incorrect combinations of hits are likely to have higher values of $\chi^2_{TRKVELO}$ than true tracks.

- **Kaon, proton, pion and ghost probabilities, $\text{ProbNN}_x$ ($x \in [K, \pi, p, \text{ghost}]$)**: these variables are an alternative form of Particle Identification variables in addition to those already discussed in Section 4.3.2. Each $\text{ProbNN}_x$ variable acts as the probability for the reconstructed track to be of the species $x$. These variables are the responses of Artificial Neural Networks trained to differentiate between the various particle types using a large number of inputs from different sub-detectors. The trainings use simulated samples of signal and background decays and have been retuned between Run I and Run II to reflect the difference
in the detector configuration. These variables improve the performance over the variables discussed in Section 4.3.2 by using input from all PID sub-detectors and exploiting any correlations. Four of the available ProbNNx variables are used in this analysis. Three of these identify kaons, protons and pions. The last aims to identify ghost tracks, similar to the $P_{\text{Ghost}}$ variable already discussed.

The variables used in the $\phi$ and $D_s^+$ meson MVAs are listed in Table 4.9. A total of 24 and 35 variables are used in the $\phi$ and $D_s^+$ MVAs respectively.

When training the $\phi$ meson MVA, the flight distance significance is not included as an input variable. This MVA is used to select both $\phi$ and $D^0$ mesons which are likely to have different flight distance significance distributions as a result of their different lifetimes.

<table>
<thead>
<tr>
<th>Particle</th>
<th>Description</th>
<th>Quantity</th>
<th>$D_s^+$ MVA</th>
<th>$\phi$ MVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi / D_s^+$</td>
<td>Momentum</td>
<td>$p$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Transverse Momentum</td>
<td>$p_T$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Vertex quality</td>
<td>$\log_{10}(\chi^2_{\text{VXT}})$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Impact parameter significance</td>
<td>$\log_{10}(\chi^2_{\text{IP}})$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Flight distance significance</td>
<td>$\log_{10}(\chi^2_{\text{FD}})$</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>$K^\pm$</td>
<td>Momentum</td>
<td>$p$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Transverse momentum</td>
<td>$p_T$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Longitudinal momentum</td>
<td>$p_Z$</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Impact parameter significance</td>
<td>$\log_{10}(\chi^2_{\text{IP}})$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Track quality</td>
<td>$\chi^2_{\text{TRK}}$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Velo track quality</td>
<td>$\chi^2_{\text{TRKVELO}}$</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Track matching quality</td>
<td>$\chi^2_{\text{TRKMATCH}}$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Kaon probability</td>
<td>ProbNNk</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Proton probability</td>
<td>ProbNNp</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Pion probability</td>
<td>ProbNNpi</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Ghost probability</td>
<td>ProbNNghost</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 4.9: Discriminating variables used to train the $\phi$ and $D_s^+$ MVAs. Poorly discriminating variables are removed from the $\phi$ MVA to prevent overtraining. The flight distance significance is remove as the MVA is applied to both $\phi$ and $D^0$ candidates.

When training the MVA methods, the variables are ranked according to their discrimination power. It is found that the kaon particle identification variable and various $\log_{10}(\chi^2_{\text{IP}})$ variables are the most discriminating as detailed in Appendix B.3.
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MVA method

The MVA training and validation is implemented using the TMVA package, part of the ROOT framework \[124\]. During training, each method uses samples that have been defined to be ‘signal’ and ‘background’ in order to characterise the differences between the two categories. The multidimensional space defined by the input variables is effectively condensed onto a single axis, given by the classifier’s response. A second set of ‘signal’-like and ‘background’-like samples are used to blindly validate the training. The classifier response is compared in the training and validation samples to demonstrate if the expected separation is reproducible. If not, the method may be overtrained; when too few events are used in the training, statistical fluctuations in the distributions can be significant. Differences can be identified that are actually artefacts of the low statistics and not representative of the sample as a whole. This results in the classifier being more discriminatory on the training sample than the validation sample.

In this data-driven MVA approach, the ‘signal’ and ‘background’ training samples are both taken from the relevant $B^0_s \rightarrow D_s^{+}\pi^-$ or $B^0_s \rightarrow J/\psi \phi$ decay samples. The signal samples are background subtracted, and the background samples use candidates in signal-depleted regions either side of the $D_s^+$ or $\phi$ invariant mass peak. Full details of the MVA training procedure and overtraining tests can be found in Appendix \[B.4\].

MVA efficiency

The efficiencies of the MVAs that select $D_s^+$ and $\phi$ meson in the signal decays are obtained from the data using validation samples of $B^0_s \rightarrow J/\psi \phi$ and $\bar{B}^0_s \rightarrow D_s^{+}\pi^-$ decays. Additionally, a sample of $B^+ \rightarrow \bar{D}^0 \pi^+$ decays is used to calculate the efficiency of $\bar{D}^0 \rightarrow K^+K^-$ decays in the normalisation channel. The efficiency calculation takes into account the kinematic differences between the training and signal samples, as well as possible correlations between the $D_s^+$ and $\phi$ kinematics, by using input from simulation samples. The signal MVA response is extracted from the validation samples in four bins of both $p_T$ and $\chi^2_{FD}$ to account for the difference in the kinematics.
and geometry of the validation and signal modes. Simulation samples for $B^+ \to D_s^+ \phi$ or $B^+ \to D_s^+ \bar{D}^0$ decays are iterated though in turn, selecting the corresponding MVA response from the appropriate kinematic bins. The per-candidate efficiency is determined by integrating the validation sample $D_s^+$ and $\phi$ MVA responses $(x,y)$ above the required cut values

$$
\varepsilon_{\text{event}} = \int_{\text{cut}_\phi}^{1} f(x)dx \times \int_{\text{cut}_{D_s^+}}^{1} g(y)dy
$$

(4.10)

where $f(x)$ and $g(y)$ represent the weighted MVA classifier output for the $\phi$ and $D_s^+$ MVAs respectively, and $\text{cut}_\phi$ and $\text{cut}_{D_s^+}$ represent the chosen MVA cut value. The total efficiency for each mode is given by the sum of the per-candidate efficiencies within the relevant simulation sample. The values obtained for $B^+ \to D_s^+ K^+ K^-$ and $B^+ \to D_s^+ \phi$ decays are discussed in Sec. 5.6.2 and Sec. 6.6.2 respectively.

MVA optimisation

The selection criteria for each of the BDTG classifiers are determined by optimising a figure of merit (FOM) \[125\],

$$
\text{FOM} = \frac{\epsilon_s}{(\frac{a}{2} + \sqrt{N_{\text{BKG}}})}
$$

(4.11)

with $a = 5$, where $\epsilon_s$ is the signal efficiency and $N_{\text{BKG}}$ is the number of background candidates determined from fits to data, calculated in the signal region. This figure of merit is chosen as it depends only on the signal efficiency rather than the absolute number of expected signal events. The parameter $a$ defines the number of standard deviations corresponding to a one-sided Gaussian test, here chosen to be five to correspond to the significance required for an observation. The signal efficiency is calculated for the relevant mode and MVA requirement values using the data-driven technique in the previous subsection. The optimisation is performed in two dimensions, one for each of the $\phi$ and $D_s^+$ MVAs. This is performed separately for the three different $D_s^+$ decay modes. The results of the optimisation can be found in Appendix B.5.
4.3.8 Impact parameter requirements

The data-driven MVAs target the selection of $\phi$ and $D_s^+$ candidates, removing a significant background contribution. However it is possible to further purify the selection by making requirements on the $B^+$ candidates formed from the combination of the $D_s^+$ and $\phi$ mesons. This helps to remove possible backgrounds coming from the incorrect combination of two unrelated mesons. Requirements are placed on the impact parameter significance $\chi^2_{IP}$ to help ensure that the different components of the decay chain have a topology consistent with those desired.

The $B^+$ meson candidate is required to be consistent with originating at the PV by requiring $\chi^2_{IP} < 10$. This helps to remove background as unrelated combinations of $D_s^+$ and $\phi$ mesons will not necessarily point back towards the PV. Additionally, the opposite requirement is made of the $D_s^+$ meson, $\chi^2_{IP} > 10$, to reduce charm meson backgrounds where the charm is produced promptly at the PV. The distributions of the impact parameter requirements for the signal and normalisation samples can be found in Appendix A.3.

4.4 Invariant mass distributions

4.4.1 Refitting the decay chain

The yields of $B^+$ meson candidates for the signal and normalisation channels are determined from fits to the $B^+$ meson invariant mass, the exact details of which will be in Chapters 5 and 6. Two variants of invariant mass are available, the raw $B^+$ meson invariant mass is calculated from the Lorentz sum of the $D_s^+$ and $\phi$ (or $D^0$) candidates, or a refit $B^+$ meson invariant mass in which kinematic and topological constraints improve the precision. The mass of the $D_s^+$ (and $D^0$) meson is constrained to the known value. Additionally, the momentum vector of the $B^+$ meson is constrained to be parallel to the line between the primary interaction and the $B^+$-meson decay vertex. This is implemented with the Decay Tree Fitter algorithm [126].
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4.4.2 \( D_s^+, \phi \) and \( \bar{D}^0 \) invariant mass distributions

The \( D_s^+ \) and \( \phi \) meson invariant mass distributions for \( B^+ \to D_s^+\phi \) and \( B^+ \to D_s^+\bar{D}^0 \) candidates passing the full selection requirements are shown in Figs. 4.13 and 4.14 respectively. The purity of the \( D_s^+ \to K^+\pi^-\pi^+ \) and \( D_s^+ \to K^+\pi^-\pi^+ \) decays are significantly lower than the \( D_s^+ \to K^+K^-\pi^+ \) mode as a result of the smaller branching fractions for these modes.

![Invariant mass distributions](image)

**Figure 4.13:** The \( \phi \) (left) and \( D_s^+ \) (right) invariant mass distributions for signal \( B^+ \to D_s^+\phi \) candidates passing the selection requirements. The inner and outer \( m(K^+K^-) \) ranges, as defined in Chapter 6, are represented by the blue and red vertical lines respectively. The \( D_s^+ \) mass cut is not applied when producing the \( \phi \) mass distribution, and vice versa.

Requirements are placed in the invariant masses of the \( D_s^+, \phi \) and \( \bar{D}^0 \) candidates to isolate the signal decays. The requirements are listed in Table 4.10 and represented
Figure 4.14: The $\bar{D}^0$ (left) and $D_s^+$ (right) invariant mass distributions for normalisation $B^+ \to D_s^+ \bar{D}^0$ candidates passing the selection requirements. The $D_s^+$ mass cut is not applied when producing the $\bar{D}^0$ mass distribution, and vice versa.

in Figs. 4.13 and 4.14 by red vertical lines. The $\phi$ meson requirement is wider than those for the $D_s^+$ and $\bar{D}^0$ mesons even though the width is clearly narrower. The $B^+ \to D_s^+ \phi$ candidates are further split into two categories as detailed in Chapter 6, therefore the sidebands either side of the $\phi$ meson are retained.

<table>
<thead>
<tr>
<th>Particle</th>
<th>Requirement (MeV/$c^2$)</th>
<th>FWHM (MeV/$c^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_s^+$</td>
<td>$</td>
<td>m(h^+h^-h^+) - m(D_s^+)</td>
</tr>
<tr>
<td>$\bar{D}^0$</td>
<td>$</td>
<td>m(K^+K^-) - m(\bar{D}^0)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>$</td>
<td>m(K^+K^-) - m(\phi)</td>
</tr>
</tbody>
</table>

Table 4.10: Invariant mass requirements applied to all candidates, along with the full width at half maximum (FWHM) for reference.
The distribution of $D^+_s$ and $K^+K^-$ invariant masses for $B^+ \rightarrow D^+_sK^+K^-$ and the corresponding $B^+ \rightarrow D^+_s\bar{D}^0$ candidates are shown in Fig. 4.15.

**Figure 4.15:** The $K^+K^-$ (left) and $D^+_s$ (right) invariant mass distributions for $B^+ \rightarrow D^+_sK^+K^-$ and $B^+ \rightarrow D^+_s\bar{D}^0$ candidates passing the selection requirements. The lower two plots correspond to the data removed by the normalisation channel veto, removed in the region of the depleted bin around 1800 MeV/$c^2$ in the top left figure.

### 4.4.3 $B^+$ invariant mass distribution

The $B^+$ invariant mass distribution for the normalisation mode is shown in Fig. 4.16. The distribution of candidates is shown with the different aspects of the selection applied. It can be seen that the level of combinatorial background that is present across the whole mass range dramatically decreases as the different selection criteria are applied. Additionally, it is clear the size of the normalisation channel decreases as the selection is applied, but only reduces to around half of the original size.
Figure 4.16: Invariant mass of normalisation candidates for various selection steps. The final fit uses the last sample. Peaking background from $B^+ \to D_s^{(*)}+\bar{D}^{(*)0}$ decays is visible around 5100 MeV/$c^2$. 
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In this chapter the methodology used to search for \( B^+ \rightarrow D_s^+ K^+ K^- \) decays is described. The branching fraction \( \mathcal{B}(B^+ \rightarrow D_s^+ K^+ K^-) \) is determined by measuring the ratio of \( B^+ \rightarrow D_s^+ K^+ K^- \) and \( B^+ \rightarrow D_s^+ \bar{D}^0 \) yields. This ratio is corrected to account for the corresponding selection efficiencies of the two modes. Finally, the corrected yield ratio is multiplied by the externally measured branching fractions for the normalisation channel \( B^+ \rightarrow D_s^+ \bar{D}^0 \) and \( \bar{D}^0 \rightarrow K^+ K^- \) decays to determine \( \mathcal{B}(B^+ \rightarrow D_s^+ K^+ K^-) \).

The parametrisations used to model the signal and backgrounds components and extract the candidate yields are described in Section 5.2, the efficiency corrections are described in Section 5.6 and the resulting calculation of the branching fraction is in Section 5.8.

### 5.1 Fit strategy

The search for \( B^+ \rightarrow D_s^+ K^+ K^- \) involves two independent unbinned extended maximum likelihood fits for the signal and normalisation channels implemented with the RooFit package [127] within ROOT. The extended likelihoods for the two fits are constructed in a similar manner to those already detailed in Sec. 4.3.7. However, as a larger number of components are included there are correspondingly more contributions included in the likelihood

\[
- \log \mathcal{L}(n_0...n_j, \vec{p}) = - \sum_i^N \log \left( \sum_j n_j f_j(m = m_i, \vec{p}) \right) + \sum_j n_j,
\]

where the index \( j \) represents each component of the model with yield \( n_j \) and PDF \( f_j \).

As before, the PDF parameters are denoted by \( \vec{p} \), the total number of events by \( N \), the invariant mass variable by \( m \), and the invariant mass of the \( i \)th candidate by \( m_i \). The constant \( \log N! \) term has been ignored. Separate likelihoods are created for the signal and normalisation fits.

The raw \( B^+ \rightarrow D_s^+ K^+ K^- \) yield is corrected on a per-candidate basis to account for the phase-space dependence of the signal efficiencies in this three-body decay. This
is implemented using the *sPlot* technique \[123\] to determine a signal weight $W_{s,i}$ for each event $i$ in the fitted data set. The weights for each component are constructed such that they sum to the fitted value of that component's yield

$$n_{\text{sig}} = \sum_i^N W_{\text{sig},i},$$

(5.2)

where $n_{\text{sig}}$ is the fitted signal yield and $N$ is the total number of entries in the data set. The efficiencies for the $B^+ \to D_s^+ K^+ K^-$ signal decays are determined as a function of the kinematic properties of the decay. The weight for each entry $i$ in the data set is corrected with the appropriate efficiency for its given kinematics

$$n_{\text{sig,corr}} = \sum_i^N \frac{W_{\text{sig},i}}{\epsilon_i}.$$  

(5.3)

The propagation of the uncertainty in this corrected yields is described in Sec. 5.8.

The normalisation channel decay proceeds via a pseudo two-body process, therefore no kinematic dependent efficiency correction is required.

### 5.2 Fit components

In order to extract the yields of $B^+ \to D_s^+ D^0$ and $B^+ \to D_s^+ K^+ K^-$ decays the invariant mass distributions for the processes contributing within the invariant mass range are parametrised with probability density functions (PDFs). Both the signal and normalisation channels are considered within the same $B^+$ meson invariant mass range 5100–5900 MeV/$c^2$. This is sufficiently wide to allow the contributions from different background components to be distinguished and accurately extrapolated into the signal region. The entire $m(K^+ K^-)$ phase-space is included in the search for the signal decays, including the range in the vicinity of the $\phi$ meson used later in Chapter 6.

#### 5.2.1 Signal and normalisation decays

The invariant mass distributions of $B^+ \to D_s^+ D^0$ and $B^+ \to D_s^+ K^+ K^-$ decays are parametrised as the sum of two Crystal Ball (CB) functions. The CB function consists
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of a Gaussian function with a power-law tail and is typically used to parametrise losses
due to radiative processes. This is defined as

$$CB(m|\mu, \sigma, n, \alpha) = \begin{cases} 
e - \frac{1}{2} \left(\frac{m-\mu}{\sigma}\right)^2, & \text{if } \left(\frac{m-\mu}{\sigma}\right) < -|\alpha| \\ \left(\frac{n}{|\alpha|}\right)^n \times e^{\frac{1}{2}|\alpha|^2} \left(\frac{n}{|\alpha|} - |\alpha| - \frac{m-\mu}{\sigma}\right)^n, & \text{otherwise} \end{cases} \quad (5.4)$$

where $\mu$, $\sigma$, $n$ and $\alpha$ are adjustable parameters and $m$ is the $B$ meson invariant
mass observable. The sum of two CB functions is constructed with a variable fraction $f_\sigma$ assigned to the CB function with the narrower width,

$$DCB(m|\mu, \sigma_1, \sigma_2, n, \alpha) = f_\sigma \times CB(m|\mu, \sigma_1, n, \alpha) + (1 - f_\sigma) \times CB(m|\mu, \sigma_2, n, \alpha), \quad (5.5)$$

where the same tail parameters, $n$ and $\alpha$ are used for both functions, but the widths, $\sigma_1$ and $\sigma_2$, are allowed to be different (with $\sigma_1 < \sigma_2$). As both CB shapes have
the same parameter $\alpha$, the tails are constrained to be on the same side. Values for
the adjustable parameters are determined from fits to simulated decays passing the
selection requirements applied to the data. However, a number of parameters are not
completely constrained from the simulations. The mean position $\mu$ is allowed vary
freely in the fit to data, as is the narrowest CB width of the normalisation and signal
decays. The tail parameters $n$ and $\alpha$ are highly correlated, therefore the value of $n$
is fixed to unity in both the fits to simulations and data. The simulation invariant
mass fits and corresponding fixed values are detailed in Appendix. C.1.

5.2.2 Partially reconstructed backgrounds

Partially reconstructed decays are those in which the five final state particles combined
in the signal mode are only a subset of a background mode’s final state. Decays of
$b$-hadrons can contribute at lower invariant masses below the signal peak when one
or more the decay products have not been reconstructed. For decays to contribute
within the fitted $B^+$ invariant mass window, the particle or particles that have not
been reconstructed must be fairly low-momentum (soft) such that the invariant mass
of the remaining particles is large. Accurate parametrisation of these contributions
is vital as many of the distributions extend close to or within the range of the signal distribution. Incorrectly attributing these decays to the signal component could lead to the incorrect branching fraction being measured.

**Backgrounds to the normalisation channel, $B^+ \rightarrow D_s^+ D^0$**

The low invariant mass region of the $D_s^+ D^0$ spectrum is populated by decays of $B^+$ mesons to combinations of $D$ and excited $D$ mesons. These $D^0$ and $D_s^{**}$ mesons decay strongly to a ground state $D^0$ or $D_s^+$ meson and a soft pion or photon. The branching fractions for these decays are listed in Table 5.1.

<table>
<thead>
<tr>
<th>Decay</th>
<th>Branching fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D^{**} \rightarrow D^0 \pi$</td>
<td>$(64.7 \pm 0.9)%$</td>
</tr>
<tr>
<td>$D^{**} \rightarrow D^0 \pi$</td>
<td>$(35.3 \pm 0.9)%$</td>
</tr>
<tr>
<td>$D_s^{**} \rightarrow D^0 \pi$</td>
<td>$(93.5 \pm 0.7)%$</td>
</tr>
<tr>
<td>$D_s^{**} \rightarrow D_s^0 \pi$</td>
<td>$(5.8 \pm 0.7)%$</td>
</tr>
</tbody>
</table>

**Table 5.1:** Branching fractions for excited charm mesons.

The excited charm mesons $D^{**}$ and $D_s^{**}$ are vector ($J^P = 1^−$) mesons. The partially reconstructed invariant mass of the $D_s^+$ and $D^0$ mesons, $m(D_s^+ D^0)$, varies depending on the angle at which the missing particle was produced, as shown in Fig. 5.1. The distribution of this angle depends on the spin of the missing particle. Analytical PDFs are used to account for the spin and mass of the missing particle. These PDFs have been used to describe other partially reconstructed $B \rightarrow DX$ decays investigated by the LHCb collaboration.

$B^+ \rightarrow (D_s^{**} \rightarrow D_s^+ \pi^0) D^0$ and $B^+ \rightarrow D_s^{**} (D^0 \rightarrow D_s^0 \pi^0)$: the $\pi^0$ meson is a pseudo-scalar ($J^P = 0^−$) particle with a mass $m(\pi^0) = 134.9766 \pm 0.0006$ MeV/$c^2$. The partially reconstructed invariant mass distribution $m(D_s^+ D^0)$ can be described by a parabola convolved with a Gaussian resolution function as pictorially represented in Fig. 5.2. The parabola does not extend beyond kinematic endpoints, $a$ and $b$, that arise from the relative direction of the missing particle (Fig. 5.1).
The parabola has a minimum in the centre

\[ f(m|a, b, \sigma, \xi, \delta) = \int_a^b \left( \mu - \frac{a + b}{2} \right)^2 \left( \frac{1 - \xi}{b - a} \mu + \frac{b\xi - a}{b - a} \right) e^{-\frac{(\mu - (m - \delta))^2}{2\sigma^2}} d\mu. \]  

(5.6)

Here, \( \sigma \) is the width of the resolution Gaussian and \( \delta \) allows the function to be offset in invariant mass, accounting for any differences in the reconstructed and predicted kinematic endpoints. The parameter \( \xi \) introduces the freedom for the two sides of the parabola to have different heights, achieved by multiplying the parabola by a line whose slope depends on \( \xi \). This accounts for variation in the selection efficiency across the PDF. The resulting function is a double peaked structure shown in Fig. 5.3. The parameters \( a \) and \( b \) are calculated from the kinematics of the \( B^+ \to (D_s^{*+} \to D_s^+ \pi^0)\bar{D}^0 \) and \( B^+ \to D_s^+(\bar{D}^0 \to \bar{D}^0\pi^0) \) decays respectively, and are listed in Table 5.2.

\( B^+ \to (D_s^{*+} \to D_s^+[\gamma])\bar{D}^0 \) and \( B^+ \to D_s^+(\bar{D}^0 \to \bar{D}^0[\gamma]) \): the \( \gamma \) boson is a massless vector \((J^P = 1^-)\) particle. The partially reconstructed \( m(D_s^+\bar{D}^0) \) invariant mass is also described by a parabola convolved with a Gaussian resolution function. The parabola does not extend beyond the endpoints \( a \) and \( b \), and has a
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Figure 5.2: Components of the analytical PDFs used to represent various partially reconstructed $B \rightarrow DX$ decays. Parabolas determined by the spin of the missing particle are shown in blue and the linear function used to account for the relative selection efficiency is shown in red. The product of these are convolved with a Gaussian resolution function, shown in green.

$$f(m|a,b,\sigma,\xi,\delta) = \int_a^b - (\mu - a)(\mu - b) \left( \frac{1 - \xi}{b - a} \mu + \frac{b\xi - a}{b - a} \right) e^{-\frac{(\mu - (m - \delta))^2}{2\sigma^2}} d\mu.$$  

(5.7)

Again $\sigma$, $\delta$ and $\xi$ control the width, offset and relative heights of two sides of the parabola. The resulting function is a broad single peak shown in Fig. 5.3

<table>
<thead>
<tr>
<th>Mode</th>
<th>$a$ (MeV/$c^2$)</th>
<th>$b$ (MeV/$c^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^+ \rightarrow (D_s^{+*} \rightarrow D_s^{+}[\pi^0])\bar{D}^0$</td>
<td>5051.4</td>
<td>5132.9</td>
</tr>
<tr>
<td>$B^+ \rightarrow D_s^{+}(\bar{D}^0 \rightarrow \bar{D}^0[\pi^0])$</td>
<td>5051.5</td>
<td>5128.6</td>
</tr>
</tbody>
</table>

Table 5.2: Kinematic endpoints for the partially reconstructed $B^+ \rightarrow (D_s^{+*} \rightarrow D_s^{+}\pi^0)\bar{D}^0$ and $B^+ \rightarrow D_s^{+}(\bar{D}^0 \rightarrow \bar{D}^0\pi^0)$ decays.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$a$ (MeV/$c^2$)</th>
<th>$b$ (MeV/$c^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^+ \rightarrow (D_s^{+*} \rightarrow D_s^{+}[\gamma])\bar{D}^0$</td>
<td>4976.7</td>
<td>5213.1</td>
</tr>
<tr>
<td>$B^+ \rightarrow D_s^{+}(\bar{D}^0 \rightarrow \bar{D}^0[\gamma])$</td>
<td>4970.1</td>
<td>5216.1</td>
</tr>
</tbody>
</table>

Table 5.3: Kinematic endpoints for the partially reconstructed $B^+ \rightarrow (D_s^{+*} \rightarrow D_s^{+}\gamma)\bar{D}^0$ and $B^+ \rightarrow D_s^{+}(\bar{D}^0 \rightarrow \bar{D}^0\gamma)$ decays.
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Figure 5.3: Partially reconstructed $B^+ \rightarrow D_s^+ \overline{D^0}$ and $B^+ \rightarrow D_s^+ \overline{D^{*0}}$ PDFs as described in Sec. 5.2.2. The range below 5100 MeV/$c^2$ (highlighted in red) is not included in the fit range, but included to show the full PDF distributions. The $B^+$ meson mass is represented by a vertical line.

Backgrounds to the signal channel, $B^+ \rightarrow D_s^+ K^+ K^-$

The signal channel receives contributions at low invariant mass from a number of different decays. All modes considered involve a $B^0_s$ or $B^0$ meson decay in which one or more soft decay products have not been reconstructed. Decays of $B^0_s$ mesons are particularly dominant as the $B^0_s$ meson has a larger mass than the $B^+$ meson.

$\overline{B}_s^0 \rightarrow D_s^+ K^- K^{*0}$: this decay can form a background to the $B^+ \rightarrow D_s^+ K^+ K^-$ signal when a pion from the $K^{*0} \rightarrow K^+ \pi^-$ decay is not reconstructed. The $K^- K^{*0}$ is modelled as originating from the $a_1(1260)$ resonance. This resonance has a width of 250–600 MeV/$c^2$ [62], allowing it to decay to $K^- K^{*0}$ even though it’s pole mass is below the $K^- K^{*0}$ threshold. The PDF for this background is determined from a sample of fully reconstructed simulated events that have been processed using the same procedure as the signal decays. The PDF is created using a kernel estimation technique [129] implemented in the RooKeysPDF class within RooFit. The resulting PDF is shown in Fig. 5.4a.
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Figure 5.4: Partially reconstructed mass PDFs. The $B^+$ meson mass is represented by a vertical dashed line. The range below 5100 MeV/$c^2$ (highlighted in red) is not included in the fit range.

$B_s^0 \rightarrow D_s^{*+} K^- K^{*0}$: similarly this decay can form a background at low invariant mass when a soft neutral particle is not reconstructed in the $D_s^{*+} \rightarrow D_s^+ X$ decay in addition to the pion from the $K^{*0}$. This PDF is also determined using the RooKeysPDF class and shown in Fig. 5.4b.

$B_s^0 \rightarrow D_s^+ D_s^-$: this decay can form a background to the signal when a pion is missed from either of the $D_s^+$ decays. This requires both $D_s^+$ mesons to decay to the $D_s^+ \rightarrow K^+ K^- \pi^+$ final state. This background becomes significant at close to the $B^+$ meson mass as shown in Fig. 5.4c. This PDF is similarly determined by creating a kernel estimation of fully-reconstructed simulated events passing the signal selection.
\( \bar{B}^0 \rightarrow D_s^+ D^- \): this decay can form a background when both the \( D_s^+ \) and \( D^- \) mesons decay to the \( K^\pm K^\mp \pi^\pm \) final state. Due to the similar topology to the \( \bar{B}_s^0 \rightarrow D_s^+ D_s^- \) decay, the same PDF determined from simulated events is used, however it is shifted down in mass by 40 MeV/\( c^2 \) to account for the difference in kinematics. The mode \( D^+ \rightarrow K^+ K^- \pi^+ \) is Cabibbo suppressed with respect to \( D_s^+ \rightarrow K^+ K^- \pi^+ \).

\( \bar{B}_s^0 \rightarrow D_s^{*+} D_s^- \): similarly this decay can cause a background when both a soft neutral particle is missed from the \( D_s^{*+} \rightarrow D_s^+ X \) decay as well as a pion from either of the \( D_s^+ \) mesons. As such this only has a small contribution within the fit range as shown in Fig. 5.4d.

All PDFs determined using kernel estimations from simulated events are convolved with a Gaussian distribution to account for difference between the simulations and data. The mean position of the Gaussian is given by a single free parameter \( \delta \), allowing these PDF to move slightly high or lower in mass. The width of the Gaussian is increased by 4 MeV/\( c^2 \) to account for the difference in resolution between simulation and data determined from the normalisation channel.

### 5.2.3 Combinatorial background

The dominant source of background under the signal peak is due to combinations of unrelated tracks. This combinatorial background is modelled using an exponential function

\[
f(m|c) = e^{-mc},
\]

where \( c \) is the effective slope of the function and \( m \) is the observable \( B^+ \) meson invariant mass. The separate fits to the signal and normalisation modes have the freedom to have different combinatorial slopes.
5.3 Free and constrained parameters

The signal and normalisation mass fits have eleven and nine free parameters respectively. These can vary to find a best fit to the data. These parameters are of three types: parameter of interest, PDF shape parameters and yields. The parameters of interest in the two fits are \( N(B^+ \rightarrow D_s^+ K^+ K^-) \) and \( N(B^+ \rightarrow D_s^+ \bar{D}^0) \). The signal and normalisation fits have four and five free parameters that determine the PDF shapes. The yields of each background component are left free in the signal fit. This corresponds to six free parameters for \( N_{\text{comb}} \), \( N(\bar{B}_s^0 \rightarrow D_s^+ K^- K^-) \), \( N(\bar{B}_s^0 \rightarrow D_s^+ K^- K^0) \), \( N(B_s^0 \rightarrow D_s^+ D^-) \), \( N(B_s^0 \rightarrow D_s^+ D^-) \), and \( N(B_s^0 \rightarrow D_s^+ D^-) \). The yields of the combinatorial and partially reconstructed backgrounds are left free in the fit to the normalisation channel. This corresponds to three parameters; \( N_{\text{comb}} \), \( N(B^+ \rightarrow D_s^{**} \bar{D}^0) \) and \( N(B^+ \rightarrow D_s^{**} \bar{D}^0) \). The relatives contributions of the \( D_s^{**} \rightarrow D_s^+ \pi^0 \) and \( D_s^{**} \rightarrow D_s^+ \gamma \) decays are fixed to their ratio of branching fractions (similarly for \( \bar{D}^0 \)). A factor is included to account for the fraction of each PDF that is within the fitted \( B^+ \) invariant mass range.

5.4 Fit validation

The fitting framework is validated by generating pseudo-experiment datasets and fitting them with the PDF model. The error in the normalisation yield is found to be overestimated by the fit model. When propagated to the final branching fraction, this effect is reduced, therefore no attempt is made to correct it. The validation studies are detailed in Appendix D.1.

5.5 Normalisation and signal fits

The signal and normalisation fits are performed using the model and data set previously described. The results of the two fits are shown in Figs. 5.5 and 5.6. These
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The distribution of $B^+ \rightarrow D_s^+ K^+ K^-$ candidates shown in Fig. 5.6 has a significant contribution from the signal decay. The background contribution under the signal PDF is larger than was observed for the normalisation channel. Although the dominant background below the signal is still the combinatorial background, the contribution from the partially reconstructed backgrounds is also larger; several of the background PDFs extend underneath the leftmost half of the signal distribution.
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The numerical values of the free parameters determined in the fit to the signal and normalisation channels are listed in Tables 5.4 and 5.5.

<table>
<thead>
<tr>
<th>Type</th>
<th>Parameter</th>
<th>Fit result</th>
</tr>
</thead>
<tbody>
<tr>
<td>POI</td>
<td>$N(B^+ \to D_s^+ D^0)$</td>
<td>$1091 \pm 34$</td>
</tr>
<tr>
<td>Shape</td>
<td>Mass shift $\delta$ (MeV/$c^2$)</td>
<td>$-10.6 \pm 1.3$</td>
</tr>
<tr>
<td></td>
<td>Relative peak heights $\xi$</td>
<td>$0.0 \pm 0.2$</td>
</tr>
<tr>
<td></td>
<td>Mean $B^+$ mass $\mu$ (MeV/$c^2$)</td>
<td>$5278.4 \pm 0.4$</td>
</tr>
<tr>
<td></td>
<td>Signal width $\sigma_1$ (MeV/$c^2$)</td>
<td>$12.4 \pm 0.3$</td>
</tr>
<tr>
<td></td>
<td>Combinatorial slope $c$</td>
<td>$-9.4 \pm 1.1 \times 10^{-3}$</td>
</tr>
<tr>
<td>Yields</td>
<td>$N_{\text{comb}}$</td>
<td>$248 \pm 54$</td>
</tr>
<tr>
<td></td>
<td>$N(B^+ \to D_s^+ D^0)$</td>
<td>$331 \pm 67$</td>
</tr>
<tr>
<td></td>
<td>$N(B^+ \to D_s^+ D^0)$</td>
<td>$752 \pm 55$</td>
</tr>
</tbody>
</table>

Table 5.4: Normalisation fit result.

Two of the common parameters between the two modes, namely the mean $B^+$ mass and width, have consistent values between the two fits. The combinatorial slopes vary between the two, likely because of the different background levels in the two datasets. Similarly the mass shifts vary between the two, but are consistent
within the quoted uncertainties.

### 5.6 Efficiency corrections

The branching fraction for $B^+ \rightarrow D_s^+ K^+ K^-$ decays is determined by correcting the yields of signal and background decays by their corresponding selection efficiencies. The signal yield is corrected by the efficiency as a function of the candidate’s kinematic properties. The relative signal efficiency is determined as a function of the two-dimensional Dalitz plot coordinates $m^2(D_s^+ K^-)$ and $m^2(K^+ K^-)$

$$
\epsilon_{\text{ratio}}(m^2(D_s^+ K^-), m^2(K^+ K^-)) = \frac{\epsilon_{B^+ \rightarrow D_s^+ K^+ K^-}(m^2(D_s^+ K^-), m^2(K^+ K^-))}{\epsilon_{B^+ \rightarrow D_s^+ D_0^0}}.
$$

The normalisation decay efficiency $\epsilon_{B^+ \rightarrow D_s^+ D_0^0}$ is a pseudo-two-body decay and therefore the efficiency has no dependence on the phase-space coordinates.

The efficiencies are determined using simulated decays. The PID and MVA efficiencies require additional input from external calibration samples.

#### 5.6.1 Efficiencies from simulations only

**Acceptance**

The relative likelihood for the five signal or normalisation tracks to be within the LHCb detector’s acceptance, $10 < \cos \theta < 400 \text{ mrad}$, is shown as a function of the $B^+ \rightarrow D_s^+ K^+ K^-$ Dalitz plot in Fig.5.7a.
Reconstruction

The relative reconstruction efficiency shown in Fig. 5.7b accounts for the fraction of decays in which the candidate has been correctly reconstructed and passes the $B^+ \rightarrow D_s^+ K^+ K^- Stripping Line$ requirements. Only events with a positive trigger decision are reconstructed (in simulation and data). The $B^+ \rightarrow D_s^+ D^0$ normalisation decays are reconstructed using the $B^+ \rightarrow D_s^+ K^+ K^-$ topology. This requires the $D_s^+$, $K^+$ and $K^-$ candidates to form a well reconstructed vertex, reducing the efficiency for long-lived $D^0$ mesons.

Trigger

The relative trigger efficiency shown in Fig. 5.7c accounts for the fraction of decays for which the signal candidate meets the TIS and TOS requirements, given that there was a positive trigger decision in that event, typically around 95%.

Vetoes

The relative veto efficiency shown in Fig. 5.7d accounts for the fraction of decays passing the invariant mass and normalisation vetoes. The vetoes to remove misidentified $D$ and $Λ_c^+$ hadrons are only applied to the $D_s^+$ meson and therefore assumed to affect the signal and normalisation mode equally. A vertical band is clear in the centre as a result of the veto for misidentified normalisation decays with $D^0 \rightarrow K^+ \pi^-$. 

Charmless

The relative charmless efficiency shown in Fig. 5.7e accounts for the fraction of decays failing the requirements on the $D$ meson flight distance requirements aimed at removing charmless and single-charm backgrounds.

Impact parameter significance

The relative $\chi^2_{IP}$ efficiency shown in Fig. 5.7f accounts for the fraction of decays that pass the requirements on the $B^+$ and $D_s^+$ meson impact parameter significance. The distribution shows a strong dependency on the position in phase-space at high
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$m^2(K^+K^-)$ which may be because the $D_s^+$ mesons are produced collinear with the $B^+$ direction and fail the minimum impact parameter significance requirement.

Mass windows

The relative mass requirements efficiency shown in Fig. 5.7g accounts for the fraction of decays that pass the mass windows around the $D_s^+$ (and $D^0$) mass.

5.6.2 Efficiencies requiring calibration samples

**PID efficiency**

The relative PID efficiency shown in Fig. 5.8a are calculated by correcting the PID variables in simulation using a package called PIDCalib \[130\]. A calibration sample of $D^{*+} \rightarrow (D^0 \rightarrow K^+\pi^-)\pi^+$ decays is background-subtracted to isolate the distributions of the PID variables for the $K^+$ and $\pi^-$ tracks. The PID variable distributions depend on both the kinematics of the track and the occupancy of the detector. The calibrations samples are characterised using three variables; the transverse momentum of the track $p_T$, the pseudo-rapidity $\eta$, and the number of tracks in an event $n_{Tracks}$. The calibration PID variables are parametrised using an unbinned approach that creates four dimensional PDFs (PID, $\eta$, $p_T$, $n_{Tracks}$) from the calibration samples using a kernel density estimation implemented with the Meerkat package \[131\]. Similar four dimensional PDFs are created for simulation samples of the calibration modes. These two PDFs are used to calculate the transformation needed for each species as a function of (PID, $\eta$, $p_T$, $n_{Tracks}$) to correct the distribution in simulation. This transformation preserves the correlations between the different PID variables and between the PID and kinematic properties.

**MVA efficiency**

The relative MVA efficiency shown in Fig. 5.8b is determined from simulations in which the PID distributions have been corrected to account for the variation in the $D_s^+$ and $\phi$ MVA efficiency across the phase-space. There is a strong dependence on the position in phase-space, with decays at low $m^2(K^+K^-)$ values having a larger relative
Figure 5.7: The relative efficiency $\epsilon_{ratio}(m^2(D^+_sK^-), m^2(K^+K^-))$ as a function of the $B^+ \rightarrow D^+_sK^+K^-$ kinematics.

efficiency than those at higher values. The MVA methods were trained using a sample of $\phi \rightarrow K^+K^-$ decays, so the selection favourably selects candidates near the $\phi$-meson.
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Figure 5.8: The relative efficiency $\epsilon_{\text{ratio}}(m^2(D_s^+ K^-), m^2(K^+ K^-))$ as a function of the $B^+ \rightarrow D_s^+ K^+ K^-$ kinematics.

mass.

A crosschecks is performed to compare these MVA efficiencies and the method described in Sec. 4.3.7 that uses the MVA training samples to calculate the efficiency. A good agreement is found, however the possible resulting systematic uncertainty is quantified in Sec. 5.7.1.

5.6.3 Total efficiency

The total relative efficiency between the signal and normalisation decays is calculated from the products of each contributing efficiency

$$
\epsilon_{\text{Tot.}} = \epsilon_{\text{Accp.}} \times \epsilon_{\text{Reco.|Accp.}} \times \epsilon_{\text{Trig.|Reco.}} \times \epsilon_{\text{Mass.|Trig.}} \times \epsilon_{\text{Veto.|Mass.}} \times \epsilon_{\text{FD|Veto.}} \\
\times \epsilon_{\text{IP|FD}} \times \epsilon_{\text{PID|IP}} \times \epsilon_{\text{MVA|PID}},
$$

(5.10)

where each relative efficiency $x$ is defined relative to the previous selection step $y$ as $\epsilon_{x|y}$. This is determined as a function of the two-dimensional $m^2(D_s^+ K^-)$ vs. $m^2(K^+ K^-)$ space and shown in Fig. 5.9a. The two dimensional histogram is made into a smoothly varying distribution by using a cubic spline interpolation as shown in Fig. 5.9b. The final distribution used to correct the yields of signal decays is the weighted sum of the splines for each year of data taking.
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![Figure 5.9](image)

**Figure 5.9**: The total relative efficiency $\epsilon_{\text{ratio}}(m^2(D_s^+K^-), m^2(K^+K^-))$ between the signal and normalisation mode as a function of the two-dimensional $m^2(D_s^+K^-)$ vs. $m^2(K^+K^-)$ (left) and a cubic spline interpolation of the same distribution (right).

5.7 Systematic uncertainties

A number of sources of systematic uncertainty are considered when determining the branching fraction for $B^+ \to D_s^+K^+K^-$ decays.

5.7.1 Relative efficiencies

The yields of signal and normalisation decays are corrected by the ratio of selection efficiencies. The limitations and assumptions surrounding this ratio contribute to the systematic uncertainty.

**Simulation statistics**: the relative efficiencies used in this analysis are determined from limited simulation samples resulting in an uncertainty of 2%.

**Particle identification**: the procedure used to determine the PID efficiencies introduces sources of systematic uncertainty, for example the choice of binning scheme used to match the calibration samples to the signal decays and the background-subtraction procedure used to isolate the distributions. A conservative uncertainty of 0.5% per track is assigned to any residual differences. This is assumed to be uncorrelated for the five signal and five normalisation tracks, resulting in a total relative uncertainty of 2.0%.

(a) Total efficiency

(b) Spline interpolation
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**Veto efficiency:** the efficiency of the misidentified $D^+$ and $\Lambda_c^+$ hadron vetoes applied to the $D_s^+$ meson is assumed to be the same for the signal and normalisation channel. However, slight differences in the kinematics of the $D_s^+$ mesons in each case might lead to this approximation not being valid. An uncertainty of 1.4% is assigned to account for any bias.

**MVA efficiency:** the relative MVA efficiency receives contributions from a number of sources. They are determined from corrected simulations samples (Sec. 5.6.2) using Run I calibrations. The phase-space distributions in Run I and Run II are assumed to be the same, whilst the absolute values of the efficiencies are scaled using input from the calibration samples $B_s^0 \rightarrow J/\psi \phi$ and $\overline{B}_s^0 \rightarrow D_s^+ \pi^-$. An uncertainty of 4.4% is associated to this assumption. The data-driven efficiencies obtained from the $B_s^0 \rightarrow J/\psi \phi$ and $\overline{B}_s^0 \rightarrow D_s^+ \pi^-$ samples are associated to uncertainties as a result of the choice of binning scheme and finite sample sizes. The uncertainty arising from differences in simulation and data distributions that could affect the MVA efficiencies (Fig. A.5 and Fig. B.4) are also taken into account. The total systematic uncertainty associated to the relative MVA efficiency is 7.6%.

### 5.7.2 Signal and normalisation PDFs

Some parameters in the signal and normalisation PDFs are fixed to values obtained from simulation. These include the tail parameters, relative widths, and fractional amounts of the two CB functions that make up the PDFs. The values obtained from simulation have associated uncertainties arising from the limited simulation sample sizes. The nominal fits are repeated with the fixed parameters modified to values sampled from Gaussian distributions, with a width given by the parameter uncertainties. All parameters are changed simultaneously. The resulting variation of 0.5% is assigned as the associated systematic uncertainty.
5. Mass fit to $B^+ \rightarrow D_s^{\pm} K^+ K^-$ candidates

5.7.3 Background PDFs

In the signal mode the PDFs for the partially reconstructed background modes are taken directly from simulated events using one-dimensional kernel estimations [129]. In the nominal fit, these are smeared to account for the differences in the mass resolution between data and simulation. To account for any systematic uncertainty arising from the choice of resolution difference, the fit is repeated, randomly varying the smearing resolution each time. The resulting variation in the branching fraction is assigned as a systematic uncertainty.

In the normalisation mode a number of choices are made about the partially reconstructed backgrounds, namely the kinematic limits of the $B^+ \rightarrow D_s^{\ast \pm} D^0$ and $B^+ \rightarrow D_s^+ D^{*0}$, and the external branching fractions of $D_s^{\ast +} \rightarrow D_s^+ [\gamma/\pi^0]$, $D^{*0} \rightarrow \bar{D}^0 [\gamma/\pi^0]$ decays. These assumptions are simultaneously varied within the relevant uncertainties, resulting in a change of 0.2% in the branching fraction.

5.7.4 Charmless contribution

The residual ‘charmless’ (not a true $D_s^+$) contribution is only a significant fraction of the measured yield for the normalisation mode (Table 4.6). The residual yield of about eight candidates expected in the final selection corresponds to a relative difference of 0.7% of the measured normalisation yield. However, the constrained $D_s^+$ mass smears the charmless candidates over a wider range so reduces this peaking background. A systematic uncertainty on the branching fraction of 0.7% is assigned.

5.7.5 Total systematic uncertainty

The systematic uncertainties contributed from each source discussed is detailed in Table 5.6. The total systematic uncertainty is also shown, along with the uncertainty arising from the externally measured normalisation channel branching fractions.
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<table>
<thead>
<tr>
<th>Source of Uncertainty</th>
<th>Systematic Uncertainty</th>
<th>Relative</th>
<th>Absolute ($\times 10^{-6}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVA relative efficiency</td>
<td>7.6%</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>Simulation statistics</td>
<td>2.0%</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>PID relative efficiency</td>
<td>2.0%</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>Veto relative efficiency</td>
<td>1.4%</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>Charmless contribution</td>
<td>0.7%</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Signal PDF parametrisation</td>
<td>0.5%</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Background PDF parametrisation</td>
<td>0.2%</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>8.5%</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>Normalisation</td>
<td>10.0%</td>
<td>0.70</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.6: Contributions to the total systematic uncertainty of the $B^+ \rightarrow D_s^+ K^+ K^-$ branching fraction measurement. The contributions are listed in descending order.

5.8 Results

The fit to $B^+ \rightarrow D_s^+ K^+ K^-$ candidates finds a total yield of $N(B^+ \rightarrow D_s^+ K^+ K^-) = 443 \pm 29$ candidates. This is the first observation of this decay mode. The branching fraction is calculated as

$$B(B^+ \rightarrow D_s^+ K^+ K^-) = \frac{N_{\text{corr}}(B^+ \rightarrow D_s^+ K^+ K^-)}{N(B^+ \rightarrow D_s^+ \bar{D}^0)} \times B(B^+ \rightarrow D_s^+ \bar{D}^0) \times B(\bar{D}^0 \rightarrow K^+ K^-) \quad (5.11)$$

where $N(B^+ \rightarrow D_s^+ \bar{D}^0)$ is the yield of normalisation decays, and $N_{\text{corr}}(B^+ \rightarrow D_s^+ K^+ K^-)$ is defined to be

$$N_{\text{corr}}(B^+ \rightarrow D_s^+ K^+ K^-) = \sum_i \frac{W_i}{\epsilon_{\text{ratio}}^i}, \quad (5.12)$$

where $W_i$ is the per-candidate weight, as determined by the *sPlot* technique for candidate $i$; and $\epsilon_{\text{ratio}}^i$ represents the relative efficiency of the signal and normalisation modes $\epsilon_i(B^+ \rightarrow D_s^+ K^+ K^-)/\epsilon(B^+ \rightarrow D_s^+ \bar{D}^0)$ in the relevant bin of the $B^+ \rightarrow D_s^+ K^+ K^-$ Dalitz plot as calculated in Sec. 5.6.

The uncertainty on the corrected yield, $N_{\text{corr}}(B^+ \rightarrow D_s^+ K^+ K^-)$, is, in principle

$$\sigma(N_{\text{corr}}) = \sqrt{\sum_i \left(\frac{W_i}{\epsilon_{\text{ratio}}^i}\right)^2}. \quad (5.13)$$

However, the fit used to determine the *sWeights* only allows the yields to float, as opposed to the nominal fit that has additional floating parameters including the signal
position and width. This means that this estimate of the corrected yield uncertainty could neglect the uncertainty due to the shape parameters: i.e. the uncertainty calculated from the weights, $\sigma_{\text{yields only}}(N) = \sqrt{\sum W_i^2}$, can be less than the uncertainty returned by the nominal fit, $\sigma_{\text{fit}}(N)$.

To correctly account for this possibility, the uncertainty from the shape parameters is separated from the total uncertainty: $\sigma_{\text{shape}}(N) = \sqrt{\sigma_{\text{fit}}(N)^2 - \sigma_{\text{yields only}}(N)^2}$. This extra uncertainty is then scaled by the corrected yield to give the total uncertainty

$$\sigma_{\text{corr}}(N_{\text{corr}}) = \sqrt{\sigma(N_{\text{corr}})^2 + \left( \frac{N_{\text{corr}}}{N} \sigma_{\text{shape}}(N) \right)^2}. \quad (5.14)$$

For the nominal fit the uncertainties are summarised in Table 5.7.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma(N_{\text{corr}})$</td>
<td>13.0</td>
</tr>
<tr>
<td>$\sigma_{\text{fit}}(N)$</td>
<td>29.4</td>
</tr>
<tr>
<td>$\sigma_{\text{yields only}}(N)$</td>
<td>25.4</td>
</tr>
<tr>
<td>$\sigma_{\text{shape}}(N)$</td>
<td>14.7</td>
</tr>
<tr>
<td>$\sigma_{\text{corr}}(N_{\text{corr}})$</td>
<td>14.9</td>
</tr>
</tbody>
</table>

Table 5.7: The various uncertainties as detailed in Section 5.8 and their values in the nominal fit.

The corrected yield ratio can be expressed as the ratio of signal and normalisation branching fractions using Eq. 5.11. The value is measured to be

$$\frac{N_{\text{corr}}(B^+ \to D_s^+ K^+ K^-)}{N(B^+ \to D_s^+ D^0)} = \frac{\mathcal{B}(B^+ \to D_s^+ K^+ K^-)}{\mathcal{B}(B^+ \to D_s^+ D^0)\mathcal{B}(D^0 \to K^+ K^-)} = 0.197 \pm 0.015 \pm 0.017, \quad (5.15)$$

where the first uncertainty is statistical, and the second is systematic.

The branching fraction for $B^+ \to D_s^+ K^+ K^-$ decays is determined to be

$$\mathcal{B}(B^+ \to D_s^+ K^+ K^-) = (7.1 \pm 0.5 \pm 0.6 \pm 0.7) \times 10^{-6}, \quad (5.16)$$

where the first uncertainty is statistical, the second is systematic and the third from the branching fractions of $D^0 \to K^+ K^-$ and of the normalisation mode $B^+ \to D_s^+ D^0$. 

The values used for the branching fractions are $\mathcal{B}(D^0 \to K^+K^-) = (4.01 \pm 0.07) \times 10^{-3}$ \cite{62} and $\mathcal{B}(B^+ \to D^+_sD^0) = (9.0 \pm 0.9) \times 10^{-3}$ \cite{62}.

The measured $B^+ \to D^+_sK^+K^-$ branching fraction is of a comparable magnitude to the decay $B^+ \to D^+_s\pi^0$ that proceeds via a similar process, without an $s\bar{s}$ pair produced: $\mathcal{B}(B^+ \to D^+_s\pi^0) = (1.5 \pm 0.5) \times 10^{-5}$ \cite{91}.

### 5.8.1 Dalitz structure

![Figure 5.10: Two-body mass projections of the background-subtracted efficiency-corrected $B^+ \to D^+_sK^+K^-$ candidates.](image)

The two-body projections $m(D^+_sK^-)$ and $m(K^+K^-)$ are obtained for the signal component using the $s$Plot technique, shown in Fig. 5.10. A broad distribution of candidates is found in the region up to $m(K^+K^-) \simeq 1900$ MeV/$c^2$. These plots have been corrected to account for the variation in the relative efficiencies as a function of the phase-space.

Additionally, the distribution of background-subtracted efficiency-corrected $B^+ \to D^+_sK^+K^-$ decays are shown as a function of the two-dimensional space $m^2(D^+_sK^-)$ vs. $m^2(K^+K^-)$ in Fig. 5.11. The candidates can be seen to be localised to a small area of the phase-space.

The background-subtracted distribution of the angle, $\cos \theta_K$, defined to be the angle between the direction of the $K^+$ meson and $B^+$ momentum vector in the $K^+K^-$ rest frame is shown in Fig. 5.12 in bins of $m(K^+K^-)$. The distribution of this angle can change depending of the spin of the $K^+K^-$ system and therefore may help
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Figure 5.11: The Dalitz plot distribution of background-subtracted efficiency-corrected $B^+ \rightarrow D_s^+ K^+ K^-$ decays.

identify the contributing processes. The distribution of $\cos \theta_K$ in the region $1500 < m(K^+ K^-) < 1250$ MeV/c$^2$

Figure 5.12: The distribution of $\cos \theta_K$ in bins of $m(K^+ K^-)$ mass.
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$m(K^+K^-) < 1750 \text{MeV}/c^2$ appears to have distinct minimum around $\cos \theta_K = 0$. This may imply a spin-1 resonance contributes in this invariant mass region, for example the $\phi(1680)$ or $\rho(1700)$ resonances.

### 5.8.2 Possible resonant contributions

In the search for $B^+ \rightarrow D_s^+ \phi$ decays, detailed in Chapter 6, it is important to understand the contribution from $B^+ \rightarrow D_s^+ K^+ K^-$ decays in the vicinity of the $\phi$-meson mass. A number of possible contributions around this region are investigated using the Laura++ package [132]. Simulation samples are generated for different intermediate resonance models. Only resonances in the $K^+K^-$ system are considered as no significant structure is observed in the $m(D_s^+ K^-)$ distribution in Fig. 5.10. As such, all resonances are neutral mesons. The resonances, listed in Table 5.8, are generated separately, therefore the effect of interference between any combination of states has been entirely neglected.

<table>
<thead>
<tr>
<th>Resonance</th>
<th>$J^P$</th>
<th>Mass (MeV/$c^2$)</th>
<th>Width (MeV/$c^2$)</th>
<th>Line shape</th>
<th>Observed decay</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi(1020)$</td>
<td>1$^-$</td>
<td>1019.46±0.016</td>
<td>4.247±0.016</td>
<td>RBW</td>
<td>$K^+ K^-$</td>
</tr>
<tr>
<td>$f_0^0(980)$</td>
<td>0$^+$</td>
<td>990±20</td>
<td>10–100</td>
<td>Flatté</td>
<td>$K^+ K^-$</td>
</tr>
<tr>
<td>$a_0^0(980)$</td>
<td>0$^+$</td>
<td>980±20</td>
<td>50–100</td>
<td>Flatté</td>
<td>$K K$</td>
</tr>
<tr>
<td>$f_0^0(1370)$</td>
<td>0$^+$</td>
<td>1200–1500</td>
<td>200–500</td>
<td>RBW</td>
<td>$K K$</td>
</tr>
<tr>
<td>$f_2^0(1270)$</td>
<td>2$^+$</td>
<td>1275.5±08</td>
<td>186.7$^{+2.5}_{-2.2}$</td>
<td>RBW</td>
<td>$K K$</td>
</tr>
<tr>
<td>$a_0^0(1320)$</td>
<td>2$^+$</td>
<td>1318.1±0.7</td>
<td>109.8±2.4</td>
<td>RBW</td>
<td>$K K$</td>
</tr>
<tr>
<td>Non-resonant</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 5.8:** The properties of the resonances that could contribute to $B^+ \rightarrow D_s^+ K^+ K^-$ decays in the vicinity of the $\phi$-meson mass decays, from Ref. 62. Resonances are generated using a Relativistic Breit-Wigner (RBW) [133] or Flatté [134] line shape.

Decays proceeding via a $\phi(1020)$ are produced as a crosscheck. As the simulations generated with Laura++ have not been reconstructed with the full LHCb detector model, this sample is compared to the existing full simulation samples. The differences in between the $m(K^+K^-)$ and $\cos \theta_K$ distribution in the two samples are taken as a proxy for the potential level of bias introduced by using these generator level samples instead of full simulation.
The distribution of the models listed in Table 5.8 in $m(K^+K^-)$, $\cos \theta_K$ and the $B^+ \rightarrow D_s^+K^+K^-$ Dalitz plot are shown in Figs. 5.13 and 5.14. In addition to $K^+K^-$ resonances, a non-resonant model is considered. This model is defined to have a uniform amplitude across the allowed phase-space. The distribution in $m(K^+K^-)$ of $B^+ \rightarrow D_s^+K^+K^-$ decays in Fig. 5.10 is not consistent with this model as there are no candidates above $m(K^+K^-) \sim 1900 \text{ MeV}/c^2$. However, this component is included in this study for comparative purposes.

**Models consistent with data**

To determine which of the models that contribute in the region of the $\phi$-meson mass are most consistent with the observed signal, the following points are considered:

- Very few events are observed above $2000 \text{ MeV}/c^2$ in the background-subtracted $m(K^+K^-)$ distribution, therefore the non-resonant model is neglected.
- No significant peaking structure is observed in the $m(K^+K^-)$ spectrum so on-shell resonances are neglected
- The helicity distribution at low $m(K^+K^-)$ shows no distinctive structure so spin zero states are favoured.
- As this is not a full amplitude analysis no attempt is made to include the effects of interference, either between the remaining off-shell resonances or between these and any possible $B^+ \rightarrow D_s^+\phi$ decays.

These considerations leave the $f_0^0(980)$ and $a_0^0(980)$ resonances as possible contributions in the region of the $\phi$-meson mass.

**Looking forward**

This analysis provides an initial insight to the possible processes that might contribute to the $B^+ \rightarrow D_s^+K^+K^-$ decay. However, a full amplitude analysis is needed to understand the competing decays and interference between the amplitudes. This search
Figure 5.13: The distribution of $m(K^+K^-)$ (left) the helicity angle $\cos \theta_K$ (middle) and Dalitz plot (right) generated for the various models.

contains only a fraction of the Run II data sample; the inclusion of the 2017 and 2018 samples would provide a statistically solid base to further this line of investigation.
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![Figures showing distributions of $m(K^+ K^-)$, helicity angle $\cos \theta_K$, and Dalitz plot for various models.]

**Figure 5.14:** The distribution of $m(K^+ K^-)$ (left) the helicity angle $\cos \theta_K$ (middle) and Dalitz plot (right) generated for the various models.
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<td>$B^+ \rightarrow D_s^+ K^+ K^-$ model assumption</td>
<td>152</td>
</tr>
<tr>
<td>6.7.6</td>
<td>Total systematic uncertainty</td>
<td>152</td>
</tr>
<tr>
<td>6.8</td>
<td>Results</td>
<td>152</td>
</tr>
<tr>
<td>6.8.1</td>
<td>Limit setting</td>
<td>154</td>
</tr>
</tbody>
</table>
In this chapter the methodology used to search for \( B^+ \rightarrow D_s^+ \phi \) decays is described. The branching fraction \( \mathcal{B}(B^+ \rightarrow D_s^+ \phi) \) is constructed by measuring the yield of \( B^+ \rightarrow D_s^+ \phi \) decays relative to the normalisation channel \( B^+ \rightarrow D_s^+ D^0 \). This ratio is corrected by the ratio of selection efficiencies for the two modes. The branching fraction \( \mathcal{B}(B^+ \rightarrow D_s^+ \phi) \) is determined by multiplying this corrected ratio by published values for the branching fractions \( \mathcal{B}(B^+ \rightarrow D_s^+ D^0) \) and \( \mathcal{B}(D^0 \rightarrow K^+ K^-) \) \(^{[62]}\), and dividing by \( \mathcal{B}(\phi \rightarrow K^+ K^-) \).

### 6.1 Fit strategy

The strategy to search for \( B^+ \rightarrow D_s^+ \phi \) is complicated by \( B^+ \rightarrow D_s^+ K^+ K^- \) decays (Chapter [5]) being present as a peaking background to \( B^+ \rightarrow D_s^+ (\phi \rightarrow K^+ K^-) \) decays. The ratio of \( B^+ \rightarrow D_s^+ \phi \) and \( B^+ \rightarrow D_s^+ D^0 \) yields is determined using a simultaneous unbinned maximum likelihood fit. Three sets of categories are used, separating the candidates according to \( D_s^+ \) meson decay mode, invariant mass of the \( K^+ K^- \) pair from the \( \phi \) meson, \( m(K^+ K^-) \), and the cosine of the angle \( \cos \theta_K \). The details and definitions of these categories are listed in Sec [6.1.1]. The total extended negative log likelihood (NLL) for this fit is created from the sum of each NLL in each of the categories

\[
- \log \mathcal{L}(n_0 \ldots n_j, \vec{p}) = \sum_\alpha \sum_\beta \sum_\gamma \left( - \log \mathcal{L}^{\alpha,\beta,\gamma}(n_0^{\alpha,\beta,\gamma} \ldots n_j^{\alpha,\beta,\gamma}, \vec{p}) \right)
\] (6.1)

where \( \alpha, \beta \) and \( \gamma \) represent indexes over the \( D_s^+ \) mode, \( m(K^+ K^-) \) and \( \cos \theta_K \) categories. The NLL for each category is defined as

\[
- \log \mathcal{L}^{\alpha,\beta,\gamma}(n_0^{\alpha,\beta,\gamma} \ldots n_j^{\alpha,\beta,\gamma}, \vec{p}) = - \sum_i \log \left( \sum_j n_j^{\alpha,\beta,\gamma} f_j^{\alpha,\beta,\gamma}(m = m_i, \vec{p}) \right) + \sum_j n_j^{\alpha,\beta,\gamma}.
\] (6.2)

As before, \( j \) represents the index over each contribution to the fit model, and \( i \) represents each of \( N^{\alpha,\beta,\gamma} \) entries in the data set for category \( \alpha, \beta, \gamma \). The composite extended NLL is minimised with respect to the parameters \( \vec{p} \) to find the values for which the data is most likely.
The fit is implemented using the ROOFIT package within the ROOT framework. As the yields of candidates is likely to be small (especially in the $D^+_s$ decay modes with smaller branching fractions) the error on the branching fraction is determined asymmetrically using the MINOS procedure\cite{135}. This determines the error intervals by finding the positions either side of the minimum that the NLL value increases by one unit. As the NLL distribution may not be symmetric this can lead to different upper and lower uncertainties. However, this calculation is computationally expensive, especially in this large fit with many degrees of freedom.

6.1.1 Simultaneous categories

The data sample is split into 24 categories (Fig. 6.1) to gain the maximum sensitivity to the signal decays.

![Figure 6.1](image.png)

Figure 6.1: The simultaneous fit categories described in Sec. 6.1.1, including the $D^+_s$ meson decay mode (left), invariant mass of the bachelor $K^+K^-$ pair (centre) and helicity angle (right). The category labelled ‘$D^+_s \phi$ inner’ refers to the invariant mass range $|m(K^+K^-) - m(\phi)| < 10 \text{MeV}/c^2$ and ‘$D^+_s \phi$ outer’ to $10 < |m(K^+K^-) - m(\phi)| < 40 \text{MeV}/c^2$.

$D^+_s$ meson decay mode

The three $D^+_s$ decays modes used to reconstruct the signal and normalisation decays ($D^+_s \to K^+K^-\pi^+$, $D^+_s \to \pi^+\pi^-\pi^+$, and $D^+_s \to K^+\pi^-\pi^+$) are fitted simultaneously in different categories. This allows the invariant mass distributions for the three modes to vary slightly as, in principle, the widths and resolutions of the $B^+$ meson mass distributions could vary as a result of the different numbers of pions and kaons in the
final state. The relative background levels also differ between the modes as a result of the smaller branching fractions for $D_s^+ \rightarrow \pi^+\pi^-\pi^+$ and $D_s^+ \rightarrow K^+\pi^-\pi^+$.

The $D_s^+ \rightarrow K^+K^-\pi^+$ decay mode is additionally split into two further categories; candidates consistent with $D_s^+ \rightarrow \phi\pi^+$ decays, and those candidates from elsewhere in the $D_s^+ \rightarrow K^+K^-\pi^+$ Dalitz plane. This exploits the high purity of $D_s^+ \rightarrow \phi\pi^+$ decays.

**Invariant mass of the bachelor $K^+K^-$ pair, $m(K^+K^-)$**

Three distinct ranges of $m(K^+K^-)$ invariant mass are used to split the candidates. The first of these corresponds to normalisation $B^+ \rightarrow D_s^+\bar{D}^0$ candidates within the range $|m(K^+K^-) - m(D^0)| < 25$ MeV/$c^2$. The second corresponds to $B^+ \rightarrow D_s^+\phi$ decays and is split into two ranges; those within $|m(K^+K^-) - m(\phi)| < 10$ MeV/$c^2$, referred to as the *inner $\phi$ mass category* and those candidates with $10 < |m(K^+K^-) - m(\phi)| < 40$ MeV/$c^2$, referred to as the *outer $\phi$ mass category*. These two categories for the signal mode allow contributions from decays that do not proceed via a $\phi$ meson to be distinguished from those that do. The *inner $\phi$ mass category* contains 88% of signal $B^+ \rightarrow D_s^+\phi$ candidates, with the other 12% in the *outer $\phi$ mass category*. The $m(K^+K^-)$ invariant mass distribution for simulated $B^+ \rightarrow D_s^+\phi$ is shown in Fig 6.2

![Figure 6.2](image-url)
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**Helicity angle, $\cos \theta_K$**

The $B^+ \rightarrow D_s^+ \phi$ decay involves the decay of a pseudoscalar particle ($B^+$) to a pseudoscalar ($D_s^+$) and vector particle ($\phi$), $0^- \rightarrow 0^- 1^-$. In general, the spin-1 $\phi$ meson could be in $\lambda = +1, 0, -1$ polarisation states. However, to conserve angular momentum in $B^+ \rightarrow D_s^+ \phi$ decays it must be produced in the $\lambda = 0$ state.

The decay $\phi \rightarrow K^+ K^-$ is a $1^- \rightarrow 0^- 0^-$ process. The distribution of the angle $\theta_K$, defined as the angle that the kaon meson forms with the $B^+$ momentum in the $\phi$ rest frame (Fig. 6.3) depends on the polarisation state of the $\phi$ meson. For $\phi$ mesons in the $\lambda = 0$ ($\lambda = \pm 1$) polarisation state this is proportional to $\cos^2 \theta_K$ ($\sin^2 \theta_K$).

The distribution of $\cos \theta_K$ for $B^+ \rightarrow D_s^+ \phi$ as determined from simulated events is shown in Fig 6.2. Candidates are split into two categories chosen to help separate the signal from other decays; $|\cos \theta_K| > 0.4$ and $|\cos \theta_K| < 0.4$. These categories contain 93% and 7% of the signal respectively.

![Figure 6.3: The angle $\theta_K$ (referred to as the helicity angle) is defined to be the angle that the kaon mesons forms with the $B^+$ meson momentum in the $\phi$ rest frame.](image)

This helicity angle is constructed using the momentum of the decay products calculated after the whole decay chain has been refitted with a $D_s^+$ mass and $B^+$ direction constraint.

## 6.1.2 $B^+ \rightarrow D_s^+ K^+ K^-$ model and assumptions

The search for $B^+ \rightarrow D_s^+ \phi$ decays includes a component for $B^+ \rightarrow D_s^+ K^+ K^-$ decays that do not proceed via a $\phi$ meson. To avoid overestimating $B^+ \rightarrow D_s^+ \phi$ signal yield, separate components are included in the fit model for the $B^+ \rightarrow D_s^+ \phi$ and $B^+ \rightarrow$
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$$6. Mass \ fit \ to \ B^+ \to D_s^+ \phi \ candidates$$

| $|m(K^+K^-) - m_\phi|\ (\text{MeV}/c^2)$ | Helicity Category | $|\cos \theta_K| > 0.4$ | $|\cos \theta_K| < 0.4$ |
|----------------|-----------------|-------------------|-------------------|
| $< 10$ (10, 40) | 82%             | 6%                |
|                | 11%             | 1%                |

Table 6.1: Fractions of $B^+ \to D_s^+ \phi$ candidates expected in the helicity and $m(K^+K^-)$ invariant mass categories of the simultaneous fit.

$D_s^+K^+K^-$ decays. Although the invariant mass PDFs of these two contributions are identical, they can still be disentangled by exploiting the different fractions of these decays expected in each of the helicity angle and $m(K^+K^-)$ categories: $B^+ \to D_s^+ \phi$ decays peak sharply in $m(K^+K^-)$ whilst $B^+ \to D_s^+K^+K^-$ are flat; and $B^+ \to D_s^+ \phi$ decays peak sharply around $\cos \theta_K = \pm 1$ whilst $B^+ \to D_s^+K^+K^-$ doesn’t necessarily.

The fractions for the $B^+ \to D_s^+ \phi$ signal decays as listed in Table 6.1 show the decays are concentrated in the inner $\phi$ mass category with $|\cos \theta_K| > 0.4$.

In Section 5.8.2, the possible contributions to $B^+ \to D_s^+K^+K^-$ decays in the region of the $\phi$-meson mass are discussed. The points considered leave the $f_0^0(980)$ and $a_0^0(980)$ resonances as possible contributions. For each contribution, the fractions of each decay expected in the $m(K^+K^-)$ and $\cos \theta_K$ categories are tabulated in Table 6.2. For reference, the fractions for the $\phi(1020)$ contribution are included for both the fully simulated decays and those generated with LAURA++. The maximum differences between the fully simulated and LAURA++ fractions are included as a source of systematic uncertainty (Sec. 6.7). It is clear that the $\phi(1020)$ resonance has significantly different fractions in each category for all of the models considered, allowing the component to be distinguished.

The fractions of $B^+ \to D_s^+K^+K^-$ decays that have been used in the fit model are fixed to the average of the $f_0^0(980)$ and $a_0^0(980)$ resonance fractions, listed in the final row of Table 6.2. Uncertainties are assigned that correspond to half the difference between the $f_0^0(980)$ and $a_0^0(980)$ fractions. These uncertainties are propagated to the $B(B^+ \to D_s^+\phi)$ branching fraction in Sec. 6.7.
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Table 6.2: Fractions of decays expected in each $m(K^+K^-)$ and $\cos\theta_K$ category for the various resonance models considered in Sec. 6.1.2 ($\Delta m = m(K^+K^-) - m(\phi)$).

| Model                  | $|\Delta m| < 10 \text{ MeV}/c^2$ | $10 < |\Delta m| < 40 \text{ MeV}/c^2$ |
|------------------------|---------------------------------|-------------------------------------|
|                        | $|\cos\theta_K| > 0.4$ | $|\cos\theta_K| < 0.4$ | $|\cos\theta_K| > 0.4$ | $|\cos\theta_K| < 0.4$ |
| $\phi(1020)$ LAURA++   | 83.5                            | 5.7                                 | 10.2                          | 0.7 |
| $\phi(1020)$ Full      | 82.4                            | 5.9                                 | 10.9                          | 0.8 |
| Non-resonant           | 16.3                            | 11.1                                | 45.4                          | 27.2 |
| $f_0^0(980)$           | 16.5                            | 11.2                                | 43.3                          | 29.0 |
| $a_0^0(980)$           | 12.7                            | 8.7                                 | 47.0                          | 31.5 |
| $f_0^0(1370)$          | 16.1                            | 9.6                                 | 45.0                          | 29.3 |
| $f_2^0(1270)$          | 8.6                             | 6.5                                 | 59.1                          | 25.8 |
| $a_2^0(1320)$          | 9.7                             | 9.7                                 | 51.6                          | 29.0 |
| Chosen fractions       | $14.6 \pm 1.9$                  | $10.0 \pm 1.3$                      | $45.2 \pm 1.9$                | $30.3 \pm 1.3$ |

6.2  Fit components

The yields of $B^+ \to D_s^+\phi$ and $B^+ \to D_s^+\bar{D}^0$ decays are extracted from the invariant mass distributions of the data sets by representing each component by probability density functions. The components are similar to those considered in the search for $B^+ \to D_s^+K^+K^-$ decays (Sec. 5.2), however, there are a number of necessary differences:

- The $B^+$ invariant mass range considered for both the signal and normalisation channel is expanded to 4900–5900 MeV/c$^2$. This allows a more stable determination of the various backgrounds contributing in the vicinity of the signal decays. In particular, it stabilises the fraction of decays assigned to the combinatorial and partially reconstructed backgrounds at low $B^+$ invariant mass.

- More components are included in the model. This include both the signal mode, $B^+ \to D_s^+\phi$, and a closely related background mode $B^+ \to D_s^+\phi$.

6.2.1  Signal and normalisation decays

The invariant mass distributions of $B^+ \to D_s^+\phi$ and $B^+ \to D_s^+\bar{D}^0$ decays are parametrised using the same DCB function as in the search for $B^+ \to D_s^+K^+K^-$ decays (Sec. 5.2.1). However, an extra constraint is added with respect to the previous configuration. As
the number of signal candidates is likely to be small, the relative width of the narrower signal and normalisation CB functions, \( \sigma_1(D_s^+ \phi)/\sigma_1(D_s^0 \bar{D}^0) \), is also fixed to values obtained from the fits to simulations. The simulation invariant mass fits and corresponding fixed parameter values can be found in Appendix C.

6.2.2 Partially reconstructed backgrounds

The accurate parametrisation of partially reconstructed backgrounds is particularly important in the search for \( B^+ \to D_s^+ \phi \) decays as many different processes contribute to the low invariant mass range of the \( m(D_s^+ \phi) \) spectrum. These processes involve decays of \( B^0_s, B^0 \) or \( B^+ \) mesons in which the five final state tracks reconstructed in the search for \( B^+ \to D_s^+ \phi \) decays are only a subset of the background modes final state. Typically, processes in which a low momentum pion or photon has not been reconstructed are found closest in mass to the signal decays.

Backgrounds to the normalisation channel, \( B^+ \to D_s^+ \bar{D}^0 \)

\( B^+ \to (D_s^{*+} \to D_s^+ [\pi^0/\gamma]) \bar{D}^0 \) and \( B^+ \to D_s^+ (\bar{D}^{*0} \to \bar{D}^0 [\pi^0/\gamma]) \): these modes can both contribute as partially reconstructed backgrounds to the \( B^+ \to D_s^+ \bar{D}^0 \) normalisation mode. These are parametrised using the same PDFs as in the search for \( B^+ \to D_s^+ K^+ K^- \) decays, already described in Sec. 5.2.2. The PDFs are shown in Fig. 6.4.

\( B^+ \to D_s^{*+} \bar{D}^{*0} \): the lower invariant mass range used in this search necessitates including a PDF for \( B^+ \to D_s^{*+} \bar{D}^{*0} \) decays in which two soft particles have been missed, one from each of the excited \( D \) meson decays. It is possible for either a \( \pi^0 \) or \( \gamma \) to be not reconstructed in the decays of both excited \( D \) mesons. Additionally, as this process involves a pseudo-scalar meson decaying to two vector mesons, there should be two distinguishable helicity combinations for each process. This leads to a total of eight PDFs necessary to fully parametrisate this contribution. Instead, however, this component is parametrised using a single function of the form given in Eq. 5.7. The endpoints \( a \) and \( b \) are estimated by
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Figure 6.4: Partially reconstructed $B^+ \to D_s^+ D^0$ and $B^+ \to D_s^+ \bar{D}^0$ decay parametrisations. The $B^+$ mass is represented by a vertical dashed red line. Candidates in the area below 4900 MeV/$c^2$ are not included in the fit.

combining the effects of missing two neutral particles. The resulting distribution is shown in Fig. 6.5. The choice of PDF for this component is found to have negligible effect on the determination of the $\mathcal{B}(B^+ \to D_s^+ \phi)$ branching fraction (Sec 6.7).

Figure 6.5: Partially reconstructed $B^+ \to D_s^*+\bar{D}^{*0}$ decay parametrisation. The PDF extends below the lower fit range at 4900 MeV/$c^2$. ```
Backgrounds to the signal channel, $B^+ \rightarrow D_s^+ \phi$

All of the background to the $B^+ \rightarrow D_s^+ K^+ K^-$ channel already discussed Section 5.2.2 are relevant again in the search for $B^+ \rightarrow D_s^+ \phi$ decays. This includes $\bar{B}_s^0 \rightarrow D_s^+ K^- K^*$, $\bar{B}_s^0 \rightarrow D_s^+ K^- K^*$, $\bar{B}_s^0 \rightarrow D_s^+ D_s^-$, $\bar{B}_s^0 \rightarrow D_s^+ D_s^-$ and $\bar{B}_s^0 \rightarrow D_s^+ D_s^-$ decays. The PDFs are determined using one-dimensional kernel estimation from samples of simulated decays passing the signal selection. These PDFs are updated to only include candidates in the appropriate range of $m(K^+ K^-)$ and shown in Figure 6.6. The fraction of each background expected in each of the four $m(K^+ K^-)$ and cos $\theta_K$ categories is determined from the relevant simulations samples.

The branching fractions the three decays $\bar{B}_s^0 \rightarrow D_s^+ D_s^-$, $\bar{B}_s^0 \rightarrow D_s^+ D_s^-$, and $\bar{B}_s^0 \rightarrow D_s^+ D_s^-$ are measured to be $(7.2 \pm 0.8) \times 10^{-3}$, $(4.4 \pm 0.5) \times 10^{-3}$ and $(1.37 \pm 0.16)$% respectively [62]. The relative contributions for these three processes are fixed using these branching fractions, estimates of the relative efficiencies for each mode and the production fraction of $\bar{B}_s^0$ mesons relative to $\bar{B}_s^0$ mesons, $f_s/f_d$. This helps to add stability to the fit.

$B^+ \rightarrow (D_s^+ \rightarrow D_s^+[\gamma]) \phi$ and $B^+ \rightarrow (D_s^+ \rightarrow D_s^+ [\pi^0]) \phi$: the decays of $B^+$ mesons to an excited $D_s^+$ meson and a $\phi$ meson could contribute to the $m(D_s^+ \phi)$ spectrum at low invariant masses when either a $\pi^0$ or $\gamma$ is missed from the excited meson decay. The resulting invariant mass distribution depends on the mass and spin of the non-reconstructed particle, as well as the helicity state of the $D_s^+$ meson. This background involves the decay of a pseudo-scalar meson to two vector mesons, hence, as a result of angular momentum conservation, there are three helicity states of the $D_s^+$ meson to consider, $\lambda = +1, 0, -1$. These are labelled 001, 010 and 100. The two transversely polarised states, 100 and 001, have identical invariant mass distributions and are therefore referred collectively as 101. This leads to a total of four contributions to consider for $B^+ \rightarrow D_s^+ \phi$ decays. These can be parametrised by parabolas convolved with resolution...
Figure 6.6: Partially reconstructed mass PDFs determined from samples of simulations decays processed with the same reconstruction and selection as the signal decays. The $B^+$ meson mass is indicated by a vertical red line. The area below 4900 MeV/$c^2$ is not included in the fit range, but included for reference. The PDF colours follow the same convention used in the final fit plots shown in Fig. 6.9.

Gaussians in a similar way to the partially reconstructed backgrounds to the normalisation channel. These each share the same functional form

$$f(m|a, b, \sigma, \xi, \delta) = \int_a^b g(\mu, a, b) \left( \frac{1 - \xi}{b - a} \mu + \frac{b\xi - a}{b - a} \right) e^{-\frac{(\mu - (m - \delta))^2}{2\sigma^2}} d\mu.$$  (6.3)

where $g(\mu, a, b)$ represents the parabola for each of the four components, listed in Table 6.3. The resulting invariant mass distributions are shown in Fig. 6.7.

This decay is unobserved, therefore the relative contribution to this decay in nature from the $101$ and $010$ helicity states is not known. The total PDF for this contribution is made by weighting the $\pi^0$ and $\gamma$ contributions by their corresponding branching fractions, and by assuming that the $101$ and $010$ he-
licity states contribute with equal magnitudes. This assumption is varied and included as a source of systematic uncertainty in the \( B(B^+ \rightarrow D_s^+\phi) \) determination.

<table>
<thead>
<tr>
<th>Missed particle</th>
<th>Helicity</th>
<th>( g(\mu, a, b) )</th>
<th>( a ) (MeV/c(^2))</th>
<th>( b ) (MeV/c(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi^0 )</td>
<td>010</td>
<td>( (\mu - \frac{a+b}{2})^2 )</td>
<td>5026.8</td>
<td>5124.8</td>
</tr>
<tr>
<td>( \pi^0 )</td>
<td>101</td>
<td>( -(\mu - a)(\mu - b) )</td>
<td>5026.8</td>
<td>5124.8</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>010</td>
<td>( -(\mu - a)(\mu - b) )</td>
<td>4936.4</td>
<td>5220.6</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>101</td>
<td>( (\mu - \frac{a+b}{2})^2 + (\frac{a+b}{2})^2 )</td>
<td>4936.4</td>
<td>5220.6</td>
</tr>
</tbody>
</table>

**Table 6.3:** The parabolas contributing to the partially reconstructed \( B^+ \rightarrow D_s^{*+}\phi \) decay parametrisation as defined in Eq. 6.3.

**Figure 6.7:** Partially reconstructed \( B^+ \rightarrow D_s^{*+}\phi \) PDFs as described in Sec. 6.2.2. The range below 4900 MeV/c\(^2\) (highlighted in red) is not included in the fit range, but included to show the full PDF distributions. The \( B^+ \) meson mass is represented by a dashed vertical line.

To account for difference between the simulation and data samples all PDFs determined using the kernel estimation method are convolved with an additional Gaussian. The mean position of this Gaussian is given by \( \delta \), the same offset used for the analytically described partially decays. The width of the Gaussian is increased to account for the difference in resolution between simulation and data.
6.2.3 Combinatorial backgrounds

The combinatorial background is parametrised with the same PDF as used in the search for $B^+ \rightarrow D_s^+ K^+ K^-$ decays in Sec. 5.2.3. The yields of combinatorial background is allowed to vary freely in each of the separate simultaneous fit categories. To improve the stability of the fit, the single slope parameter, $c$, is shared between all of the categories.

6.3 Free and constrained parameters

The fit to $B^+ \rightarrow D_s^+ \phi$ and $B^+ \rightarrow D_s^+ \bar{D}^0$ decays contains a total of 54 free parameters. These are divided into four different categories: the parameter of interest; PDF shape parameters; yields; and fractions.

The parameter of interest (POI) is the branching fraction for $B^+ \rightarrow D_s^+ \phi$ decays. This is determined directly in the fit to the signal and normalisation decays. The same single branching fraction is used for all $D_s^+$ decays modes.

The fit included eight parameters governing the shapes of various PDFs. This includes: a single combinatorial background slope parameter, $c$; the mean $B^+$ mass, $\mu$; the partially reconstructed background mass offset, $\delta$; the relative height of the double peaked $B^+ \rightarrow D_s^{*+}\phi$, $B^+ \rightarrow D_s^{*+}\bar{D}^0$ and $B^+ \rightarrow D_s^+ \bar{D}^0$ decays, $\xi$; and the narrower CB width parameter $\sigma_1$ (with separate widths for each $D_s^+$ mode).

The fit model contains a total of 36 free parameters that are yields.

- The total yield of normalisation decays in each $D_s^+$ decay mode is left floating in the fit. These variables are the sum of the yields in the two helicity categories, $|\cos \theta_K| < 0.4$ and $|\cos \theta_K| > 0.4$. This results in four free parameters.

- The yield of certain partially reconstructed decays in the normalisation channel is left floating for each $D_s^+$ decay mode independently. This yield is defined to be $N(B^+ \rightarrow D_s^+ \bar{D}^0) + N(B^+ \rightarrow D_s^{*+}\bar{D}^0)$. The yield of the doubly excited $B^+ \rightarrow D_s^{*+}\bar{D}^0$ is not included in this total. This results in four free parameters.
The yield of some partially reconstructed decays in the signal mode is left free in the fit. This is defined to be $N(D_s^+\phi) + N(D_s^+K^-K^{*0}) + N(D_s^+K^-K^{*0})$. This leads to four free parameters.

All yields of combinatorial backgrounds are left free in the fit. This results in 24 free parameters.

The majority of the partially reconstructed backgrounds do not have unconstrained yields in each of the 24 simultaneous fit categories. Instead, a single partially reconstructed background yield per $D_s^+$ decay mode is left free in the fit. The relative contributions of other partially backgrounds are determined by floating fraction parameters multiplied by this yield. This allows the different background contributions to vary relative to one another, but keeps the ratios of the relative contributions the same across the different $D_s^+$ decay modes.

There are four free parameters controlling the backgrounds contributions in the signal mode:

1. Ratio of yields of $B^+ \to D_s^+K^+K^-$ decays to $B^+ \to D_s^+\bar{B}^0$ decays

$$\frac{N(B^+ \to D_s^+K^+K^-)}{N(B^+ \to D_s^+\bar{B}^0)}.$$ (6.4)

2. The fraction of $\bar{B}_s^0 \to D_s^+K^-K^{*0}$ decays to the total of $\bar{B}_s^0 \to D_s^{(*)+}K^-K^{*0}$ decays

$$\frac{N(\bar{B}_s^0 \to D_s^+K^-K^{*0})}{N(\bar{B}_s^0 \to D_s^{(*)+}K^-K^{*0})} + N(\bar{B}_s^0 \to D_s^+K^-K^{*0}).$$ (6.5)

3. The fraction of $B^+ \to D_s^{+\phi}$ decays in the total of these and $\bar{B}_s^0 \to D_s^{(*)+}K^-K^{*0}$ decays

$$\frac{N(B^+ \to D_s^{+\phi})}{N(B^+ \to D_s^{+\phi}) + N(\bar{B}_s^0 \to D_s^{(*)+}K^-K^{*0}) + N(\bar{B}_s^0 \to D_s^+K^-K^{*0})}$$ (6.6)

4. The ratio of yields of the partially reconstructed $B_s^0 \to D_s^+D_s^-$, $B_s^0 \to D_s^+D_s^{*-}$ and $B^0 \to D_s^+D^-$ decays to $B^+ \to D_s^{+\phi}$ and $\bar{B}_s^0 \to D_s^{(*)+}K^-K^{*0}$ decays

$$\frac{N(B_s^0 \to D_s^+D_s^-) + N(B_s^0 \to D_s^+D_s^{*-}) + N(B^0 \to D_s^+D^-)}{N(B^+ \to D_s^{+\phi}) + N(\bar{B}_s^0 \to D_s^{(*)+}K^-K^{*0}) + N(\bar{B}_s^0 \to D_s^+K^-K^{*0})}.$$ (6.7)
Another five free parameters control the fractions of events in different categories for the normalisation mode:

1. Fraction of partially reconstructed $B^+ \rightarrow D_s^{*+} \bar{D}^0$ decays in the total of $B^+ \rightarrow D_s^{*+} \bar{D}^0$ and $B^+ \rightarrow D_s^{*} \bar{D}^0$ decays in the $|\cos \theta_K| > 0.4$ category

$$\left( \frac{N(B^+ \rightarrow D_s^{*+} \bar{D}^0)}{N(B^+ \rightarrow D_s^{*+} \bar{D}^0) + N(B^+ \rightarrow D_s^{*} \bar{D}^0)} \right)_{|\cos \theta_K|>0.4}$$ (6.8)

2. Fraction of partially reconstructed $B^+ \rightarrow D_s^{*+} \bar{D}^0$ decays in the total of $B^+ \rightarrow D_s^{*+} \bar{D}^0$ and $B^+ \rightarrow D_s^{*} \bar{D}^0$ decays in the alternative $|\cos \theta_K| < 0.4$ category

$$\left( \frac{N(B^+ \rightarrow D_s^{*+} \bar{D}^0)}{N(B^+ \rightarrow D_s^{*+} \bar{D}^0) + N(B^+ \rightarrow D_s^{*} \bar{D}^0)} \right)_{|\cos \theta_K|<0.4}$$ (6.9)

3. Fraction of partially reconstructed backgrounds in the $|\cos \theta_K| > 0.4$ category

$$\frac{(N(B^+ \rightarrow D_s^{*+} \bar{D}^0) + N(B^+ \rightarrow D_s^{*} \bar{D}^0))_{|\cos \theta_K|>0.4}}{(N(B^+ \rightarrow D_s^{*+} \bar{D}^0) + N(B^+ \rightarrow D_s^{*} \bar{D}^0))_{\text{Total}}}$$ (6.10)

4. The ratio of $B^+ \rightarrow D_s^{*+} \bar{D}^0$ decays to the total of $B^+ \rightarrow D_s^{*+} \bar{D}^0$ and $B^+ \rightarrow D_s^{*} \bar{D}^0$ decays

$$\frac{N(B^+ \rightarrow D_s^{*+} \bar{D}^0)}{N(B^+ \rightarrow D_s^{*+} \bar{D}^0) + N(B^+ \rightarrow D_s^{*} \bar{D}^0)}$$ (6.11)

5. Fraction of fully reconstructed normalisation decays in the $|\cos \theta_K| > 0.4$ category

$$\frac{N(B^+ \rightarrow D_s^{*} \bar{D}^0)_{|\cos \theta_K|>0.4}}{N(B^+ \rightarrow D_s^{*} \bar{D}^0)_{\text{Total}}}.$$ (6.12)

This parameter is included as a cross check. The normalisation decays have a flat distribution in $\cos \theta_K$ so the parameter would be expected to be around 0.6.

### 6.4 Fit validation

The simultaneous fitting framework is validated by generating pseudo-experiments using a similar procedure as described in the search for $B^+ \rightarrow D_s^{*+} K^+ K^-$ decays. The framework is found to not have any significant bias, as described in Appendix D.2.
6. Mass fit to $B^+ \rightarrow D_s^+ \phi$ candidates
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**Figure 6.8:** Invariant mass fit to $B^+ \rightarrow D_s^+ \phi$ candidates
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**Figure 6.9:** Invariant mass fit to $B^+ \rightarrow D_s^+ \phi$ candidates
6. Mass fit to $B^+ \rightarrow D_s^+ \phi$ candidates

6.5 Normalisation and signal fits

The result of the simultaneous fit to the signal and normalisation decays is shown in Figs. 6.8 and 6.9. These figures show the distribution of candidates passing all selection requirements along with the total PDF model resulting from the minimisation of the negative log-likelihood. The four $D_s^+$ decay mode categories have been merged into a single distribution. The fit result split into each different $D_s^+$ decay mode category can be found in Appendix E.

The high purity of the normalisation mode reconstruction can be seen in Fig. 6.8, as the contribution from the combinatorial background shape is very small. Additionally, the double-peaked structure of the partially reconstructed $B^+ \rightarrow D_s^+ D^0$ and $B^+ \rightarrow D_s^+ \bar{D}^0$ decays is clearly visible.

The fit to the signal mode is shown in Fig. 6.9. This figure includes the $B^+ \rightarrow D_s^+ \phi$ candidates in both the $|m(K^+K^-)| < 10\text{ MeV}/c^2$ (φ-region) and $10 < |m(K^+K^-)| < 40\text{ MeV}/c^2$ (φ-sideband) categories. These are further split into the two $\cos\theta_K$ categories in an analogous way to the normalisation decays.

The final values of the parameters as determined by the fit are tabulated in Table 6.4, including the branching fraction $\mathcal{B}(B^+ \rightarrow D_s^+ \phi)$. This parameter includes a correction to account for the efficiencies of the signal and normalisation modes as discussed in Sec. 6.6. The yields assigned to the signal decay PDFs are constructed using the branching fraction as detailed in Section 6.8.

<table>
<thead>
<tr>
<th>Type</th>
<th>Parameter</th>
<th>Fit result</th>
</tr>
</thead>
<tbody>
<tr>
<td>POI</td>
<td>Branching fraction $\mathcal{B}(B^+ \rightarrow D_s^+ \phi)(\times 10^{-7})$</td>
<td>$1.17^{+1.36}_{-1.37}$</td>
</tr>
<tr>
<td>Shape</td>
<td>Combinatorial slope $c$</td>
<td>$(-3.3^{+4.1}_{-0.4}) \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>Mean $B^+$ mass ($\text{MeV}/c^2$)</td>
<td>$5279.10^{+0.17}_{-0.17}$</td>
</tr>
<tr>
<td></td>
<td>Mass offset $\delta$ ($\text{MeV}/c^2$)</td>
<td>$-1.975^{+0.362}_{-0.362}$</td>
</tr>
<tr>
<td></td>
<td>Relative heights $\xi$</td>
<td>$0.68^{+0.05}_{-0.05}$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1$ for $D_s^+ \rightarrow K^+ K^- \pi^+$ ($\text{MeV}/c^2$)</td>
<td>$7.61^{+0.18}_{-0.18}$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1$ for $D_s^+ \rightarrow K^+ \pi^- \pi^+$ ($\text{MeV}/c^2$)</td>
<td>$8.77^{+0.59}_{-0.55}$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1$ for $D_s^+ \rightarrow \phi \pi^+$ ($\text{MeV}/c^2$)</td>
<td>$7.53^{+0.22}_{-0.21}$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_1$ for $D_s^+ \rightarrow \pi^+ \pi^- \pi^+$ ($\text{MeV}/c^2$)</td>
<td>$8.30^{+0.36}_{-0.34}$</td>
</tr>
<tr>
<td>Yields</td>
<td>$N(B^+ \rightarrow (D_s^+ \rightarrow K^+ K^- \pi^+) D^0)$</td>
<td>$1324^{+34}_{-36}$</td>
</tr>
<tr>
<td></td>
<td>$N(B^+ \rightarrow (D_s^+ \rightarrow K^+ \pi^- \pi^+) \bar{D}^0)$</td>
<td>$182^{+14}_{-13}$</td>
</tr>
<tr>
<td></td>
<td>$N(B^+ \rightarrow (D_s^+ \rightarrow \phi \pi^+) \bar{D}^0)$</td>
<td>$801^{+29}_{-28}$</td>
</tr>
</tbody>
</table>
\[ N(B^+ \to (D_s^+ \to \pi^+ \pi^- \pi^+) \bar{D}^0) \]
\[ N(D_s^+ \bar{D}^0 + D_s^+ \bar{D}^0) \text{ in } D_s^+ \to K^+ K^- \pi^+ \]
\[ N(D_s^+ \bar{D}^0 + D_s^+ \bar{D}^0) \text{ in } D_s^+ \to K^+ \pi^- \pi^+ \]
\[ N(D_s^+ \bar{D}^0 + D_s^+ \bar{D}^0) \text{ in } D_s^+ \to \phi \pi^+ \]
\[ N(D_s^+ \bar{D}^0 + D_s^+ \bar{D}^0) \text{ in } D_s^+ \to \pi^+ \pi^- \pi^+ \]
\[ N(D_s^+ \phi + D_s^{(s)+} K^- K^0) \text{ in } D_s^+ \to K^+ K^- \pi^+ \]
\[ N(D_s^+ \phi + D_s^{(s)+} K^- K^0) \text{ in } D_s^+ \to \phi \pi^+ \]
\[ N(D_s^+ \phi + D_s^{(s)+} K^- K^0) \text{ in } D_s^+ \to K^+ \pi^- \pi^+ \]
\[ N(D_s^+ \phi + D_s^{(s)+} K^- K^0) \text{ in } D_s^+ \to \phi \pi^+ \]
\[ N(D_s^+ \phi + D_s^{(s)+} K^- K^0) \text{ in } D_s^+ \to K^+ \pi^- \pi^+ \]
\[ N(D_s^+ \phi + D_s^{(s)+} K^- K^0) \text{ in } D_s^+ \to \phi \pi^+ \]
\[ N(D_s^+ \phi + D_s^{(s)+} K^- K^0) \text{ in } D_s^+ \to K^+ \pi^- \pi^+ \]
\[ N(D_s^+ \phi + D_s^{(s)+} K^- K^0) \text{ in } D_s^+ \to \phi \pi^+ \]
\[ N(D_s^+ \phi + D_s^{(s)+} K^- K^0) \text{ in } D_s^+ \to K^+ \pi^- \pi^+ \]
\[ N(D_s^+ \phi + D_s^{(s)+} K^- K^0) \text{ in } D_s^+ \to \phi \pi^+ \]

\[ \text{Fractions} \]
\[ \text{Ratio of } D_s^+ K^+ K^- \text{ to } D_s^+ \bar{D}^0 \]
\[ 0.024_{-0.004}^{+0.004} \]
\[ \text{Fraction of } D_s^+ K^- K^0 \text{ in } (D_s^{(s)+} K^- K^0) \]
\[ 0.46_{-0.04}^{+0.04} \]
\[ \text{Fraction of } D_s^+ \phi \text{ in } (D_s^{(s)+} K^- K^0 + D_s^{(s)+} \phi) \]
\[ 0.17_{-0.13}^{+0.10} \]
\[ \text{Ratio of } D_s^+ D_s^{(s)+} \text{ to } (D_s^{(s)+} \phi + D_s^{(s)+} K^- K^0) \]
\[ 0.56_{-0.12}^{+0.12} \]
\[ \text{Fraction of } D_s^+ \bar{D}^0 \text{ in } (D_s^{(s)+} \bar{D}^0 + D_s^{(s)+} \bar{D}^0) \text{ in } D_s^+ \to K^+ K^- \pi^+ \]
\[ 0.30_{-0.03}^{+0.03} \]
\[ \text{Fraction of } D_s^+ \bar{D}^0 \text{ in } (D_s^{(s)+} \bar{D}^0 + D_s^{(s)+} \bar{D}^0) \text{ in } D_s^+ \to K^+ \pi^- \pi^+ \]
\[ 0.34_{-0.03}^{+0.03} \]
\[ \text{Fraction of normalisation part reco in } D_s^+ \to K^+ K^- \pi^+ \]
\[ 0.59_{-0.03}^{+0.03} \]
\[ \text{Fraction of normalisation peak in } D_s^+ \to K^+ K^- \pi^+ \]
\[ 0.59_{-0.03}^{+0.03} \]
\[ \text{Ratio of } D_s^+ \bar{D}^0 \text{ to } (D_s^{(s)+} \bar{D}^0 + D_s^{(s)+} \bar{D}^0) \]
\[ 0.60_{-0.05}^{+0.05} \]
Table 6.4: The fit result with final values of all floating variables used in the fit model. Here H1 and H2 represent the $|\cos \theta_K| > 0.4$ and $|\cos \theta_K| < 0.4$ categories respectively.

6.6 Efficiency corrections

The branching fraction for $B^+ \rightarrow D_s^+ \phi$ decays is determined by correcting the yields for the signal and normalisation channels by their respective efficiencies. The relative efficiency is calculated as a ratio for each $D_s^+$ decay mode. The efficiencies for each stage of selection are either determined from simulations, or from dedicated calibration data samples for the efficiencies involving particle identification requirements.

6.6.1 Efficiencies from simulation

The efficiencies for each step of selection are listed separately for the different $D_s^+$ decay modes in Table 6.5. The efficiencies are calculated separately for the different years of data taking, however they are combined here, weighted according to the relative contributions to the total data set.

Acceptance: this accounts for the fraction of generated decays in which all five final state tracks end up within the LHCb detector’s acceptance. The signal decay has a slightly higher efficiency than the normalisation as the two kaons from the $\phi$ meson are typically produced close to one another and therefore more likely to both be in the acceptance.

Reconstruction: this efficiency determines the fraction of decays in which all tracks are well reconstructed and combined into a suitable candidate that pass the stripping line requirements. Only events in which there was positive trigger decision are reconstructed (in simulation as well as data) resulting in small efficiencies around 2%. Here, the efficiencies are slightly larger for the normalisation channel than the signal as the kaons from the $\phi$ decay are typically lower momentum than those from the $D^0$, and therefore less likely to be reconstructed.
Efficiencies (in %) determined from simulation samples for signal and normalisation decays and the ratio \( \frac{\epsilon(B^+ \to D_s^+ \bar{D}^0)}{\epsilon(B^+ \to D_s^+ \phi)} \) for each \( D_s^+ \) decay mode. The errors are statistical.

**Trigger:** this efficiency effectively accounts for the likelihood that the candidate passed the trigger requirements, given that an event had a positive trigger decision. These efficiencies have very high values around 94%.

**Mass windows:** this represents the efficiency for the candidates to be within the invariant mass windows for the \( D_s^+ \) and \( \phi \) or \( \bar{D}^0 \) mesons.

**Vetoes:** the efficiency of the invariant mass vetoes are included in this quantity. The relative efficiency of the misidentified \( D \) and \( \Lambda_c^+ \) hadron vetoes is assumed to be one and therefore not included in this efficiency. Most of the invariant mass vetoes are relevant to the signal mode, hence why the normalisation channel efficiencies are almost 100%.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>( D_s^+ ) mode</th>
<th>( \epsilon(B^+ \to D_s^+ \bar{D}^0) )</th>
<th>( \epsilon(B^+ \to D_s^+ \phi) )</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance</td>
<td>( K^+ K^- \pi^+ )</td>
<td>17.42 ± 0.03</td>
<td>18.35 ± 0.04</td>
<td>0.950 ± 0.003</td>
</tr>
<tr>
<td></td>
<td>( K^+ \pi^- \pi^+ )</td>
<td>16.53 ± 0.04</td>
<td>17.36 ± 0.04</td>
<td>0.952 ± 0.003</td>
</tr>
<tr>
<td></td>
<td>( \pi^+ \pi^- \pi^+ )</td>
<td>15.91 ± 0.03</td>
<td>16.77 ± 0.04</td>
<td>0.949 ± 0.003</td>
</tr>
<tr>
<td>Reconstruction</td>
<td>( K^+ K^- \pi^+ )</td>
<td>2.11 ± 0.02</td>
<td>1.96 ± 0.02</td>
<td>1.078 ± 0.013</td>
</tr>
<tr>
<td></td>
<td>( K^+ \pi^- \pi^+ )</td>
<td>2.27 ± 0.02</td>
<td>2.06 ± 0.02</td>
<td>1.095 ± 0.014</td>
</tr>
<tr>
<td></td>
<td>( \pi^+ \pi^- \pi^+ )</td>
<td>2.36 ± 0.02</td>
<td>2.13 ± 0.02</td>
<td>1.105 ± 0.014</td>
</tr>
<tr>
<td>Trigger</td>
<td>( K^+ K^- \pi^+ )</td>
<td>93.3 ± 0.2</td>
<td>93.1 ± 0.2</td>
<td>1.003 ± 0.003</td>
</tr>
<tr>
<td></td>
<td>( K^+ \pi^- \pi^+ )</td>
<td>95.1 ± 0.2</td>
<td>93.5 ± 0.2</td>
<td>1.017 ± 0.003</td>
</tr>
<tr>
<td></td>
<td>( \pi^+ \pi^- \pi^+ )</td>
<td>95.3 ± 0.2</td>
<td>93.7 ± 0.2</td>
<td>1.017 ± 0.003</td>
</tr>
<tr>
<td>Mass window</td>
<td>( K^+ K^- \pi^+ )</td>
<td>96.2 ± 0.2</td>
<td>94.1 ± 0.2</td>
<td>1.022 ± 0.003</td>
</tr>
<tr>
<td></td>
<td>( K^+ \pi^- \pi^+ )</td>
<td>94.9 ± 0.2</td>
<td>94.1 ± 0.2</td>
<td>1.008 ± 0.003</td>
</tr>
<tr>
<td></td>
<td>( \pi^+ \pi^- \pi^+ )</td>
<td>93.7 ± 0.2</td>
<td>92.4 ± 0.2</td>
<td>1.015 ± 0.004</td>
</tr>
<tr>
<td>Vetoes</td>
<td>( K^+ K^- \pi^+ )</td>
<td>99.9 ± 0.0</td>
<td>95.2 ± 0.2</td>
<td>1.049 ± 0.002</td>
</tr>
<tr>
<td></td>
<td>( K^+ \pi^- \pi^+ )</td>
<td>99.9 ± 0.0</td>
<td>92.4 ± 0.3</td>
<td>1.080 ± 0.004</td>
</tr>
<tr>
<td></td>
<td>( \pi^+ \pi^- \pi^+ )</td>
<td>99.9 ± 0.0</td>
<td>90.3 ± 0.3</td>
<td>1.105 ± 0.004</td>
</tr>
<tr>
<td>Charmless</td>
<td>( K^+ K^- \pi^+ )</td>
<td>72.6 ± 0.4</td>
<td>100.0 ± 0.0</td>
<td>0.726 ± 0.004</td>
</tr>
<tr>
<td></td>
<td>( K^+ \pi^- \pi^+ )</td>
<td>65.8 ± 0.4</td>
<td>63.0 ± 0.5</td>
<td>1.044 ± 0.011</td>
</tr>
<tr>
<td></td>
<td>( \pi^+ \pi^- \pi^+ )</td>
<td>66.0 ± 0.4</td>
<td>82.9 ± 0.4</td>
<td>0.796 ± 0.006</td>
</tr>
<tr>
<td>( \chi_L^2 )</td>
<td>( K^+ K^- \pi^+ )</td>
<td>100.0 ± 0.0</td>
<td>96.2 ± 0.2</td>
<td>1.039 ± 0.002</td>
</tr>
<tr>
<td></td>
<td>( K^+ \pi^- \pi^+ )</td>
<td>100.0 ± 0.0</td>
<td>95.7 ± 0.3</td>
<td>1.045 ± 0.003</td>
</tr>
<tr>
<td></td>
<td>( \pi^+ \pi^- \pi^+ )</td>
<td>100.0 ± 0.0</td>
<td>95.9 ± 0.3</td>
<td>1.043 ± 0.003</td>
</tr>
</tbody>
</table>

**Table 6.5:** Efficiencies (in %) determined from simulation samples for signal and normalisation decays and the ratio \( \epsilon(B^+ \to D_s^+ \bar{D}^0) / \epsilon(B^+ \to D_s^+ \phi) \) for each \( D_s^+ \) decay mode. The errors are statistical.
6. Mass fit to $B^+ \to D_s^+ \phi$ candidates

**Charmless:** the requirements applied to the flight distance significance of the $D_s^+$ meson is tuned differently for each $D_s^+$ decay and signal and normalisation. As a result, the efficiencies have large variations between the different modes.

**$\chi^2_{IP}$:** the efficiency of the $\chi^2_{IP}$ requirements for the $B^+$ and $D_s^+$ candidates are included in this quantity. These are only applied to the signal mode therefore the normalisation mode is 100% efficient.

### 6.6.2 Efficiencies requiring calibration samples

The efficiencies of the particle identification and MVA requirements are both determined using input from dedicated calibration samples as the distributions are known to be poorly represented in simulations. The method used here differs from that already described in Sec. 5.6.2 as the $B^+ \to D_s^+ \phi$ decay can be assumed to be a pseudo-two-body decay in which phase-space dependent efficiencies are not required.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>$D_s^+$ mode</th>
<th>$\epsilon(B^+ \to D_s^+ D^0)$</th>
<th>$\epsilon(B^+ \to D_s^+ \phi)$</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>PID</td>
<td>$K^+K^−\pi^+$</td>
<td>88.1 ± 0.1</td>
<td>89.9 ± 0.0</td>
<td>0.980 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>$K^+\pi^−\pi^+$</td>
<td>86.7 ± 0.2</td>
<td>88.8 ± 0.1</td>
<td>0.977 ± 0.002</td>
</tr>
<tr>
<td></td>
<td>$\pi^+\pi^−\pi^+$</td>
<td>85.3 ± 0.1</td>
<td>87.0 ± 0.0</td>
<td>0.980 ± 0.001</td>
</tr>
<tr>
<td>MVA</td>
<td>$K^+K^−\pi^+$</td>
<td>53.2 ± 0.4</td>
<td>57.1 ± 0.4</td>
<td>0.932 ± 0.010</td>
</tr>
<tr>
<td></td>
<td>$K^+\pi^−\pi^+$</td>
<td>42.9 ± 0.4</td>
<td>46.0 ± 0.5</td>
<td>0.932 ± 0.013</td>
</tr>
<tr>
<td></td>
<td>$\pi^+\pi^−\pi^+$</td>
<td>46.3 ± 0.4</td>
<td>49.7 ± 0.4</td>
<td>0.933 ± 0.012</td>
</tr>
</tbody>
</table>

Table 6.6: Efficiencies (in %) determined from the relevant calibration and validation samples using input from simulation and the ratio $\epsilon(B^+ \to D_s^+ D^0)/\epsilon(B^+ \to D_s^+ \phi)$ for each $D_s^+$ decay mode. The errors are statistical.

**PID efficiency**

The efficiency of the PIDK requirements are determined using PIDCALIB [130]. Sample of $D^{*+} \to (D^0 \to K^+\pi^-)\pi^+$ decays are background-subtracted to isolate the distributions of the PID variables for the $K^+$ and $\pi^-$ mesons. Unlike in the search for $B^+ \to D_s^+ K^+K^−$ decays, the PID variable distributions of the calibration samples are parametrised using a binned approach, with three characterising variables; the momentum $p$, pseudo-rapidity $\eta$, and total number of tracks $n_{\text{Track}}$. Input from the
signal and normalisation simulation samples is used to determine per-candidate efficiencies. The characteristics \((p, \eta, n_{\text{Track}})\) of each simulated decay is used to find the corresponding calibration PID variable distribution. The per-candidate efficiency is calculated by integrating this distribution above the PID requirement. The total efficiency is given by the average of the per-candidate efficiencies. The efficiencies of the PID requirements on the signal and normalisation for the different \(D_s^+\) decay modes are listed in Table 6.6.

**MVA efficiency**

The relative MVA efficiencies shown in Table 6.6 are determined using the data-driven method outlined in Sec. 4.3.7.

### 6.6.3 Total efficiencies

The total relative efficiency between the signal and normalisation decays is determined as the product of each contributing relative efficiency

\[
\epsilon_{\text{Tot.}} = \epsilon_{\text{Accp.}} \times \epsilon_{\text{Reco.} | \text{Accp.}} \times \epsilon_{\text{Trig.} | \text{Reco.}} \times \epsilon_{\text{Mass.} | \text{Trig.}} \times \epsilon_{\text{Veto.} | \text{Mass.}} \times \epsilon_{\text{FD} | \text{Veto.}} \\
\times \epsilon_{\text{IP} | \text{FD}} \times \epsilon_{\text{PID} | \text{IP}} \times \epsilon_{\text{MVA} | \text{PID}},
\]

(6.13)

where each relative efficiency \(x\) is determined with respect to the previous selection step \(y\) as \(\epsilon^{x | y}\). The total relative efficiencies are listed for each \(D_s^+\) decay mode in Table 6.7. These values are used as an input in the simultaneous fit to the signal and normalisation modes to correct the yields ratios for each \(D_s^+\) decay mode category.

<table>
<thead>
<tr>
<th>(D_s^+) decay mode</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K^+K^-\pi^+)</td>
<td>0.757 ± 0.014</td>
</tr>
<tr>
<td>(K^+\pi^-\pi^+)</td>
<td>1.144 ± 0.027</td>
</tr>
<tr>
<td>(\pi^+\pi^-\pi^+)</td>
<td>0.907 ± 0.019</td>
</tr>
</tbody>
</table>

**Table 6.7:** The total relative efficiency \(\epsilon(B^+ \to D_s^+D^0)/\epsilon(B^+ \to D_s^+\phi)\) determined for each \(D_s^+\) decay mode. The values for the individual years that contribute to the data set are weighted according to the size of their relative contribution. The errors are statistical.
6. Systematic uncertainties

The sources of systematic uncertainty are broadly similar to those considered in the search for $B^+ \rightarrow D_s^+ K^+ K^-$ decays. The more complex fit strategy and model requires most of these systematics to be reassessed and additional source included.

6.7.1 Relative efficiencies

The yields of signal and normalisation decays are corrected by their relative selection efficiencies, calculated separately for each $D_s^+$ decay mode.

**Simulation statistics:** limited simulation samples are used to determine some of the selection efficiencies resulting in an uncertainty of 2%.

**Particle identification:** the efficiency of the PID requirements are calculated using calibration samples within the PIDCalib package. These are also of a limited size and possibly affected by the choice of binning scheme. A systematic uncertainty of 0.5% per track is assigned to the use of the PIDCalib efficiencies. This is assumed to be uncorrelated for the five signal and five normalisation tracks, leading to a total uncertainty in the relative efficiency of 2.0%.

**Veto efficiency:** the same uncertainty of 1.4% is used as in the search for $B^+ \rightarrow D_s^+ K^+ K^-$ decays.

**MVA efficiency:** the MVA requirement efficiencies are just calculated using the $B_s^0 \rightarrow J/\psi \phi$ and $B_s^0 \rightarrow D_s^+ \pi^-$ samples used in the validation of the MVA methods. The uncertainty resulting from the choice of validation sample binning scheme and from the limited sample size is accounted for. Additionally, the uncertainty associated to difference in simulation and data distributions (Fig. A.5) that may affect the MVA efficiencies are taken into account. The total systematic uncertainty attributed to the relative MVA efficiencies is 6.2%.
6.7.2 Signal and normalisation PDFs

The PDFs used to describe the signal and normalisation channel invariant mass distributions are determined using input from fits to simulated decays. A similar approach as already described in Sec. 5.7.1 in which the fixed values are varied within their errors is used to account for the associated systematic uncertainty. The resulting spread in the branching fraction obtained by re-sampling all fixed parameters simultaneously is $0.036 \times 10^{-7}$, assigned as the systematic uncertainty.

6.7.3 Background PDFs

Similarly the background PDFs require inputs determined from simulations. The fit is repeated, varying the fixed values and the resulting variation in the branching fraction is measured. These include: the assumed helicity fraction of $B^+ \rightarrow D_s^{*+} \phi$ decays; the kinematic endpoints of $B^+ \rightarrow D_s^{*+} \phi$, $B^+ \rightarrow D_s^{*+} \bar{D}^0$ and $B^+ \rightarrow D_s^{+} \bar{D}^{*0}$ decays; and the fraction of signal and background decays expected in each $m(K^+K^-)$ and $\cos \theta_K$ category. Additionally, different parametrisations of the $B^+ \rightarrow D_s^{*+} \bar{D}^{*0}$ and combinatorial background components are tested. The total systematic uncertainty associated to the background PDFs is determined to be $0.685 \times 10^{-7}$.

6.7.4 Charmless contribution

A residual yield of charmless and single-charm backgrounds are expected be present in the final dataset as detailed in Table 4.6. The nominal measurement for the branching fraction neglects these contributions. The branching fraction is recalculated assuming the expected yields contribute and the difference assigned as the systematic uncertainty. This is likely to be an overestimation of the possible difference as the charmless candidates are likely to have a wider distribution than the signal decays. This is a result of the $D_s^+$ mass constraint applied to the candidates when calculating the fitted $B^+$ mass. The charmless contributions lead to an uncertainty of 2%.
6. Mass fit to $B^+ \to D^+_s \phi$ candidates

6.7.5 $B^+ \to D^+_s K^+ K^-$ model assumption

The search for $B^+ \to D^+_s \phi$ candidates includes a component for $B^+ \to D^+_s K^+ K^-$ decays that didn’t proceed via a $\phi$ meson. As detailed in Sec. 6.1.2 various assumptions go into the choice of $B^+ \to D^+_s K^+ K^-$ model used to determine the fraction of these decays expected in each $m(K^+K^-)$ and $\cos \theta_K$ category. The final choice of fractions detailed in Table 6.2 are determined with associated uncertainties, calculated by taking the range of fractions in the models thought to be reasonable. The fit to data is performed many times changing these fixed fractions to values taken from Gaussian distributions whose widths are given by these assigned uncertainties. The resulting spread in the measured branching fraction is used as a proxy for the systematic uncertainty resulting from this choice of model.

An additional systematic uncertainty is included because these fractions are taken directly from simulations produced by Laura++, rather than full detector simulations. This is calculated by taking the difference in the fractions found for the $B^+ \to D^+_s \phi$ decay generated using Laura++ and the full LHCb simulation.

6.7.6 Total systematic uncertainty

The sources of systematic uncertainty are listed in Table 6.8 in decreasing order. The total is also included, calculated by summing the contributions in quadrature. Additionally the uncertainty arising from the externally measured branching fractions is included.

6.8 Results

The fit to $B^+ \to D^+_s \phi$ candidates finds a total yield of $N(B^+ \to D^+_s \phi) = 5.3 \pm 6.7$, summed across all categories and $D^+_s$ meson decay modes. A yield of $N(B^+ \to D^+_s K^- K^+) = 65 \pm 10$ is found, consistent with the yield obtained from the full $B^+ \to D^+_s K^+ K^-$ measurement. The branching fraction for $B^+ \to D^+_s \phi$ decays is calculated as

$$B(B^+ \to D^+_s \phi) = R \times \frac{B(D^0 \to K^+ K^-)}{B(\phi \to K^+ K^-)} \times B(B^+ \to D^+_s D^0),$$

(6.14)
6. Mass fit to $B^+ \to D_s^+ \phi$ candidates

\[ \mathcal{B}(\phi \to K^+ K^-) = 0.489 \pm 0.005 \text{ has been used [62].} \]

The free variable $R$ is defined to be the ratio of the signal and normalisation yields, corrected for the selection efficiencies. The yield of signal candidates in each $D_s^+$ mode is constructed from $R$ and the normalisation yield for the given $D_s^+$ decay mode, $N(B^+ \to D_s^+ D^0)$. The product of these two quantities is corrected by the ratio of selection efficiencies

\[ N(B^+ \to D_s^+ \phi) = R \times N(B^+ \to D_s^+ D^0) \times \frac{\epsilon(B^+ \to D_s^+ \phi)}{\epsilon(B^+ \to D_s^+ D^0)}. \tag{6.15} \]

The simultaneous fit effectively measures a single value of $R$ for all $D_s^+$ decay mode categories. It can be written as the ratio of signal and normalisation branching fractions using Eq. 6.14. The value is determined to be

\[ R = \frac{\mathcal{B}(B^+ \to D_s^+ \phi)}{\mathcal{B}(B^+ \to D_s^+ D^0)} \times \frac{\mathcal{B}(\phi \to K^+ K^-)}{\mathcal{B}(D^0 \to K^+ K^-)} = (1.6^{+2.2}_{-1.9} \pm 1.1) \times 10^{-3}, \tag{6.16} \]

where the first uncertainty is statistical and the second systematic. This corresponds to a branching fraction for $B^+ \to D_s^+ \phi$ decays of

\[ \mathcal{B}(B^+ \to D_s^+ \phi) = (1.2^{+1.6}_{-1.4} \pm 0.8 \pm 0.1) \times 10^{-7}, \tag{6.17} \]
where the first uncertainty is statistical, the second systematic, and the third results from the uncertainty on the branching fractions $\mathcal{B}(B^+ \to D^+_s D^0)$, $\mathcal{B}(\phi \to K^+ K^-)$ and $\mathcal{B}(D^0 \to K^+ K^-)$. Considering only the statistical uncertainty, the significance of the $B^+ \to D^+_s \phi$ signal is 0.8 standard deviations ($\sigma$).

The branching fraction for $B^+ \to D^+_s \phi$ decays is also determined separately for the different $D^+_s$ decays modes included in the search. These are found to be

\begin{align}
D^+_s \to \phi \pi^+ : \mathcal{B}(B^+ \to D^+_s \phi) &= +2.7^{+2.9}_{-2.3} \times 10^{-7} \\
D^+_s \to K^+ K^- \pi^+ : \mathcal{B}(B^+ \to D^+_s \phi) &= +1.2^{+2.2}_{-1.8} \times 10^{-7} \\
D^+_s \to \pi^+ \pi^- \pi^+ : \mathcal{B}(B^+ \to D^+_s \phi) &= -9.4^{+3.6}_{-2.8} \times 10^{-7} \\
D^+_s \to K^+ \pi^- \pi^+ : \mathcal{B}(B^+ \to D^+_s \phi) &= +3.7^{+1.2}_{-1.6} \times 10^{-7},
\end{align}

where these results correspond to the following yields for each $D^+_s$ decay mode

\begin{align}
D^+_s \to \phi \pi^+ : N(B^+ \to D^+_s \phi) &= +3.9^{+4.2}_{-3.3} \\
D^+_s \to K^+ K^- \pi^+ : N(B^+ \to D^+_s \phi) &= +2.7^{+5.0}_{-4.2} \\
D^+_s \to \pi^+ \pi^- \pi^+ : N(B^+ \to D^+_s \phi) &= -5.2^{+2.0}_{-1.6} \\
D^+_s \to K^+ \pi^- \pi^+ : N(B^+ \to D^+_s \phi) &= +0.8^{+2.6}_{-1.7}.
\end{align}

A visual representation of these measurements are shown in Fig. 6.10 along with the value determined using all modes simultaneously.

### 6.8.1 Limit setting

The significance of the measured branching fraction, $\mathcal{B}(B^+ \to D^+_s \phi) = (1.2^{+1.6}_{-1.4} \pm 0.8 \pm 0.1) \times 10^{-7}$, is not large enough to constitute evidence for the $B^+ \to D^+_s \phi$ decay and the branching fraction is consistent with a value of zero. Whilst this measurement is useful in itself, for example it could provide constraints in combination with other results, it is also useful to set a limit on the branching fraction for a more straightforward comparison with theoretical predictions. Three different methods of limit estimation are attempted.
The CL$_S$ method

The first method is the CL$_S$ method, widely used in the high energy physics community. This method tests the p-value of a signal plus background hypothesis, CL$_{S+B}$, against a background only hypothesis, CL$_B$,

$$\text{CL}_S = \frac{CL_{S+B}}{CL_B}. \quad (6.20)$$

The free parameters in the fit other than the POI are considered nuisance parameters. This method is implemented using the RooStats package [136] within the Root framework.

The CL$_S$ distribution is shown in Fig. 6.11 which includes the 1$\sigma$ bands in green and 2$\sigma$ bands in yellow. This limit is determined in the asymptotic limit [137]. The 95% upper limit is determined as the point where the CL$_S$ value falls below 5% as illustrated by the red line. This corresponds to a statistical-only 95% limit of

$$B(B^+ \to D_s^+\phi) < 4.2 \times 10^{-7}. \quad (6.21)$$
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The profile likelihood method

An upper limit at 95% confidence limit is determined for the branching fraction $\mathcal{B}(B^+ \rightarrow D_s^+ \phi)$ using the profile likelihood method. This is calculated by determining the value of the branching fraction $x_U$ that satisfies the equation

$$\int_{x_U}^{\infty} \mathcal{L}(x) dx \int_{0}^{\infty} \mathcal{L}(x) dx = 0.95,$$

where $\mathcal{L}(x)$ is the profile likelihood as a function of the branching fraction $\mathcal{B}(B^+ \rightarrow D_s^+ \phi)$. This Bayesian method integrates the prior knowledge about the branching fraction, namely that the value must be greater than or equal to zero; the profile likelihood is integrated from zero upwards. The 95% CL limit determined when considering only statistical uncertainties is

$$\mathcal{B}(B^+ \rightarrow D_s^+ \phi) < 4.1 \times 10^{-7}. \quad (6.23)$$

To account for systematic uncertainty, the likelihood is convolved with a Gaussian distribution with a width given by the systematic uncertainty. The likelihood and difference in the log-likelihood are shown in Fig. 6.12, with and without the systematic

Figure 6.11: $\text{CL}_S$ limit determination.
uncertainty included. The limit at 95% CL including the systematic uncertainty is determined to be

\[ B(B^+ \to D_s^+ \phi) < 4.4 \times 10^{-7}. \]  

(6.24)

**Figure 6.12:** Bayesian profile likelihood limit determination: the (left) difference in the log-likelihood and (right) the likelihood as a function of the assumed \( B(B^+ \to D_s^+ \phi) \) branching fraction. The black distributions include only the statistical uncertainty, whilst the blue also include the systematic uncertainty. The shaded regions represent the areas integrated to determine the 95% CL limits.

**The Feldman-Cousins method**

Upper limits at 95% and 90% confidence levels (CL) are also determined using the Feldman-Cousins approach \[138\]. An ensemble of pseudo-experiments is generated for different values of the branching fraction \( B(B^+ \to D_s^+ \phi) \). These generated pseudo-experiments are then fitted with the nominal fit model to calculate the fitted branching fraction and associated statistical uncertainty, \( \sigma_{\text{stat}} \). This method constructs confidence bands based on a likelihood ratio method, calculating the probability of fitting a branching fraction for a given generated branching fraction. This probability is assumed to follow a Gaussian distribution with width \( \sigma = \sqrt{\sigma_{\text{stat}}^2 + \sigma_{\text{syst}}^2} \), where \( \sigma_{\text{stat}} \) and \( \sigma_{\text{syst}} \) are the statistical and systematic uncertainties. The dominant source of systematic uncertainty in this measurement is from the background PDFs. As the size of
this uncertainty is not expected to vary as a function of the generated branching fraction, $\sigma_{\text{syst}}$ is assumed to be constant. Nuisance parameters are accounted for using the plug-in method [139]. The generated confidence bands are shown in Fig. 6.13 where the statistical-only 90% and 95% confidence level bands are shown, along with the 95% confidence level band with systematic uncertainty included. This corresponds to a statistical-only 95% (90%) confidence level of $\mathcal{B}(B^+ \rightarrow D_s^+ \phi) < 4.4 \times 10^{-7}$ ($3.9 \times 10^{-7}$), and a 95% (90%) confidence level including systematic uncertainties of

$$\mathcal{B}(B^+ \rightarrow D_s^+ \phi) < 4.9 \times 10^{-7}$ $(4.2 \times 10^{-7})$.

(6.25)

Figure 6.13: Confidence bands produced using the Feldman-Cousins approach. The green and yellow bands represent the statistical-only 90% and 95% confidence level bands and the black dotted line represents the 95% limit including systematic uncertainties. The measured value of the branching fraction is shown by the vertical red line, and the corresponding 95% confidence levels, with and without systematic uncertainties, are represented by the dotted red lines.
Chapter 7
Conclusions

This thesis documents two closely related searches for the decays of charged $B$ mesons using a data set collected by the LHCb detector during 2011-2016, corresponding to an integrated luminosity of $4.8 \text{fb}^{-1}$. The first, $B^+ \rightarrow D_s^+ K^+ K^-$, is observed for the first time, and the branching fraction is determined to be

$$B(B^+ \rightarrow D_s^+ K^+ K^-) = (7.1 \pm 0.5 \pm 0.6 \pm 0.7) \times 10^{-6},$$

where the first uncertainty is statistical, the second systematic and the third due to the uncertainty on the branching fraction of the normalisation mode $B^+ \rightarrow D_s^+ \bar{D}^0$. The phase-space distributions of the selected $B^+ \rightarrow D_s^+ K^+ K^-$ decays are investigated.

The second part of the thesis searches for the annihilation topology decay $B^+ \rightarrow D_s^+ \phi$. This is isolated by searching for decays in which the invariant mass of the two kaons, $m(K^+ K^-)$, is within a small window around the $\phi$-meson mass. Input is used from the first part of this thesis to help determine how $B^+ \rightarrow D_s^+ K^+ K^-$ decays that didn’t proceed via a $\phi$ meson may contribute. No significant $B^+ \rightarrow D_s^+ \phi$ signal is observed and a limit of

$$B(B^+ \rightarrow D_s^+ \phi) < 4.9 \times 10^{-7}$$

is set on the branching fraction at 95% confidence level.

The limit on the $B^+ \rightarrow D_s^+ \phi$ branching fraction presented here and in Ref.\ [1] supersede the previous evidence reported by the LHCb collaboration in Ref. \[89\]. The updated analysis takes advantage of a much larger dataset now available at LHCb.

This update determines that there are sizeable contributions from $B^+ \rightarrow D_s^+ K^+ K^-$
decays within the $\phi$-meson mass window that were previously neglected; these should have been considered. As such, this measurement paints a more detailed and comprehensive picture of the processes contributing to $B^+ \rightarrow D_s^+ K^+ K^-$ decays. Additionally, the result presented here is consistent with the prediction that rescattering contributions to $B^+ \rightarrow D_s^+ \phi$ decays are small.

In future, a full amplitude analysis of $B^+ \rightarrow D_s^+ K^+ K^-$ decays using the complete LHCb Run I and Run II data sets could incorporate a further search for $B^+ \rightarrow D_s^+ \phi$ decays.
Appendix A

Further details of event selection

This appendix provides supplementary information about the event selection detailed in Chapter 4.

A.1 Selection requirements

The full list of requirements placed on candidates in their respective *stripping lines* are listed in Table A.1.
### A. Further details of event selection

<table>
<thead>
<tr>
<th>Particle</th>
<th>Quantity</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^+$</td>
<td>Mass</td>
<td>$4750 &lt; m(D^+_s \phi) &lt; 7000 \text{MeV}/c^2$</td>
</tr>
<tr>
<td></td>
<td>Products $p_T$ scalar sum</td>
<td>$\sum</td>
</tr>
<tr>
<td></td>
<td>Vertex quality</td>
<td>$\chi^2/N_{DOF} &lt; 10$</td>
</tr>
<tr>
<td></td>
<td>Lifetime</td>
<td>$\tau_{B^+} &gt; 0.2 \text{ps}$</td>
</tr>
<tr>
<td></td>
<td>Impact parameter significance</td>
<td>$\chi^2_{IP} &lt; 25$</td>
</tr>
<tr>
<td></td>
<td>Direction angle</td>
<td>$\cos \theta &gt; 0.999$</td>
</tr>
<tr>
<td></td>
<td>$&gt;0$ decay products with:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Momentum</td>
<td>$p &gt; 10000 \text{MeV}/c$</td>
</tr>
<tr>
<td></td>
<td>Transverse momentum</td>
<td>$p_T &gt; 1700 \text{MeV}/c$</td>
</tr>
<tr>
<td></td>
<td>Impact parameter significance</td>
<td>$\chi^2_{IP} &gt; 16$</td>
</tr>
<tr>
<td></td>
<td>Impact parameter</td>
<td>$\text{IP} &gt; 0.1 \text{mm}$</td>
</tr>
<tr>
<td></td>
<td>$&gt;1$ decay products with:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Momentum</td>
<td>$p &gt; 5000 \text{MeV}/c$</td>
</tr>
<tr>
<td></td>
<td>Transverse momentum</td>
<td>$p_T &gt; 500 \text{MeV}/c$</td>
</tr>
<tr>
<td>$D^+_s$</td>
<td>Mass</td>
<td>$1770 &lt; m(h^+h^+h^-) &lt; 2068 \text{MeV}/c^2$</td>
</tr>
<tr>
<td></td>
<td>Products $p_T$ scalar sum</td>
<td>$\sum</td>
</tr>
<tr>
<td></td>
<td>Distance of closest approach</td>
<td>$\text{DOCA}(h^+,h^-) &lt; 0.5 \text{mm}$</td>
</tr>
<tr>
<td></td>
<td>Distance of closest approach</td>
<td>$\text{DOCA}(h^-,h^+) &lt; 0.5 \text{mm}$</td>
</tr>
<tr>
<td></td>
<td>Direction angle</td>
<td>$\cos \theta &gt; 0$</td>
</tr>
<tr>
<td></td>
<td>Vertex quality</td>
<td>$\chi^2/N_{DOF} &lt; 10$</td>
</tr>
<tr>
<td></td>
<td>Flight distance significance</td>
<td>$\chi^2_{FD} &gt; 36$</td>
</tr>
<tr>
<td>$\phi$ ($D^0$)</td>
<td>Mass</td>
<td>$870(1770) &lt; m(X) &lt; 1170(2068) \text{MeV}/c^2$</td>
</tr>
<tr>
<td></td>
<td>Products $p_T$ scalar sum</td>
<td>$\sum</td>
</tr>
<tr>
<td></td>
<td>Direction angle</td>
<td>$\cos \theta &gt; 0$</td>
</tr>
<tr>
<td></td>
<td>Vertex quality</td>
<td>$\chi^2/N_{DOF} &lt; 16 \ (10)$</td>
</tr>
<tr>
<td></td>
<td>Flight distance significance</td>
<td>$\chi^2_{FD} &gt; 16 \ (36)$</td>
</tr>
<tr>
<td>$K^\pm$ ($\pi^\pm$)</td>
<td>Track quality</td>
<td>$\chi^2/N_{DOF} &lt; 4.0$</td>
</tr>
<tr>
<td></td>
<td>Transverse momentum</td>
<td>$p_T &gt; 100 \text{MeV}/c$</td>
</tr>
<tr>
<td></td>
<td>Momentum</td>
<td>$p &gt; 1000 \text{MeV}/c$</td>
</tr>
<tr>
<td></td>
<td>Impact parameter significance</td>
<td>$\chi^2_{IP} &gt; 4$</td>
</tr>
<tr>
<td></td>
<td>Ghost track probability</td>
<td>$P_{\text{Ghost}} &lt; 0.4$</td>
</tr>
<tr>
<td></td>
<td>Particle identification</td>
<td>$\text{PIDK} &gt; -10 \ (\text{PIDK} &lt; 20)$</td>
</tr>
</tbody>
</table>

Table A.1: Selection requirements for $B^+ \rightarrow D^+_s \phi$, $B^+ \rightarrow D^+_s K^+ K^-$ and $B^+ \rightarrow D^+_s D^0$ candidates. The $\phi$ meson invariant mass window is not applied to $B^+ \rightarrow D^+_s K^+ K^-$ candidates.
A.2 Invariant mass vetoes

Sharp peaking structures are observed in subsets of the final state particles. These are removed with simple invariant mass cuts to remove combinatorial or partially reconstructed backgrounds that result from these incorrectly reconstructed decays. For simplicity the final state particles for each mode are labelled with a number between 1–5 as described in Table A.2.

<table>
<thead>
<tr>
<th>Decay Mode</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B^+ \rightarrow (D_s^+ \rightarrow K^+K^-\pi^+)\phi )</td>
<td>( K^+ )</td>
<td>( K^- )</td>
<td>( \pi^+ )</td>
<td>( K^+ )</td>
<td>( K^- )</td>
</tr>
<tr>
<td>( B^+ \rightarrow (D_s^+ \rightarrow \pi^+\pi^-\pi^+)\phi )</td>
<td>( \pi^+ )</td>
<td>( \pi^- )</td>
<td>( \pi^+ )</td>
<td>( K^+ )</td>
<td>( K^- )</td>
</tr>
<tr>
<td>( B^+ \rightarrow (D_s^+ \rightarrow K^+\pi^-\pi^+)\phi )</td>
<td>( K^+ )</td>
<td>( \pi^- )</td>
<td>( \pi^+ )</td>
<td>( K^+ )</td>
<td>( K^- )</td>
</tr>
<tr>
<td>( B^+ \rightarrow (D_s^+ \rightarrow K^+K^+K^-)K^+K^- )</td>
<td>( K^+ )</td>
<td>( K^- )</td>
<td>( \pi^+ )</td>
<td>( K^+ )</td>
<td>( K^- )</td>
</tr>
</tbody>
</table>

Table A.2: Particle labels used when studying invariant mass vetoes for \( B^+ \rightarrow D_s^+\phi \) and \( B^+ \rightarrow D_s^+K^+K^- \) candidates.

All combinations of the final state particles that create a neutral or singly-charged candidate are investigated. Significant structures are observed for all three \( D_s^+ \) decay modes in some combination.

The following vetoes, shown in Fig A.1, are applied to remove these incorrectly reconstructed decays:

- For the mode \( B^+ \rightarrow (D_s^+ \rightarrow K^+K^-\pi^+)\phi \)
  - \(|m(1245) - m(B_s^0)| > 50 \text{ MeV}/c^2 \)
  - \(|m(345) - m(D_s^+)| > 25 \text{ MeV}/c^2 \) and \(|m(345) - m(D^+)| > 25 \text{ MeV}/c^2 \)

- For the mode \( B^+ \rightarrow (D_s^+ \rightarrow \pi^+\pi^-\pi^+)\phi \)
  - \(|m(145) - m(D_s^+)| > 25 \text{ MeV}/c^2 \) and \(|m(145) - m(D^+)| > 25 \text{ MeV}/c^2 \)
  - \(|m(245) - m(D_s^+)| > 25 \text{ MeV}/c^2 \) and \(|m(245) - m(D^+)| > 25 \text{ MeV}/c^2 \)
  - \(|m(345) - m(D_s^+)| > 25 \text{ MeV}/c^2 \) and \(|m(345) - m(D^+)| > 25 \text{ MeV}/c^2 \)

- For the mode \( B^+ \rightarrow (D_s^+ \rightarrow K^+\pi^-\pi^+)\phi \)
  - \(|m(245) - m(D_s^+)| > 25 \text{ MeV}/c^2 \) and \(|m(245) - m(D^+)| > 25 \text{ MeV}/c^2 \)
\[ |m(345) - m(D^+_s)| > 25 \text{MeV}/c^2 \text{ and } |m(345) - m(D^+)| > 25 \text{MeV}/c^2 \]

**Figure A.1:** Invariant mass distributions for subsets of decay products in data (black) and simulation (red). The green region show the regions removed by the vetoes detailed in the text.

In the search for \( B^+ \rightarrow D^+_s K^+ K^- \) decays the increased size of the \( m(K^+ K^-) \) phase-space means more of the combinations of final state particles are susceptible to sharp peaking structure from incorrectly reconstructed backgrounds. Those spectra found to have significant peaking structures are additionally vetoed, as shown in Fig. A.2.

- Vetoes for the mode \( B^+ \rightarrow (D^+_s \rightarrow K^+ \pi^- \pi^-)K^+ K^- \):
  - \( |m(1245) - m(B^+_s)| > 50 \text{MeV}/c^2 \)
  - \( |m(345) - m(D^+_s)| > 25 \text{MeV}/c^2 \text{ and } |m(345) - m(D^+)| > 25 \text{MeV}/c^2 \)
- $|m(135) - m(D_s^+)| > 25 \text{MeV}/c^2$
- $|m(234) - m(D_s^+)| > 25 \text{MeV}/c^2$

Figure A.2: Invariant mass distributions for subsets of decay products for $B^+ \rightarrow (D_s^+ \rightarrow K^+K^-\pi^+)K^+K^-$ decays in data (black) and simulation (red). The green region show the regions removed by the vetoes listed in Sec 4.3.5.

A.3 Impact parameter requirements

Requirements are placed on the impact parameter significance for the signal decays. The $B^+$ meson candidate is required to be consistent with originating at the PV by requiring $\chi^2_{IP} < 10$. This helps to remove background as unrelated combinations of $D_s^+$ and $\phi$ mesons will not necessarily point back towards the PV. Additionally, the opposite requirement is made of the $D_s^+$ meson, $\chi^2_{IP} > 10$, to reduce charm meson backgrounds where the charm is produced promptly at the PV.

The distributions for the $B^+$ and $D_s^+$ meson impact parameter significance is shown in Figs. A.3 and A.4 respectively for $B^+ \rightarrow D_s^+\phi$ candidates. The requirement values are represented by vertical lines. Small peaks can be observed at low $D_s^+$ meson impact parameter significance, corresponding to $D_s^+$ mesons that originated at the PV. As a cross-check, the same distributions are produced for the normalisation channel, $B^+ \rightarrow D_s^+\bar{D}^0$. As there are plentiful numbers of events, only those within
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Figure A.3: The $B^+$ meson $\chi_{IP}^2$ distributions for $B^+ \rightarrow D_s^+ \phi$ candidates in data (black) and simulation (red) after the MVA selection. Candidates within the range $4900 < m(D_s^+\phi) < 5900$ MeV/c$^2$ are included in these figures. Candidates to the left of the vertical line are retained.

Figure A.4: The $D_s^+$ meson $\chi_{IP}^2$ distributions for $B^+ \rightarrow D_s^+ \phi$ candidates in data (black) and simulation (red) after the MVA selection. Candidates within the range $4900 < m(D_s^+\phi) < 5900$ MeV/c$^2$ are included in these figures. Candidates to the right of the vertical line are retained.

Small shifts are observed in the $\chi_{IP}^2$ distributions. These differences are studied as a source of systematic uncertainty as discussed in Sections 5.7 and 6.7.
Figure A.5: The $B^+$ and $D_s^+$ meson $\chi^2_\text{IP}$ distributions for $B^+ \to D_s^+ D^0$ candidates in data (black) and simulation (red). Candidates within the range $|m(D_s^+ \phi) - m(B^+)| < 20 \text{ MeV}/c^2$ are included in these figures, effectively isolating the normalisation events in data.
Appendix B

Further details of multivariate analyses

This appendix provides further details of the MVA selections described in Section 4.3.7.

B.1 Preselection

Pre-selections are applied to the $B_s^0 \rightarrow J/\psi \phi$ and $\overline{B}_s^0 \rightarrow D_s^+ \pi^-$ decays used to train the MVA methods. The selection for $\phi$ mesons originating from $B_s^{0} \rightarrow J/\psi \phi$ decays differs from the signal mode as detailed in Table B.1.

<table>
<thead>
<tr>
<th>Particle</th>
<th>Quantity</th>
<th>Signal</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>Mass minimum</td>
<td>870 MeV/$c^2$</td>
<td>980 MeV/$c^2$</td>
</tr>
<tr>
<td></td>
<td>Mass maximum</td>
<td>1170 MeV/$c^2$</td>
<td>1050 MeV/$c^2$</td>
</tr>
<tr>
<td></td>
<td>Transverse Momentum</td>
<td>-</td>
<td>$p_T &gt; 500$ MeV/$c$</td>
</tr>
<tr>
<td></td>
<td>Products $p_T$ scalar sum</td>
<td>$\sum</td>
<td>p_T</td>
</tr>
<tr>
<td></td>
<td>DOCA($K^+, K^-$)</td>
<td>$&lt; 0.5$ mm</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Direction angle</td>
<td>$\cos \theta &gt; 0$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Vertex quality</td>
<td>$\chi^2/N_{DOF} &lt; 16$</td>
<td>$\chi^2/N_{DOF} &lt; 25$</td>
</tr>
<tr>
<td></td>
<td>Flight distance significance</td>
<td>$\chi^2_{FD} &gt; 16$</td>
<td>-</td>
</tr>
<tr>
<td>$K^\pm$</td>
<td>Track quality</td>
<td>$\chi^2/N_{DOF} &lt; 4.0$</td>
<td>$\chi^2/N_{DOF} &lt; 5.0$</td>
</tr>
<tr>
<td></td>
<td>Transverse momentum</td>
<td>$p_T &gt; 100$ MeV/$c$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Momentum</td>
<td>$p &gt; 1000$ MeV/$c$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Impact parameter significance</td>
<td>$\chi^2_{IP} &gt; 4$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Ghost track probability</td>
<td>$P_{\text{Ghost}} &lt; 0.4$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Particle identification</td>
<td>$\text{PIDK} &gt; -10$</td>
<td>$\text{PIDK} &gt; 0$</td>
</tr>
</tbody>
</table>

Table B.1: The Stripping Line requirements for $\phi \rightarrow K^+ K^-$ candidates in the signal and MVA training (control) mode selection. All requirements are looser for the control channel with the exception of the particle identification requirements.
The difference in the two selections could be potentially biasing when calculating the efficiency of the MVA, therefore the requirements are tightened on the half of the $B^0_s \rightarrow J/\psi \phi$ sample used to calculate the efficiency. The looser set of requirements are still used when training the MVA methods to maximise the sample sizes to help prevent overtraining. When training the MVAs the $\phi$ meson invariant mass sidebands in the $B^0_s \rightarrow J/\psi \phi$ sample are used as the background sample. It was found that using the tighter set of requirements led to a negligible amount of background candidates, resulting in overtraining.

The second step of preselection aims to apply the same sequence of requirements to the modes used to train the MVAs as are applied to the signal and normalisation before the MVAs are applied. These are made up of the same trigger, background veto and PID requirements. For $D^+_s$ candidates from $B^0_s \rightarrow D^+_s \pi^- \pi^+$ decays, the $B^0_s$ meson is required to either be TOS with respect to the L0Hadron trigger or TIS with respect to L0Global as with the signal. The $B^0_s$ candidates are then required to be TOS with respect to the same HLT1 and HLT2 triggers as used with the signal modes.

For the $B^0_s \rightarrow J/\psi \phi$ candidates, a large fraction are triggered due to the muons from the $J/\psi$ decay. To ensure the sample is reflective of the signal decays the $B^0_s$ meson is required to be TOS with respect to the L0Hadron trigger or TIS with respect to L0Global. This effectively excludes events that have been selected solely due to muons initiating the muon hardware trigger. This consequently results in a large decrease in the available statistics.

As shown in Table B.1, the MVA training mode has tighter particle identification requirements than the signal mode. Particle identification plays a crucial role in the efficacy of the MVA methods, therefore the signal PID requirements for the $\phi$ meson decay products are tightened accordingly.

Finally, the same misidentified $D$ and $A^+_c$ hadron vetoes as detailed in Section 4.3.4 are applied to the $B^0_s \rightarrow D^+_s \pi^-$ sample. These help to ensure the samples of $D^+_s$ candidates are free from contamination.
B.2 Background subtraction fit models

For both $B^0_s \rightarrow J/\psi \phi$ and $\bar{B}^0_s \rightarrow D^+_s \pi^-$ decays, simple fit models are found to be sufficient to background subtract the training distributions. For each mode the signal components are modelled with a single Gaussian probability density function

$$f(m|\mu, \sigma) = \frac{1}{\sqrt{2\pi \sigma^2}} \times e^{-\frac{(m-\mu)^2}{2\sigma^2}},$$

(B.1)

where $\mu$ and $\sigma$ are the mean and width of the Gaussian distribution and $m$ is the observable invariant mass. The parameters $\mu$ and $\sigma$ are allowed to vary freely. The background contributions to the $\phi \rightarrow K^+K^-$ decays are modelled using a Chebychev polynomial with two degrees of freedom

$$g(m|a, b) = a \times (2m^2 - 1) + b \times m + 1,$$

(B.2)

where $a$ and $b$ are parameters that can vary freely and $m$ is the observable invariant mass. The $\phi$ meson mass is close to the threshold for $K^+K^-$ pair production so this parametrisation has sufficient freedom to successfully model the increasing background shape. The background contribution to all three $D^+_s$ decays are modelled using exponential functions with a single degree of freedom controlling the effective slope

$$g(m|c) = e^{-mc},$$

(B.3)

where $c$ is a freely varying parameter and $m$ is the observable invariant mass. The fits to the $\phi$ and $D^+_s$ meson masses in the $B^0_s \rightarrow J/\psi \phi$ and $\bar{B}^0_s \rightarrow D^+_s \pi^-$ samples are performed separately for each year of data taking and polarity of the LHCb dipole magnet. These distributions are shown in Fig. B.1 for each of the $\phi$ and $D^+_s$ decay modes. The yields of candidates in each of the subsamples are tabulated in Table B.2 along with the totals for each mode.
B. Further details of multivariate analyses

Figure B.1: Unbinned maximum likelihood fit to $B^0_s \to J/\psi \phi$ (top) and $B^0_s \to D^+_s \pi^-$ (bottom three rows) candidates. These distributions correspond to just the 2016 data samples. Slight discrepancies are observed as a result of the simplified fit model in the top two plots.
Table B.2: Yields of the samples used to train data-driven MVAs. The total yields are summed over all years and both magnet polarities.

### B.3 Input variables

Examples of the MVA input variable ranking are shown for the Run II, $\phi \rightarrow K^+K^-$ MVA and Run II, $D_s^+ \rightarrow K^+K^-\pi^+$ MVA in Table B.3. It can be seen that for both the $D_s^+$ and $\phi$ meson MVAs that the kaon particle identification variable and various log$_{10}(\chi^2_{IP})$ variables are the most discriminating.

Examples of the MVA training variable distributions are shown in Fig. B.2 and B.3.
### Table B.3: Ranking of variables for the 15 highest ranked variables used to train the $D_s^+ \to K^+ K^- \pi^+$ (left) and $\phi \to K^+ K^-$ (right) Run II MVAs.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Variable</th>
<th>Importance (%)</th>
<th>Rank</th>
<th>Variable</th>
<th>Importance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$K^+$ ProbNNk</td>
<td>7.6</td>
<td>1</td>
<td>$K^+$ ProbNNk</td>
<td>6.0</td>
</tr>
<tr>
<td>2</td>
<td>$K^-$ ProbNNk</td>
<td>6.0</td>
<td>2</td>
<td>$\phi \log_{10}(\chi^2_{IP})$</td>
<td>6.0</td>
</tr>
<tr>
<td>3</td>
<td>$K^+ \log_{10}(\chi^2_{IP})$</td>
<td>5.5</td>
<td>3</td>
<td>$K^- \log_{10}(\chi^2_{IP})$</td>
<td>6.0</td>
</tr>
<tr>
<td>4</td>
<td>$\pi^+ \log_{10}(\chi^2_{IP})$</td>
<td>5.0</td>
<td>4</td>
<td>$\phi \log_{10}(\chi^2_{VTX})$</td>
<td>5.8</td>
</tr>
<tr>
<td>5</td>
<td>$K^+ p$</td>
<td>4.3</td>
<td>5</td>
<td>$K^- \text{ProbNNpi}$</td>
<td>5.8</td>
</tr>
<tr>
<td>6</td>
<td>$D_s^+ \log_{10}(\chi^2_{IP})$</td>
<td>4.1</td>
<td>6</td>
<td>$K^+ \log_{10}(\chi^2_{IP})$</td>
<td>5.8</td>
</tr>
<tr>
<td>7</td>
<td>$\pi^+ p_T$</td>
<td>4.0</td>
<td>7</td>
<td>$K^+ \text{ProbNNghost}$</td>
<td>5.4</td>
</tr>
<tr>
<td>8</td>
<td>$K^+ p_T$</td>
<td>3.9</td>
<td>8</td>
<td>$K^- \text{ProbNNk}$</td>
<td>5.4</td>
</tr>
<tr>
<td>9</td>
<td>$\pi^+ \text{ProbNNpi}$</td>
<td>3.9</td>
<td>9</td>
<td>$K^+ \chi^2_{TRK}$</td>
<td>5.6</td>
</tr>
<tr>
<td>10</td>
<td>$D_s^+ \log_{10}(\chi^2_{FD})$</td>
<td>3.8</td>
<td>10</td>
<td>$K^- \chi^2_{TRK}$</td>
<td>5.2</td>
</tr>
<tr>
<td>11</td>
<td>$K^- \log_{10}(\chi^2_{IP})$</td>
<td>3.7</td>
<td>11</td>
<td>$K^+ \text{ProbNNpi}$</td>
<td>5.2</td>
</tr>
<tr>
<td>12</td>
<td>$D_s^+ \log_{10}(\chi^2_{VTX})$</td>
<td>3.0</td>
<td>12</td>
<td>$K^- \text{ProbNNghost}$</td>
<td>5.0</td>
</tr>
<tr>
<td>13</td>
<td>$K^- p$</td>
<td>2.8</td>
<td>13</td>
<td>$K^+ \text{ProbNNp}$</td>
<td>4.5</td>
</tr>
<tr>
<td>14</td>
<td>$K^+ \text{ProbNNp}$</td>
<td>2.8</td>
<td>14</td>
<td>$K^- \text{ProbNNp}$</td>
<td>4.4</td>
</tr>
<tr>
<td>15</td>
<td>$K^- \text{ProbNNp}$</td>
<td>2.7</td>
<td>15</td>
<td>$K^+ \chi^2_{TRK\text{MATCH}}$</td>
<td>4.3</td>
</tr>
</tbody>
</table>
Figure B.2: Distributions of MVA training variables in the signal (blue) and background (red) samples for the Run II $\phi \rightarrow K^+ K^-$ MVA.
B. Further details of multivariate analyses

Figure B.3: Distributions of MVA training variables in the signal (blue) and background (red) samples for the Run II $D_s^+ \rightarrow K^+ K^- \pi^+$ MVA.
B.4 MVA method

In this data-driven MVA approach, the ‘signal’ and ‘background’ training samples are both taken from the relevant $B^0_s \to D^+_s \pi^-$ or $B^0_s \to J/\psi \phi$ decay samples. The signal samples include all events within the background subtraction fit ranges. Each candidate is weighted with the appropriate Gaussian fit component weight as determined by the $sPlot$ technique. This weight is passed to the TMVA framework when training the methods. The background samples are comprised of the sideband regions of the relevant ranges in Fig. B.1. These ranges are defined by $|m(K^+ K^-) - m(\phi)| > 10$ MeV/$c^2$ and $|m(h^+ h^- h^+) - m(D^+_s)| > 30$ MeV/$c^2$ for the $\phi$ and $D^+_s$ MVAs respectively. No weights are used for the background samples as the regions are known to be signal-deficient.

The MVAs are trained using Gradient Boosted Decision Trees (BDTGs) [140]. This method was compared to a number of different Boosted Decision Tree (BDT) derivatives and found to be most effective.

The BDTG method categorises ‘signal’ and ‘background’ candidates by creating consecutive sets of questions called Decision Trees. Each question can have two possible answers and depends on the previous responses. Eventually the answer to a question results in a candidate being classified as ‘signal’ or ‘background’ rather than asking more questions. A definable number of decision trees are used to collectively categorise each candidate; the overall response combines the decisions of all trees. The trees are trained using $boosting$. This means candidates that are most likely to be misclassified are weighted higher, such that the later trees concentrate on these trickier areas. The boosting method utilised in the BDTG method is designed to be more robust and reproducible in noisy situations, for example with limited statistics. The BDTG method is used in training all MVAs.

The MVA classifier distributions for each of the eight MVAs trained are shown in Fig. B.4. This figure shows both the signal and background samples, as well as the training and validation subsamples. Each mode shows a good separation between the signal and background samples. For the majority of the distributions the training
and testing samples have almost identical shapes, implying response is reproducible and the method has not overtrained. There are noticeable exceptions, however. The signal training and validation samples tend to show different distributions in the regions where the background distributions are maximal. This effect is likely to be a result of the use of weights in the MVA training. Ideally, the MVA classifier should...
remain positive across the whole range. The negative values implies that in that range the MVA classifier is correlated to the parameter used to generate the weights: the $\phi$ or $D_s^+$ mass. As this only affects the range of MVA classifier values that are dominantly ‘background’-like, it likely this discrepancy is due specifically to presence of weighted background events in the signal sample passed to TMVA. This effect is further studied to determine if it results in any systematic uncertainty in the MVA efficiencies as discussed in Sections 5.7 and 6.7. In all cases the discrepancies are far below the range of values that selection requirements are placed.

### B.5 Optimisation

The MVA optimisation is performed in two dimensions, one for each of the $\phi$ and $D_s^+$ MVAs. This is performed separately for the three different $D_s^+$ decay modes. The results of the optimisation for each $D_s^+$ decay mode and running period are shown in Fig. B.5

The optimal values are selected separately for each of the modes and tabulated in Table B.4

<table>
<thead>
<tr>
<th>Period</th>
<th>$D_s^+$ decay mode</th>
<th>$D_s^+$ requirement</th>
<th>$\phi/D^0$ requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run I</td>
<td>$D_s^+ \rightarrow K^+ K^- \pi^+$</td>
<td>0.5</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>$D_s^+ \rightarrow \pi^+ \pi^- \pi^+$</td>
<td>0.3</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>$D_s^+ \rightarrow K^+ \pi^- \pi^+$</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>Run II</td>
<td>$D_s^+ \rightarrow K^+ K^- \pi^+$</td>
<td>0.5</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>$D_s^+ \rightarrow \pi^+ \pi^- \pi^+$</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>$D_s^+ \rightarrow K^+ \pi^- \pi^+$</td>
<td>0.2</td>
<td>0.8</td>
</tr>
</tbody>
</table>

**Table B.4:** Optimised MVA cuts for the different $D_s^+$ decay modes and datasets.
Figure B.5: FOM versus MVA requirements.
Appendix C

Fits to simulations

The invariant mass fits performed on the signal and normalisation simulations are
detailed in this appendix.

C.1 Invariant mass fits to \( B^+ \rightarrow D_s^+K^+K^- \) simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_1/\sigma_2 )</td>
<td>0.53 ± 0.02</td>
</tr>
<tr>
<td>( f_\sigma )</td>
<td>0.87 ± 0.02</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>2.60 ± 0.03</td>
</tr>
<tr>
<td>( n )</td>
<td>1 ± 0</td>
</tr>
</tbody>
</table>

\[ B^+ \rightarrow D_s^+D^0 \]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_1/\sigma_2 )</td>
<td>0.60 ± 0.03</td>
</tr>
<tr>
<td>( f_\sigma )</td>
<td>0.66 ± 0.12</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>2.67 ± 0.12</td>
</tr>
<tr>
<td>( n )</td>
<td>1 ± 0</td>
</tr>
</tbody>
</table>

Table C.1: Fixed values obtained in fits to simulations used in the model for the
signal and normalisation PDFs. The uncertainties are determined in the fits to sim-
ulated decays. The uncertainties used to extract the systematic uncertainty arising
from the finite simulation sizes.

C.2 Invariant mass fits to \( B^+ \rightarrow D_s^+\phi \) simulations
Figure C.1: Invariant mass fits to signal (left) and normalisation (right) channel simulation samples. The results of maximum likelihood fits using the signal PDFs are overlayed, with the total function in black and the two contributing CB shapes in red and blue.

Table C.2: Fixed values obtained in fits to MC used in the model for the signal pdf.
Figure C.2: Invariant mass fits to simulated signal (left) and normalisation (right) decays. The results of maximum likelihood fits using the signal PDFs are overlaid, with the total function in black and the two contributing CB shapes in red and blue.
Appendix D

Fit validation

This appendix details the fit validations studies performed for the frameworks described in Chapters 5 and 6.

D.1 Fit validation for the $B^+ \rightarrow D^+_s K^+ K^-$ fitting framework

The $B^+ \rightarrow D^+_s K^+ K^-$ fitting framework is validated by generating pseudo-experiment datasets and fitting them with the PDF model. The free parameters are treated using the plug-in method [139]; the generated values of all free parameters are plugged in from the best fit to data.

The fitted values and uncertainties are determined for each pseudo-experiment and a corresponding pull determined, defined as

$$g_{\text{pull}} = \frac{x_{\text{fit}} - x_{\text{gen}}}{\sigma}$$

where $x_{\text{gen}}$ and $x_{\text{fit}}$ are the generated and fitted values of the variable, and $\sigma$ is the parameter’s uncertainty. For an ideal unbiased fit model, the pull of each parameter of interest would be normally distributed with unit width and mean of zero.

The distributions of the yields, errors and pulls for the signal and normalisation pseudo-experiments are shown in Fig. D.1. A fit is performed for each pull distributions using a Gaussian to determine the mean and width. For the signal yield the mean and width are within $3\sigma$ of zero and one respectively. The normalisation yield
shows a significant bias in the width. The bias implies the fit model is overestimating the uncertainty $\sigma$ of the yield. If the normalisation yield uncertainty dominates the uncertainty in the branching fraction this could lead to an overestimation of the uncertainty on the final measured branching fraction.

To determine how the normalisation uncertainty propagates to the branching fraction another set of pseudo-experiments are produced. This set includes both signal and normalisation decays. To calculate the branching fraction the yield of $B^+ \rightarrow D_s^+K^+K^-$ decays is corrected according to the signal efficiency as a function of the kinematics of a given candidate, as detailed previously in Eq. 5.3. The candidates are assumed to have a flat distribution in the two dimensional $m^2(K^+K^-)$ vs. $m^2(D_s^+K^-)$ space used to parametrise the efficiency. The bias in the final branching fraction is much smaller than the bias normalisation pull.
D.2 Fit validation for the $B^+ \to D_s^+ \phi$ fitting framework

The simultaneous fitting framework is validated by generating pseudo-experiments. The total fit model PDF is randomly sampled to create a simulation sample with the same number of candidates as the nominal fit. These are then fitted using the same fit model, determining the best estimate and uncertainty of each parameter. The parameter values used to generate the pseudo-experiments are chosen to be the final parameter values as determined in a fit to data. This is known as the plug-in method [139]. The fitted value and associated error is used to determine the pull of each parameter of interest. As the errors are determined asymmetrically using MINOS the pull is defined conditionally to incorporate the appropriate error

$$g_{\text{pull}} = \begin{cases} \frac{x_{\text{gen}} - x_{\text{fit}}}{\sigma_+}, & \text{if } x_{\text{fit}} < x_{\text{gen}} \\ \frac{x_{\text{fit}} - x_{\text{gen}}}{\sigma_-}, & \text{otherwise} \end{cases}$$

(D.2)

where $x_{\text{fit}}$ and $x_{\text{gen}}$ are the fitted and generated values of the variable, and $\sigma_+$ and $\sigma_-$ are the high and low asymmetric errors.

The distributions of the values, errors and pulls for the yields of the normalisation decay in each of the $D_s^+$ decays are shown in Fig. D.2. The mean and widths are determined using simple fits to the pull distributions. The results and PDFs for these fits are overlaid on the distributions. The normalisation yield means and widths are found to be within $2\sigma$ of zero and one respectively.

Similarly, the distributions of the signal yield, error and pull for each of the different $D_s^+$ decay modes are shown in Fig. D.3. The pull means and widths are all within $2\sigma$ of zero and one respectively.

These distributions were generated using pseudo-experiments in which the yields for each $D_s^+$ mode were free variables rather than being determined using a single free branching fraction parameter.

The model is also studied using a single branching fraction $\mathcal{B}(B^+ \to D_s^+ \phi)$ that determines the yields in each signal mode. This parameter is calculated directly in
the fit so it can be assessed for any possible bias. The distribution of the measured values, uncertainties and pulls are shown in Fig. 4.

The pull mean and width are both within $2\sigma$ of zero and one respectively. As no significant biases are observed in the pulls of any of the yields or branching fraction no corrections are applied to the values determined fit.
D. Fit validation

Figure D.3: The yield, error and pull distributions for the signal channel.

Figure D.4: The branching fraction, error and pull distributions for the full simultaneous fit. The branching fraction is generated assuming the value obtained in the fit to data.
Appendix E

Fit to $B^+ \rightarrow D_s^+ \phi$ candidates in each $D_s^+$ decay mode category

This appendix contains the result of the invariant mass fit to $B^+ \rightarrow D_s^+ \phi$ candidates, split by $D_s^+$ decay mode. These are shown in Figs. E.2, E.3, E.4 and E.5. The nominal plots in which all $D_s^+$ decay modes are plotted together are shown in Fig. E.1.
E. Fit to $B^+ \to D_s^+ \phi$ candidates in each $D_s^+$ decay mode category

**Figure E.1:** Invariant mass fits to all $B^+ \to D_s^+ \phi$ candidates
Figure E.2: Invariant mass fits to $B^+ \to D_s^+ \phi$ candidates with $D_s^+ \to \phi \pi^+$. 
E. Fit to $B^+ \rightarrow D_s^+ \phi$ candidates in each $D_s^+$ decay mode category

Figure E.3: Invariant mass fits to $B^+ \rightarrow D_s^+ \phi$ candidates with $D_s^+ \rightarrow K^+K^-\pi^+$ (excluding $D_s^+ \rightarrow \phi\pi^+$).
E. Fit to $B^+ \to D_s^+ \phi$ candidates in each $D_s^+$ decay mode category

Figure E.4: Invariant mass fits to $B^+ \to D_s^+ \phi$ candidates with $D_s^+ \to \pi^+ \pi^- \pi^+$. 
E. Fit to $B^+ \rightarrow D_s^+ \phi$ candidates in each $D_s^+$ decay mode category

Figure E.5: Invariant mass fits to $B^+ \rightarrow D_s^+ \phi$ candidates with $D_s^+ \rightarrow K^+\pi^-\pi^+$. 
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