Test of CP invariance in vector-boson fusion production of the Higgs boson in the $H \rightarrow \tau \tau$ channel in proton–proton collisions at $\sqrt{s} = 13$ TeV with the ATLAS detector
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A test of CP invariance in Higgs boson production via vector-boson fusion in the $H \rightarrow \tau \tau$ decay mode is presented. This test uses the Optimal Observable method and is carried out using $36.1 \text{ fb}^{-1}$ of $\sqrt{s} = 13$ TeV proton–proton collision data collected by the ATLAS experiment at the LHC. Contributions from CP-violating interactions between the Higgs boson and electroweak gauge bosons are described by an effective field theory, in which the parameter $\tilde{d}$ governs the strength of CP violation. No sign of CP violation is observed in the distributions of the Optimal Observable, and $\tilde{d}$ is constrained to the interval $[-0.090, 0.035]$ at the 68% confidence level (CL), compared to an expected interval of $\tilde{d} \in [-0.035, 0.033]$ based upon the Standard Model prediction. No constraints can be set on $\tilde{d}$ at 95% CL, while an expected 95% CL interval of $\tilde{d} \in [-0.21, 0.15]$ for the Standard Model hypothesis was expected.
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1 Introduction

One of the central open puzzles in physics today is the explanation of the observed baryon asymmetry of the universe. The violation of invariance of fundamental interactions under the transformation of charge conjugation (C) and its combination with parity (CP) is one of the three necessary Sakharov conditions \[1\] to explain the dynamical generation of the baryon asymmetry. In the Standard Model (SM) of particle physics, CP violation (CPV) is introduced via the complex phase in the quark mixing (CKM) matrix \[2, 3\]. It is able to describe all observations of CPV in the $K$, $B$, and $D$-meson systems \[4–13\].

However, the measured size of the complex phase and the derived magnitude of CP violation in the early universe is insufficient to explain the observed value of the baryon asymmetry within the SM \[14–18\] and, most probably, new sources of CPV beyond the SM need to be introduced.

The investigation of Higgs boson production and decay at the LHC offers a novel opportunity to search for new sources of CPV in the interaction of the Higgs boson with other SM particles. No observable effect of CPV is expected in the production or decay of the SM Higgs boson. Hence any observation of CP violation involving the observed Higgs boson \[19, 20\] would be an unequivocal sign of physics beyond the SM.

The measured Higgs boson production cross sections, branching ratios, and derived constraints on coupling-strength modifiers, assuming the tensor structure of the SM, agree with the SM predictions within the current precision \[21–23\]. Investigations of spin and CP quantum numbers strongly indicate that the observed particle is of scalar nature, and that the dominant coupling structure is CP-even and consistent

---

\[1\] Effects of possible CPV in the neutrino sector and in the strong interaction are not considered in this statement.
with the SM expectation [24–26]. Limits on Wilson coefficients in the framework of effective field theories multiplying CP-even and CP-odd operators, which modify the coupling structure and strength of the Higgs boson to gluons and electroweak gauge bosons have been derived from various measurements. These include measurements of differential cross-sections of CP-even observables in the decay $H \rightarrow \gamma\gamma$ [27], measurements of event rates in specific event categories and phase space regions in the decay $H \rightarrow ZZ$ [28], and measurements of the $VH$ invariant mass in Higgs-boson production in association with a weak gauge boson $V (V = W^{\pm}, Z)$ [29]. These analyses use CP-even observables and event rate information and hence are not directly sensitive to possible interference between the CP-even SM operators and new CP-odd operators. The shape of distributions of CP-odd and CP-even observables (without exploiting CP-even rate information) have been used to set limits on couplings multiplying CP-odd and CP-even operators of the Higgs boson to gauge bosons by investigating the decay $H \rightarrow VV (V = W^{\pm}, Z)$ using only information from the decay [25, 30] and combining it with information from vector boson fusion (VBF) or associated $VH$ production [31, 32], and by utilizing the decay $H \rightarrow \tau\tau$ using information from VBF and $VH$ production [33]. The shape of a single CP-odd observable constructed from kinematic information in VBF production from the decay $H \rightarrow \tau\tau$ has been previously used to set a limit on the parameter $\tilde{d}$ [34], which governs the strength of CPV in an effective field theory ansatz as described in Section 2. This analysis constrained $\tilde{d}$ to the interval $[-0.11, 0.05]$ at the 68% CL using ATLAS data collected at $\sqrt{s} = 8$ TeV in 2012, while a 68% CL interval of $\tilde{d} \in [-0.16, 0.16]$ was expected. No hints for CPV have been observed in these studies.

In this paper, a direct test of CP invariance in Higgs boson production via VBF is presented in the $H \rightarrow \tau\tau$ channel, based on proton–proton collision data corresponding to an integrated luminosity of 36.1 fb$^{-1}$ collected with the ATLAS detector at $\sqrt{s} = 13$ TeV in the years 2015 and 2016. A CP-odd Optimal Observable [35–37] is employed. The Optimal Observable combines the information from the multi-dimensional phase space in a single quantity calculated from leading-order matrix elements for VBF production, independent of the decay mode of the Higgs boson. VBF production provides a promising physics process to test CP invariance in the $HVV$ vertex [38], and the decay mode $H \rightarrow \tau\tau$ allows the selection of signal events with a good signal-to-background ratio and the reconstruction of the four-momentum of the Higgs boson candidate with adequate precision.

In the present work a direct test of CP invariance is possible through a measurement of the mean value of the CP-odd Optimal Observable, neglecting possible effects from rescattering by new light particles in loops [38]. Moreover, a measurement of the parameter $\tilde{d}$ is performed. Limits on $\tilde{d}$ are derived by analyzing the shape of spectra of the Optimal Observable measured in $H \rightarrow \tau\tau$ candidate events with two jets in the final state consistent with VBF production. The event selection, estimation of background contributions and systematic uncertainties closely follow the analysis employed for the observation of the $H \rightarrow \tau\tau$ decay [39]. In order to increase the signal-to-background ratio, the final event selection utilizes multivariate discriminants.

2 Theoretical framework and methodology

The effective Lagrangian $\mathcal{L}_{\text{eff}}$ considered is the SM Lagrangian augmented with CP-odd operators of mass dimension six, involving the Higgs field and electroweak gauge fields. No CP-even dimension-six operators built from these fields are taken into account. All interactions between the Higgs boson and other SM particles (fermions and gluons) are assumed to be as predicted in the SM, i.e. the coupling structure in gluon–gluon fusion production and in the decay into a pair of $\tau$-leptons is considered to be the same as in
the SM. The theoretical ansatz considered and the methodology is the same as in Ref. [34] which contains further details. After electroweak symmetry breaking, the Lagrangian can be written in the mass basis of the Higgs boson $H$, photon $A$ and weak gauge bosons $W^\pm$ and $Z$ as in Ref. [40]:

$$\mathcal{L}_{\text{eff}} = \mathcal{L}_{\text{SM}} + \tilde{g}_{HAA} H \tilde{A} \mu \nu A_{\mu \nu} + \tilde{g}_{HZZ} H \tilde{Z} \mu \nu Z_{\mu \nu} + \tilde{g}_{HWW} H \tilde{W}^+ \mu \nu W^{-\mu \nu},$$

where $V^{\mu \nu}$ and $V^{\mu \nu} = e^{\mu \nu \rho \sigma} V_{\rho \sigma}$ (with $V = W^\pm, Z, A$) denote the field strength and dual field strength tensors, respectively. Only two of the four couplings $\tilde{g}_{HVV'}$ are independent due to constraints imposed by U(1)$_Y$ and SU(2)$_L$ invariance. They can be expressed in terms of two dimensionless couplings $\tilde{d}$ and $\tilde{d}_B$ as in Refs. [41, 42]:

$$\tilde{g}_{HAA} = \frac{g}{2m_W}(\tilde{d} \sin^2 \theta_W + \tilde{d}_B \cos^2 \theta_W) \quad \tilde{g}_{H AZ} = \frac{g}{2m_W} \sin 2\theta_W (\tilde{d} - \tilde{d}_B)$$

$$\tilde{g}_{HZZ} = \frac{g}{2m_W}(\tilde{d} \cos^2 \theta_W + \tilde{d}_B \sin^2 \theta_W) \quad \tilde{g}_{HWW} = \frac{g}{m_W} \tilde{d},$$

where $g$ is the SU(2) coupling constant and $\theta_W$ is the weak mixing angle. Adopting the arbitrary choice $\tilde{d} = \tilde{d}_B$ yields the following relations:\footnote{The parameter $\tilde{d}$ is related to the parameter $\kappa_W = \tilde{\kappa}_W/\kappa_{SM} \tan \alpha$ used in the investigation of CP properties in the decay $H \to WW^*$ via $\tilde{d} = -\kappa_W/\kappa_{SM} \tan \alpha$. The choice $\tilde{d} = \tilde{d}_B$ yields $\tilde{\kappa}_W = \tilde{\kappa}_Z$ as assumed in the combination of the $H \to WW^*$ and $H \to ZZ$ decay analyses [25].}

$$\tilde{g}_{HAA} = \tilde{g}_{HZZ} = \frac{1}{2} \tilde{g}_{HWW} = \frac{g}{2m_W} \tilde{d} \quad \text{and} \quad \tilde{g}_{H AZ} = 0.$$

In an effective field theory, the coupling parameters are real valued. However, rescattering effects from new particles in loops, with masses lower than the scale of new physics assumed in the EFT, may introduce an imaginary part [38]. Such effects are not considered in the analysis presented here, as $\tilde{d}$ is assumed to be real valued.

The strength of CP-violation in VBF Higgs boson production is then described by a single parameter $\tilde{d}$. The corresponding matrix element $M$ for VBF production is the sum of a CP-even contribution $M_{\text{SM}}$ from the SM and a CP-odd contribution $M_{\text{CP-odd}}$ from the dimension-six operators considered:

$$M = M_{\text{SM}} + \tilde{d} \cdot M_{\text{CP-odd}},$$

where the dependence on $\tilde{d}$ has explicitly been factorized out. The squared matrix element has three contributions:

$$|M|^2 = |M_{\text{SM}}|^2 + \tilde{d}^2 \cdot 2 \text{Re}(M_{\text{SM}}^* M_{\text{CP-odd}}) + \tilde{d}_B^2 \cdot |M_{\text{CP-odd}}|^2.$$
the beam line. The concept of the Optimal Observable combines the information of the seven-dimensional phase space in a single observable, which is shown to have the highest sensitivity for small values of the parameter of interest and neglects contributions proportional to $\tilde{d}^2$ in the matrix element.

The Optimal Observable for the determination of $\tilde{d}$ is given by the ratio of the interference term in the matrix element to the SM contribution:

$$\text{OO} = \frac{2 \text{Re}(M_{\text{SM}}^* M_{\text{CP-odd}})}{|M_{\text{SM}}|^2}.$$ 

In order to make an almost model-independent test of CP invariance, the mean value of the Optimal Observable can be measured. If no CPV is present in the $HVV$ vertex, then the expectation value of the Optimal Observable vanishes: $\langle \text{OO} \rangle = 0$, as the Optimal Observable is a CP-odd (and $\hat{T}$-odd\(^3\)) variable. But since the initial state of VBF production of the Higgs boson is not CP-symmetric, this argument assumes that effects from rescattering are negligible [38]. Thus an observation of a non-vanishing mean value or an asymmetry in the Optimal Observable distribution would indicate physics beyond the SM, either stemming from CPV, or originating from rescattering effects (i.e. new particles being on mass-shell in loop corrections to the $HVV$ vertex). Example distributions of the Optimal Observable for signal events after the full event selection as described in Section 5 are shown for various values of $\tilde{d}$ in Figure 1. In the SM the distribution is symmetric and has a mean value of zero, whereas a non-vanishing value of $\tilde{d}$ causes an asymmetry and a non-vanishing mean value.

The values of the leading-order matrix elements (ME) needed for the calculation of the Optimal Observable are extracted from HAWK [43–45]. The evaluation requires the four-momenta of the Higgs boson and the two tagging jets. The momentum fraction $x_1$ ($x_2$) of the initial-state parton from the proton moving in the positive (negative) $z$-direction (along the beam) can be derived by exploiting energy–momentum conservation from the Higgs boson and tagging jet four-momenta as

$$x_{1,2}^{\text{reco}} = \frac{m_{jj}}{\sqrt{s}} \varepsilon_{\pm Hjj},$$

\(^3\hat{T}\) denotes the naive time reversal according to Ref. [38], which inverts the direction of momenta and spins.
where \( m_{Hjj} (y_{Hjj}) \) is the invariant mass (rapidity) obtained from the vectorially summed four-momenta of the tagging jets and the Higgs boson. Since the flavour of the initial- and final-state partons cannot be determined experimentally, the sum over all possible flavour configurations \( i j \rightarrow k l H \) weighted by the CT10 leading-order parton distribution functions (PDFs) \([46]\) is calculated separately for the matrix elements in the numerator and denominator:

\[
2 \Re(M^{i}_{SM}M^{CP-odd}_{SM}) = \sum_{i,j,k,l} f_i(x_1) f_j(x_2) 2 \Re((M^{ij\rightarrow klH}_{SM})^* M^{ij\rightarrow klH}_{CP-odd})
\]

\[
|M_{SM}|^2 = \sum_{i,j,k,l} f_i(x_1) f_j(x_2) |M^{ij\rightarrow klH}_{SM}|^2.
\]

The best estimate and confidence intervals for \( \tilde{d} \) in this analysis are determined by a fit of the expected to the measured distribution of the Optimal Observable. It has been shown in Ref. [34] that the Optimal Observable yields a significantly higher sensitivity in the determination of \( \tilde{d} \) than the CP-odd “signed” difference in the azimuthal angle between the two tagging jets \( \Delta \phi_{jj} \), as suggested in Ref. [42].

3 ATLAS detector

The ATLAS experiment \([47–49]\) at the LHC is a multi-purpose particle detector with a forward–backward symmetric cylindrical geometry and a near \( 4\pi \) coverage in solid angle.\(^4\) It consists of an inner tracking detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity range \( |\eta| < 2.5 \). It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors. Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements with high granularity. A hadron (steel/scintillator-tile) calorimeter covers the central pseudorapidity range \( |\eta| < 1.7 \). The end-cap and forward regions are instrumented with LAr calorimeters for both EM and hadronic energy measurements up to \( |\eta| = 4.9 \). The muon spectrometer surrounds the calorimeters and is based on three large air-core toroidal superconducting magnets with eight coils each. The field integral of the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a system of precision tracking chambers and fast detectors for triggering. A two-level trigger system is used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector information to reduce the accepted rate to at most 100 kHz. This is followed by a software-based trigger that reduces the accepted event rate to 1 kHz on average depending on the data-taking conditions.

4 Simulated event samples

Samples of signal and background events are simulated using various Monte Carlo (MC) event generators. The generators and the PDF sets used for the hard-scattering process and the models used for the parton

\(^4\) ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates \((r, \phi)\) are used in the transverse plane, \( \phi \) being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar angle \( \theta \) as \( \eta = -\ln \tan(\theta/2) \). Angular distance is measured in units of \( \Delta R = \sqrt{ (\Delta \eta)^2 + (\Delta \phi)^2 } \).
shower, hadronization, and underlying-event activity (UEPS) are summarized in Table 1. In addition, the order of the total cross section calculation is given.

Only Higgs-boson production via VBF is considered as signal, including the $H \rightarrow \tau\tau$ decay as well as the $H \rightarrow WW^* \rightarrow \ell\nu\ell\nu$ decay. The analysis is not sensitive to CPV in the $H \rightarrow WW^*$ decay vertex. The other Higgs-boson production modes — gluon–gluon fusion (ggF $H$), $VH$, $t\bar{t}H$ — are considered as background in this analysis and all couplings other than the $HVV$ coupling are set to SM values. All SM signal and background samples used in this analysis are the same as those employed in Ref. [39] and the same normalization of those samples is used. The only exception is the normalization of the electroweak $Zjj$ process. Here, the LO cross section calculated by the Sherpa 2.2.1 generator [50–53] is corrected by a factor of 1.7 to match the cross section value measured by the ATLAS experiment at $\sqrt{s} = 13$ TeV [54].

Table 1: Overview of simulation tools used to generate signal and background processes, and to model the UEPS. The PDF sets are also summarized. All Higgs boson events are generated assuming $m_H = 125$ GeV. Alternative event generators and configurations used to estimate systematic uncertainties are shown in parentheses. The prediction order in the last column refers to the cross section used to normalize the event sample.

<table>
<thead>
<tr>
<th>Process</th>
<th>Matrix element (alternative)</th>
<th>PDF set</th>
<th>UEPS model (alternative model)</th>
<th>Prediction order for total cross-section</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBF $H$</td>
<td>Powheg-Box v2 [55–59]</td>
<td>PDF4LHC15 NLO [60]</td>
<td>Pythia 8 (Herwig 7, [63, 64])</td>
<td>approx. NNLO QCD + NLO EW [43, 44, 62]</td>
</tr>
<tr>
<td>ggF $H$</td>
<td>Powheg-Box v2</td>
<td>PDF4LHC15 NNLO</td>
<td>Pythia 8 (Herwig 7)</td>
<td>NLO QCD + NLO EW [65–68]</td>
</tr>
<tr>
<td>$VH$</td>
<td>Powheg-Box v2 [72]</td>
<td>PDF4LHC15 NLO</td>
<td>Pythia 8 (Herwig 7)</td>
<td>q\bar{q} \rightarrow VH: NNLO QCD + NLO EW [73, 74]</td>
</tr>
<tr>
<td>$t\bar{t}H$</td>
<td>MG5_aMC@NLO 2.2.2 [77, 78]</td>
<td>NNPDF3.0NNLO</td>
<td>Pythia 8 (Herwig 7)</td>
<td>$gg \rightarrow ZH$: NNLO QCD + NLO EW [75, 76]</td>
</tr>
<tr>
<td>W/Z+jets</td>
<td>Sherpa 2.2.1 [86]</td>
<td>NNPDF3.0NNLO</td>
<td>Sherpa 2.2.1 (Pythia 8)</td>
<td>NLO QCD + NLO EW [80–85]</td>
</tr>
<tr>
<td>Electroweak W/Z+jj</td>
<td>Sherpa 2.2.1 [87]</td>
<td>NNPDF3.0NNLO</td>
<td>Sherpa 2.2.1</td>
<td>LO</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>Powheg-Box v2 [90]</td>
<td>CT10 [46]</td>
<td>Pythia 6.428 (Herwig 7)</td>
<td>NNLO+NLL [92]</td>
</tr>
<tr>
<td>$Wt$</td>
<td>Powheg-Box v1 [93]</td>
<td>CT10</td>
<td>Pythia 6.428</td>
<td>NLO [93]</td>
</tr>
</tbody>
</table>

To simulate the presence of non-vanishing values of $\tilde{d}$ in the $HVV$ vertex, a matrix element reweighting method is applied to the VBF SM signal sample. The weight is defined as the ratio of the squared ME value of the VBF process associated with a specific amount of CP mixing (given in terms of $\tilde{d}$) to the one obtained from the SM. To extract the weights, the leading order MEs from HAWK are used for the $2 \rightarrow 2 + H$ or $2 \rightarrow 3 + H$ processes separately. The MEs are evaluated using the four-momenta and particle identification codes of the initial- and final-state partons and the Higgs boson of each event. The reweighting procedure has been validated in Ref. [34] against samples generated with MadGraph5_aMC@NLO [94] and proves to be a good approximation of a full NLO description of the process with non-vanishing values of $\tilde{d}$.

For all samples, a full simulation of the ATLAS detector response [95] using the Geant 4 program [96] is performed. The effect of multiple $pp$ interactions in the same and neighbouring bunch crossings (pileup) is included by overlaying minimum-bias events simulated with Pythia 8 using the MSTW2008LO PDF [97] and the A2 set [98] of tuned parameters on each generated signal and background event. The number of overlaid events is chosen such that the distribution of the average number of interactions per $pp$ bunch crossing in the simulation matches that observed in data.
Table 2: Summary of the event selection requirements for the four analysis channels. In the case of the $p_T$ requirements on the $τ$-lepton decay candidates, the asterisk marks the lowest $p_T$ threshold, which increases depending on the trigger used. Details of this are given in Ref. [39]. The transverse momentum of the $τ$-lepton candidate with the higher (lower) $p_T$ is denoted as $p_T^{1*}$ ($p_T^{2*}$). The input variables used for the BDT training and the BDT score threshold used to define the signal regions are also reported.

<table>
<thead>
<tr>
<th>Channel</th>
<th>$τ_{lep}τ_{lep}$ SF</th>
<th>$τ_{lep}τ_{lep}$ DF</th>
<th>$τ_{lep}τ_{had}$</th>
<th>$τ_{had}τ_{had}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preselection</td>
<td>Two isolated $τ$-lepton decay candidates with opposite electric charge</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$p_T^{1*} &gt; 19°/15°$ GeV ($μ/e$)</td>
<td>$p_T^{2*} &gt; 18$ GeV</td>
<td>$p_T^{1\text{int}} &gt; 30$ GeV</td>
<td>$p_T^{2\text{int}} &gt; 40$ GeV</td>
</tr>
<tr>
<td></td>
<td>$p_T^{1\text{int}} &gt; 10/15°$ GeV ($μ/e$)</td>
<td>$p_T^{2\text{int}} &gt; 14$ GeV</td>
<td>$p_T^{1\text{int}} &gt; 21$ GeV</td>
<td>$p_T^{2\text{int}} &gt; 30$ GeV</td>
</tr>
<tr>
<td></td>
<td>$m_{\text{coll}} &gt; m_Z - 25$ GeV</td>
<td>$m_t &lt; 70$ GeV</td>
<td>$0.8 &lt;</td>
<td>ΔR_{ττ}</td>
</tr>
<tr>
<td></td>
<td>$30 &lt; m_{ττ} &lt; 75$ GeV</td>
<td>$30 &lt; m_{ττ} &lt; 100$ GeV</td>
<td>$</td>
<td>Δη_{ττ}</td>
</tr>
<tr>
<td></td>
<td>$E_T^{\text{miss}} &gt; 55$ GeV</td>
<td>$E_T^{\text{miss}} &gt; 20$ GeV</td>
<td>$E_T^{\text{miss}} &gt; 20$ GeV</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$E_T^{\text{miss, hard}} &gt; 55$ GeV</td>
<td></td>
<td></td>
<td>$N_{j_{\text{h jets}}} = 0$</td>
</tr>
<tr>
<td>VBF topology</td>
<td>$N_{jets} \geq 2$, $p_T^{1*} &gt; 30$ GeV, $m_{jj} &gt; 300$ GeV, $</td>
<td>Δη_{jj}</td>
<td>&gt; 3$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$p_T^{1\text{int}} &gt; 40$ GeV</td>
<td>$p_T^{1\text{int}} &gt; 70$ GeV, $</td>
<td>η_{jj}</td>
<td>&lt; 3.2$</td>
</tr>
<tr>
<td>BDT input variables</td>
<td>$m_{τ\text{MC}}^{\text{MMC}}, m_{ij}, ΔR_{ττ}, C_{j_{1}}(τ_1), C_{j_{2}}(τ_2), p_T^{\text{int}}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$m_{τ\text{vis}}, m_{τ\text{vis}}^{\text{jet}}$, $E_T^{\text{miss}}/p_T^{\text{jet}}$, $E_T^{\text{miss}}/p_T^{\text{jet}}$, $Δτ_{ττ}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$E_T^{\text{miss}},</td>
<td>Δη_{ττ}</td>
<td>$, $p_T^{ττ}</td>
<td>E_T^{\text{miss}}$, $</td>
</tr>
<tr>
<td>Signal region</td>
<td>$\text{BDT}_{\text{score}} &gt; 0.78$</td>
<td>$\text{BDT}_{\text{score}} &gt; 0.86$</td>
<td>$\text{BDT}_{\text{score}} &gt; 0.87$</td>
<td></td>
</tr>
</tbody>
</table>

5 Event selection

In this analysis, events with at least two jets and a $H \rightarrow ττ$ decay candidate in the final state are selected. All combinations of leptonic ($τ \rightarrow ℓν$ with $ℓ = e, μ$) and hadronic ($τ \rightarrow \text{hadrons} ν$) $τ$ decays are considered. In the following, the event preselection, which closely follows Ref. [39], is summarized and the analysis strategy using gradient boosted decision trees (BDTs) [99] is described. After data quality requirements, the integrated luminosity of the $\sqrt{s} = 13$ TeV dataset used is 36.1 fb$^{-1}$. The definition of the physics objects as well as the triggers used in this analysis correspond to those used in Ref. [39], where more details are given.

Depending on the reconstructed decay modes of the two $τ$ leptons, events are separated into four analysis channels: the dileptonic same-flavour ($τ_{lep}τ_{lep}$ SF), the dileptonic different flavour ($τ_{lep}τ_{lep}$ DF), the semileptonic ($τ_{lep}τ_{had}$), and the fully hadronic ($τ_{had}τ_{had}$) channel. All channels require an exact number of identified and isolated $τ$-lepton decay candidates, i.e. electrons, muons, and visible decay products of hadronic $τ$ decays ($τ_{had-vis}$), as defined in Ref. [39], corresponding to their respective final state. Events with additional $τ$-lepton decay candidates are rejected. This ensures that the selected data samples in the four channels do not overlap. The two $τ$-lepton decay candidates are required to be of opposite electric charge and to fulfill the requirements on the transverse momentum given in Table 2.

The event selection for the four analysis channels is summarized in Table 2. In the $τ_{lep}τ_{lep}$ and $τ_{had}τ_{had}$ channels, only events with missing transverse momentum $E_T^{\text{miss}} > 20$ GeV are selected to reject events without neutrino candidates. To suppress the large background from $Z \rightarrow ℓℓ$ production in the $τ_{lep}τ_{lep}$ SF channel, requirements are tightened on the $E_T^{\text{miss}}$. Furthermore, an additional requirement is introduced on the $E_T^{\text{miss, hard}}$ quantity, an $E_T^{\text{miss}}$ calculation considering only contributions from physics objects and neglecting contributions from inner detector tracks originating from the vertex of the hard-scattering.
To select Higgs boson events produced by VBF, all channels require at least two jets with transverse momentum categorized as follows: trigger selection efficiency. This selection is denoted as the VBF event selection in the following.

The visible decay products of the two selected \( \tau \)-lepton decays, \( \Delta R_{\tau\tau} \), and their pseudorapidity difference, \(|\Delta \eta_{\tau\tau}|\), are applied in the \( \tau_{\text{had}}^{\text{lep}} \) channel to reject non-resonant background events.

To select Higgs boson events produced by VBF, all channels require at least two jets with transverse momentum of the leading jet \( p_T^{j1} > 40 \text{ GeV} \) and of the subleading jet \( p_T^{j2} > 30 \text{ GeV} \), a large invariant mass of the two leading jets, \( m_{jj} > 300 \text{ GeV} \), and a pseudorapidity separation of \(|\Delta \eta_{jj}| > 3\). In the \( \tau_{\text{had}}^{\text{lep}} \) channel, the requirements on the leading jet are raised to \( p_T^{j1} > 70 \text{ GeV} \) and \(|\eta_{j1}| < 3.2\) to achieve a uniform trigger selection efficiency. This selection is denoted as the VBF event selection in the following.

To construct a signal region enriched in VBF signal events, BDTs trained to discriminate between the VBF signal and backgrounds are used in all channels. Kinematic variables used in the BDT training can be categorized as follows:

- properties of the Higgs boson which discriminate against all background processes without a Higgs boson: the visible mass of the di-\( \tau \) system, \( m_{\tau\tau}^{\text{vis}} \), the transverse momentum of the \( \tau\tau E_T^{\text{miss}} \) system, \( p_T^{\tau\tau E_T^{\text{miss}}} \), and the reconstructed Higgs boson mass, \( m_{\tau\tau}^{\text{MMC}} \), determined using the missing-mass calculator (MMC) \([104]\).

- properties of a resonant di-\( \tau \) decay which discriminate against processes with mis-identified \( \tau \)-decay candidates: the angular distance \( \Delta R_{\tau\tau} \), the difference in pseudorapidity \(|\Delta \eta_{\tau\tau}|\), and the difference in azimuth \( \Delta \phi_{\tau\tau} \) between the two visible \( \tau \) leptons. Furthermore, the azimuthal centrality of \( E_T^{\text{miss}} \), \( C(\phi^{\text{miss}})/\sqrt{2} \), that quantifies the relative angular position of the missing transverse momentum with respect to the visible \( \tau \)-decay products in the transverse plane, is constructed\(^6\). In addition, the transverse momentum ratio \( E_T^{\text{miss}}/p_T^{j1} \left( E_T^{\text{miss}}/p_T^{j2} \right) \) between the \( E_T^{\text{miss}} \) and the leading (subleading) \( \tau \)-candidate as well as the transverse mass of the \( E_T^{\text{miss}} \) and the leading \( \tau \)-candidate, \( m_{\tau\tau}^{\text{vis}} E_T^{\text{miss}} \), are used.

- properties of the VBF topology: \( m_{jj} \), the total transverse momentum \( p_T^{\text{tot}} \), which is defined as the transverse momentum of the system composed of all objects in a VBF event (\( \tau_1, \tau_2, j_1, j_2, E_T^{\text{miss}}, \eta \)-centrality, \( C_{jj}(\tau_1) \) and \( C_{jj}(\tau_2) \), of each \( \tau \)-candidate relative to the pseudorapidity of the two leading jets\(^7\), and the transverse momentum of the third leading jet \( p_T^{j3} \), which is set to zero for events

\(^5\) The transverse mass is defined as \( m_T = \sqrt{2p_T E_T^{\text{miss}}(1 - \cos \Delta \phi)} \), where \( \Delta \phi \) is the azimuthal separation between the directions of the lepton and the missing transverse momentum.

\(^6\) \( C(\phi^{\text{miss}}) = (A + B)/\sqrt{A^2 + B^2} \), where \( A = \sin(\phi_{E_T^{\text{miss}} - \phi_{\tau_1}})/\sin(\phi_{\tau_2} - \phi_{\tau_2}) \) and \( B = \sin(\phi_{\tau_1} - \phi_{E_T^{\text{miss}}})/\sin(\phi_{\tau_1} - \phi_{\tau_2}) \).

\(^7\) \( C_{jj}(\tau) = \exp \left[ \frac{4}{(\Delta \eta_{j1} - \Delta \eta_{j2})^2} \left( \eta_{\tau} - \frac{\eta_{j1} + \eta_{j2}}{2} \right)^2 \right] \), \( \eta_{\tau} \), \( \eta_{j1} \), and \( \eta_{j2} \), are the pseudorapidities of the \( \tau \)-candidate and the two leading jets, respectively. This variable has a value of unity when the object is halfway in \( \eta \) between the two jets, 1/e when the
The most important variables in the training are \( m_{\text{MMC}} \), \( m_{\ell\ell} \), and \( C_{jj}(\tau_1) \). The resulting BDT score (\( \text{BDT}_{\text{score}} \)) distributions are shown in Figure 2 for events surviving the VBF event selection and show the ability of the BDT to separate the signal process from background processes (discussed in Section 6). All figures in this letter use signal strength \( \mu \) (defined as the ratio of the measured cross section times branching object is aligned with one of the jets, and \( < 1/e \) when the object is not between the jets in \( \eta \)).
ratio to the SM prediction for the VBF signal process), background normalizations, and systematic uncertainties as fitted by the final statistical analysis discussed in Section 8 and referred to as post-fit. The signal purity increases at high values of BDTscore. A threshold on BDTscore is used to define the final signal region (SR) in each channel. This threshold is chosen to yield a high signal significance and is given in Table 2 for each channel. The signal efficiency of the selection with respect to the VBF event selection is 32% (27%) for the τlepτlep SF (τlepτhad DF) channel, 29% for the τlepτhad channel, and 49% for the τhadτhad channel. The efficiency for the sum of background processes, on the other hand, is 1.5% (0.8%) for the τlepτlep SF (τlepτlep DF) channel, 0.4% for the τlepτhad channel, and 1.1% for the τhadτhad channel. In each SR the Optimal Observable is then used to probe for CPV. No dependence of the mean values of the Optimal Observable on BDTscore is observed, confirming that the SR selection criteria do not introduce a CP asymmetry.

6 Background estimation

Several background processes contribute to the SR event yields in the four analysis channels. The dominant contributions in the τlepτlep DF, τlepτhad, and τhadτhad channels arise from \( Z \rightarrow \tau \tau \) production and from light- and heavy-flavour jets that are misidentified as prompt leptonic or hadronic \( \tau \) decays (denoted as “Misidentified \( \tau \)”). The misidentified \( \tau \) decays in the τlepτlep and τlepτhad channels originate largely from \( W+j \)jets production with smaller contributions from multijet and top-quark production, while in the τhadτhad channel the contribution from multijet production dominates. In the τlepτlep SF channel the contribution from \( Z \rightarrow \ell\ell \) production is dominant. Other background contributions in all analysis channels originate from top-quark pair and associated \( Wt \) production (denoted as “\( t\bar{t}/Wt \)” in the following), diboson production, and other Higgs boson production modes.

Background contributions with prompt leptonic or hadronic \( \tau \) decays are estimated from simulation, while the estimation of the background contribution from misidentified \( \tau \) decays is mostly data-driven [39]. Dedicated control regions (CR) are defined in data to normalize the predictions of the following background processes: \( Z \rightarrow \tau \tau \) (for all channels), \( t\bar{t}/Wt \) and \( Z \rightarrow \ell\ell \) (only for the τlepτlep channels), and the misidentified \( \tau \) decays (only for the τhadτhad channel). All other background processes with prompt \( \tau \) decays (including other Higgs boson production modes) are normalized to their SM prediction.

To construct a CR for \( Z \rightarrow \tau \tau \) production, the SR requirement on the BDTscore (given in Table 2) is inverted for each analysis channel. This CR is denoted low-BDTscore CR in the following. As the purity of \( Z \rightarrow \tau \tau \) production in the low-BDTscore CR ranges from 30–54% depending on the analysis channel, \( Z \rightarrow \tau \tau \) production is normalized to data in the \( Z \) boson mass peak of the \( m_{\tau\tau} \) distributions, shown in Figure 3. In the fit, discussed in Section 8, the \( Z \rightarrow \tau \tau \) normalization is correlated across all analysis channels and the fit yields a normalization factor of 0.93 ± 0.08. To ensure that the normalization is valid in the SR, the modelling of the \( Z \)-boson and jet kinematic properties has been checked in a validation region which is composed of \( Z \rightarrow \ell\ell \) events with kinematic properties similar to those of the \( Z \rightarrow \tau \tau \) events in the VBF region of each analysis channel. This region is defined by selecting two same-flavour leptons of opposite charge with a dilepton mass of \( m_{\ell\ell} > 80 \text{ GeV} \) and low missing transverse momentum (\( E_{T}^{\text{miss}} < 55 \text{ GeV} \)). All VBF selection requirements given in Table 2 are applied as well. As in Ref. [39], a slight positive slope in the ratio of data to the SHERPA simulation as a function of \( m_{jj} \) is observed. In this analysis, the simulated \( Z \rightarrow \tau \tau \) and \( Z \rightarrow \ell\ell \) events are reweighted to the observed \( m_{jj} \) distribution after the VBF event selection, which results in a small change in the acceptance of \( Z \rightarrow \tau \tau \) and \( Z \rightarrow \ell\ell \) events in the SR.
Additionally, another CR is defined to normalize the simulated $Z \rightarrow \ell\ell$ to the selection on the BDT event yield in these CRs, corresponding to a normalization of not applying the selection on the BDT in each of the two indicated by the hatched bands. The size of the combined statistical, experimental, and theoretical uncertainties in the background is negligible. “Other bkg” denotes all background contributions not listed explicitly in the legend. The size of the combined statistical, experimental, and theoretical uncertainties in the background is indicated by the hatched bands.

In each of the two $\tau_{\text{lep}}\tau_{\text{lep}}$ channels, a top-quark CR is defined by inverting the veto on $b$-tagged jets and not applying the selection on the BDT score. The normalization of $t\bar{t}/Wt$ production is constrained by the event yield in these CRs, corresponding to a normalization of $1.16 \pm 0.06$ from the combined fit to data. Additionally, another CR is defined to normalize the $Z \rightarrow \ell\ell$ process for the $\tau_{\text{lep}}\tau_{\text{lep}}$ SF channel. Again, the selection on the BDT score is not applied, and the requirement on the dilepton invariant mass is changed to $80 < m_{\ell\ell} < 100$ GeV. The observed event yield in the $Z \rightarrow \ell\ell$ CR constrains the normalization of simulated $Z \rightarrow \ell\ell$ events in the $\tau_{\text{lep}}\tau_{\text{lep}}$ SF channel to $1.0 \pm 0.4$. 

Figure 3: Post-fit $m_{\tau\tau}^{\text{MMC}}$ distributions in the low-BDT score CR for the (a) $\tau_{\text{lep}}\tau_{\text{lep}}$ SF, (b) $\tau_{\text{lep}}\tau_{\text{lep}}$ DF, (c) $\tau_{\text{lep}}\tau_{\text{had}}$ and (d) $\tau_{\text{had}}\tau_{\text{had}}$ analysis channels. The ratios of the data to the prediction are shown in the lower panels. The size of the combined statistical, experimental, and theoretical uncertainties in the background is indicated by the hatched bands.
In the $\tau_{\text{had}}\tau_{\text{had}}$ channel, the background from mis-identified hadronic $\tau$ decays is dominated by multijet events. This background process is modelled using a template extracted from $\tau_{\text{had-vis}}$ candidates with one, two, or three associated tracks that pass all selection requirements, but fail the opposite-charge requirement. Before the final fit, the template is normalized to data by a fit of the $|\Delta\eta_{\tau\tau}|$ distribution after the preselection, but removing the requirement on $|\Delta\eta_{\tau\tau}|$. In the final fit the template is normalized to data in the $m_{\text{MMC}}^\tau$ distribution of the low-BDT$_{\text{score}}$ CR in the $\tau_{\text{had}}\tau_{\text{had}}$ channel. Then, the multijet background is normalized with a factor of $0.99 \pm 0.09$ with respect to the pre-fit normalization.

The modelling of the Optimal Observable distribution for the background processes is validated in all CRs. Figure 4 shows Optimal Observable distributions in the low-BDT$_{\text{score}}$ CR for all analysis channels where the background processes have been normalized to the result of the fit. The data and the predicted distributions are observed to be compatible within uncertainties here as well as in the top-quark and $Z \rightarrow \ell\ell$ CRs of the $\tau_{\text{lep}}\tau_{\text{lep}}$ channels. Distributions for the top-quark and $Z \rightarrow \ell\ell$ CRs are shown in the Appendix.

7 Systematic uncertainties

The effects of the systematic uncertainties on the yields in both the SRs and CRs and on the shape of the Optimal Observable in the SRs, as well as the $m_{\text{MMC}}^\tau$ distributions in the CRs, are evaluated following the procedures in Ref. [39]. The sources of uncertainty can be grouped into two categories: experimental and theoretical. The dominant experimental uncertainties stem from the determination of jet energy resolution and scale [105, 106] and of the $\tau_{\text{had-vis}}$ energy scale and resolution [107], as well as of the $\tau_{\text{had-vis}}$ reconstruction and identification efficiencies [108]. Other sources of uncertainty are lepton energy (momentum) scale and resolution, identification and isolation [109–111], missing transverse momentum reconstruction [112], b-tagging efficiency [102, 103], modelling of pile-up, and luminosity measurement [113]. The luminosity uncertainty is only applied to the VBF signal and to background processes normalized to theoretical predictions. Uncertainties on backgrounds from misidentified $\tau$-leptons arise from limited statistics of the data-driven templates and corrections used, from closure tests performed in regions where the $\tau$-leptons are required to have the same charge, and from the subtraction of the electroweak contributions.

Theoretical uncertainties on the total cross section are evaluated for the Higgs boson production cross sections for ggF $H$, VH, and $t\bar{t}H$ production by varying the QCD factorization and renormalization scales as well as the PDF model following the recommendations in Ref. [114]. Also, uncertainties in the $H \rightarrow \tau\tau$ and $H \rightarrow WW'$ branching ratios are considered [114]. Theoretical uncertainties on the MC modelling are considered for the VBF and gluon–gluon fusion production of the Higgs-boson as well as for $Z \rightarrow \tau\tau$ production. For all simulated background contributions, other than $Z \rightarrow \tau\tau$, no theoretical uncertainties are considered, as their impact is negligible. Uncertainties on MC modelling are assessed by a comparison between nominal and alternative event generators and UEPS models, as indicated in Table 1. In addition, the effects of QCD factorization and renormalization scale variations, matching scale variations (in case of $Z \rightarrow \tau\tau$ only), and PDF model uncertainties are evaluated. As an additional uncertainty on the $Z \rightarrow \tau\tau$ and $Z \rightarrow \ell\ell$ processes, the full difference between the sample reweighted to the observed $m_{jj}$ distribution and the sample without reweighting is applied to the full analysis. An uncertainty to account for the signal reweighting procedure described in Section 4 has been considered and found to be negligible. The uncertainty due to limited MC statistics is evaluated for the sum of all MC-based background processes in each analysis bin.
The best estimate of $\bar{d}$ is obtained using a binned maximum-likelihood fit (ML-fit) simultaneously performed on the SRs and all introduced CRs, included in order to constrain background normalizations and nuisance parameters describing the systematic uncertainties. The ML-fit uses the distribution of the Optimal Observable in the four high BDT SRs, one for each analysis channel. The $m_{TT}^{MMC}$ distributions in the low BDT SRs region for each channel are included in the ML-fit, as well as the event yields in the $Z \rightarrow \ell \ell$.

## 8 Fitting procedure

The best estimate of $\bar{d}$ is obtained using a binned maximum-likelihood fit (ML-fit) simultaneously performed on the SRs and all introduced CRs, included in order to constrain background normalizations and nuisance parameters describing the systematic uncertainties. The ML-fit uses the distribution of the Optimal Observable in the four high BDT SRs, one for each analysis channel. The $m_{TT}^{MMC}$ distributions in the low BDT SRs region for each channel are included in the ML-fit, as well as the event yields in the $Z \rightarrow \ell \ell$.
(\tau_{lep}\tau_{lep} \text{ SF}) and top-quark (\tau_{lep}\tau_{lep} \text{ SF and DF}) CRs.

The inclusion of the $m_\tau^{\text{MCC}}$ distributions in the low BDT score regions provides the main constraint on the $Z \to \tau\tau$ normalization which is free to float in the ML-fit. The $Z \to \ell\ell$ background in the $\tau_{lep}\tau_{lep}$ SF channel and top quark backgrounds in the $\tau_{lep}\tau_{lep}$ SF and DF channels are also free to float and their contributions are constrained by the inclusion of CRs in the ML-fit.

The normalization of the signal is unconstrained in the ML-fit such that the analysis only exploits the shape of the distribution of the Optimal Observable in the estimate of $\tilde{d}$. Any possible model-dependence of the cross section on CP-mixing scenarios is not exploited. The relative proportion of the two Higgs boson decay modes ($H \to \tau\tau$ and $H \to WW^*$) in the signal (relevant only for the $\tau_{lep}\tau_{lep}$ channel) is assumed to be correctly predicted by the SM. All other Higgs boson production modes for these decays are considered as background and are normalized to their SM predicted yields.

The ML-fit uses a binned likelihood function $L(x; \mu, \theta)$, which is a function of the data $x$, the free-floating signal strength $\mu$, and nuisance parameters $\theta$ corresponding to the systematic uncertainties mentioned in Section 7. The likelihood function is evaluated for each $\tilde{d}$ hypothesis using the relevant reweighted signal templates defined in Section 4, with the background model unchanged, and a negative log-likelihood (NLL) curve can then be constructed as a function of $\tilde{d}$.

The best estimator for the parameter of interest $\tilde{d}$ is obtained at the point where the NLL curve reaches a minimum. Central confidence intervals can be placed by reading off the points on the NLL curve which exceed the minimum value by a certain threshold.

9 Results

For a CP-even Higgs boson, the mean value of the Optimal Observable for the signal and background processes is expected to be zero under the assumption that any effects from the rescattering of new particles in loops can be neglected. However, CP-violating effects could result in the mean value of the Optimal Observable in data deviating from zero, allowing for an almost model-independent test for CP-violating effects in this measurement.

The observed values for the mean of the Optimal Observable in data, along with their statistical uncertainties, are summarized in Table 3 for the four channels in this analysis, as well as their combination. These values are fully consistent with zero, and no evidence of CPV is observed.

Table 3: Mean values of the Optimal Observable with statistical uncertainties that are observed in data for the four analysis channel SRs and their combination.

<table>
<thead>
<tr>
<th>Channel</th>
<th>(Optimal Observable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{lep}\tau_{lep}$ SF</td>
<td>$-0.54 \pm 0.72$</td>
</tr>
<tr>
<td>$\tau_{lep}\tau_{lep}$ DF</td>
<td>$0.71 \pm 0.81$</td>
</tr>
<tr>
<td>$\tau_{lep}\tau_{had}$</td>
<td>$0.74 \pm 0.78$</td>
</tr>
<tr>
<td>$\tau_{had}\tau_{had}$</td>
<td>$-1.13 \pm 0.65$</td>
</tr>
<tr>
<td>Combined</td>
<td>$-0.19 \pm 0.37$</td>
</tr>
</tbody>
</table>

To extract confidence intervals on the CP-mixing parameter $\tilde{d}$, the ML-fit described in Section 8 is carried out. The post-fit distributions of the Optimal Observable in the various analysis channels are shown
While the predicted background distributions for the Optimal Observable are not perfectly symmetric, Tables 4 and 5 display the fitted event yields of the signal (the observed and expected event yields for the expected values, with diboson backgrounds grouped together in a single background category for the comparison, the expected signal yields for the SM expectation (and the pre-fit expected normalizations of the signal and background processes, have been adjusted within their allowed constraints to minimize the NLL curve. Values of the NLL are evaluated in steps of \( \Delta d = 0.01 \), and the smallest value of the NLL is observed at \( \tilde{d} = -0.01 \). This is the value of \( \tilde{d} \) that is used for the post-fit distributions and event yields. Based upon interpolations between the discrete evaluation of the various NLL values as a function of \( \tilde{d} \), the best estimator for \( \tilde{d} \) is \(-0.013^{+0.048}_{-0.077}\). This value is consistent with the SM expectation of zero, and no evidence of CPV is observed using this approach. The best-fit signal strength from the ML-fit is \( \mu = 0.73 \pm 0.47 \).

While the predicted background distributions for the Optimal Observable are not perfectly symmetric, they are statistically consistent with a symmetric distribution. This slight asymmetry can cause expected confidence intervals on \( \tilde{d} \) to also be asymmetric.

Tables 4 and 5 display the fitted event yields of the signal (\( \mu = 0.73, \tilde{d} = -0.01 \)) and various background processes for the SRs of each channel, along with the corresponding number of events observed in data. For reference, the signal yields for the SM expectation (\( \mu = 1, \tilde{d} = 0 \)) are also shown.

The observed and expected \( \Delta NLL \) curves are shown in Figure 6(a) as a function of \( \tilde{d} \). The expected curves are obtained in a two-step process: firstly, nuisance parameters and background normalization factors are constrained via a ML-fit to all analysis CRs, excluding the SRs; then another fit is performed in all SRs and CRs to pseudo-data which were created with the best-fit parameter values from the first step. This two-step process ensures that the nuisance parameters and the background normalization factors for the expected sensitivity are set to values that are consistent with the observed data in the analysis CRs. The expected \( \Delta NLL \) curve is shown for \( \tilde{d} = 0 \) and \( \mu = 1 \), and represents the best estimate of the sensitivity of the analysis based on SM expectations. Another \( \Delta NLL \) curve with \( \tilde{d} = 0 \) and the signal strength \( \mu \) set to the observed value of 0.73 is also shown in order to demonstrate the decrease in sensitivity due to the lower than expected event yields (see Tables 4 and 5). Also shown for comparison in Figure 6(a) is the pre-fit expected \( \Delta NLL \) curve, which is obtained using a pseudo-dataset where the event yields and distributions in the SRs and CRs are set to the SM expectations for both signal (with \( \tilde{d} = 0 \) and \( \mu = 1 \)) and background processes. This demonstrates that the preferred values of the nuisance parameters and

---

Table 4: Post-fit event yields in the SRs for the \( \tau_{lep}\tau_{lep} \) (SF) and \( \tau_{lep}\tau_{lep} \) (DF) analysis channels. The \( Z \to \ell \ell \) and diboson backgrounds are grouped together in a single background category for the \( \tau_{lep}\tau_{lep} \) (DF) channel. For comparison, the expected signal yields for the SM expectation (\( \mu = 1, \tilde{d} = 0 \)) are also shown.

<table>
<thead>
<tr>
<th>Process</th>
<th>( \tau_{lep}\tau_{lep} ) (SF)</th>
<th>( \tau_{lep}\tau_{lep} ) (DF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>26</td>
<td>30</td>
</tr>
<tr>
<td>VBF ( H \to \tau\tau/WW ) (( \mu = 0.73, \tilde{d} = -0.01 ))</td>
<td>3.3 ± 2.1</td>
<td>5.1 ± 3.1</td>
</tr>
<tr>
<td>VBF ( H \to \tau\tau/WW ) (( \mu = 1, \tilde{d} = 0 ))</td>
<td>4.5 ± 2.9</td>
<td>6.9 ± 4.4</td>
</tr>
<tr>
<td>( Z \to \tau\tau )</td>
<td>6.6 ± 3.7</td>
<td>8.2 ± 3.8</td>
</tr>
<tr>
<td>Fake lepton</td>
<td>0.02 ± 0.20</td>
<td>2.3 ± 0.7</td>
</tr>
<tr>
<td>( t\bar{t} + ) single-top</td>
<td>3.8 ± 2.3</td>
<td>10.6 ± 5.5</td>
</tr>
<tr>
<td>( Z \to \ell\ell )</td>
<td>11 ± 18</td>
<td></td>
</tr>
<tr>
<td>Diboson</td>
<td>0.70 ± 0.59</td>
<td>1.8 ± 1.1</td>
</tr>
<tr>
<td>( ggF/H \to VH/t\bar{t}H, H \to \tau\tau/WW )</td>
<td>0.49 ± 0.48</td>
<td>0.70 ± 0.30</td>
</tr>
<tr>
<td>Sum of backgrounds</td>
<td>23 ± 17</td>
<td>23.6 ± 6.1</td>
</tr>
</tbody>
</table>
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Figure 5: Post-fit distributions of the event yields (divided by the bin width) as a function of the Optimal Observable in the SRs for the (a) $\tau_{lep}\tau_{lep}$ SF SR, (b) $\tau_{lep}\tau_{lep}$ DF SR, (c) $\tau_{lep}\tau_{had}$ and (d) $\tau_{had}\tau_{had}$ analysis channels. The values of $\tilde{d}$, the signal strength $\mu$, the normalization of background processes, and nuisance parameters for the event yield prediction are set to those which minimize the NLL. The ratios of the data to the prediction are shown in the lower panels. The size of the combined statistical, experimental and theoretical uncertainties in the event yields is indicated by the hatched bands.

normalization factors based on the observed data in the background CRs in the expected $\Delta$NLL curve result in a decrease in sensitivity to $\tilde{d}$ when compared to the pre-fit expected curve.

The effect of systematic uncertainties on the sensitivity to $\tilde{d}$ can be seen in Figure 6(b). Here, the expected $\Delta$NLL curves are shown for $\tilde{d} = 0$ and $\mu = 1$, with and without the effect of systematic uncertainties. To assess the impact of systematic uncertainties stemming from jet reconstruction, $\tau$ lepton identification, and MC statistics, expected $\Delta$NLL curves are also shown where the nuisance parameters corresponding to the
Table 5: Post-fit event yields in the SRs for the $\tau_{\text{lep}}$ and $\tau_{\text{had}}$ analysis channels. The line “Other backgrounds” includes top quark ($t\bar{t}$ and single top), diboson, and $Z \rightarrow \ell\ell$ backgrounds. Backgrounds from $W \rightarrow \tau_{\text{had}}\nu$+jets production in the $\tau_{\text{had}}$ channel are also included in “Other backgrounds”. For comparison, the expected signal yields for the SM expectation ($\mu = 1, \tilde{d} = 0$) are also shown.

<table>
<thead>
<tr>
<th>Process</th>
<th>$\tau_{\text{lep}}$ $\tau_{\text{had}}$</th>
<th>$\tau_{\text{had}}$ $\tau_{\text{had}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>30</td>
<td>37</td>
</tr>
<tr>
<td>VBF $H \rightarrow \tau\tau$ ($\mu = 0.73, \tilde{d} = -0.01$)</td>
<td>11.8 ± 7.4</td>
<td>8.9 ± 5.6</td>
</tr>
<tr>
<td>VBF $H \rightarrow \tau\tau$ ($\mu = 1, \tilde{d} = 0$)</td>
<td>16 ± 10</td>
<td>12.3 ± 7.7</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$</td>
<td>7.8 ± 3.5</td>
<td>15.5 ± 5.2</td>
</tr>
<tr>
<td>Fake lepton/$\tau$</td>
<td>6.2 ± 1.0</td>
<td>5.4 ± 2.7</td>
</tr>
<tr>
<td>ggF $H / VH / t\bar{t}H, H \rightarrow \tau\tau$</td>
<td>2.1 ± 1.5</td>
<td>2.8 ± 1.4</td>
</tr>
<tr>
<td>Other backgrounds</td>
<td>2.8 ± 3.1</td>
<td>2.3 ± 0.8</td>
</tr>
<tr>
<td>Sum of backgrounds</td>
<td>19.0 ± 5.5</td>
<td>26.0 ± 6.6</td>
</tr>
</tbody>
</table>

systematic uncertainties in question have been removed from the likelihood function. It is evident that the experimental uncertainties related to jet reconstruction have the largest effect on the sensitivity of this analysis to $\tilde{d}$.

To obtain insight into the preferred values of $\tilde{d}$ obtained for the individual Optimal Observable distributions in the different analysis channels, $\Delta$NLL curves for each individual channel are shown in Figure 6(c), and compared to the combined result. For these individual $\Delta$NLL curves, only event yield information from the other three signal regions that are not being featured is used, such that the distribution of events in the Optimal Observable in these other signal regions is not exploited in the ML-fit. For these individual channel $\Delta$NLL curves, the signal strength is constrained to be positive, such that the ML-fit is stable and insensitive to event yield fluctuations in the individual channel SRs that arise from lower statistics. This constraint is responsible for the plateau in the $\Delta$NLL curve occurring at negative values in the $\tau_{\text{lep}}$ channel.

An observed 68% CL interval of $\tilde{d} \in [-0.090, 0.035]$ is obtained from the observed $\Delta$NLL curve using Optimal Observable distributions in all SRs. The corresponding expected interval, based upon the expected $\Delta$NLL curve for $\tilde{d} = 0, \mu = 1$ in Figure 6(a) is $\tilde{d} \in [-0.035, 0.033]$. This represents an improvement in the confidence interval on $\tilde{d}$ set in Ref. [34]. While no observed 95% CL interval on $\tilde{d}$ can be quoted, the corresponding expected interval is $\tilde{d} \in [-0.21, 0.15]$ at 95% CL. The asymmetry in these expected intervals stems from the slightly asymmetric Optimal Observable distribution of the background estimates in the SRs, caused by limited statistics for the background predictions.

The intervals based upon the pre-fit expected $\Delta$NLL curve in Figure 6(a), where the nuisance parameters and background normalization factors do not take into account the observed data in the CRs, are $\tilde{d} \in [-0.032, 0.031]$ at 68% CL and $\tilde{d} \in [-0.12, 0.10]$ at 95% CL.
Figure 6: (a) The observed ∆NLL curve as a function of \( \tilde{d} \) values. For comparison, expected ∆NLL curves are also shown. The constraints on the nuisance parameters and normalization factors are first determined in a CR-only fit, and then a fit to pseudo-data corresponding to these nuisance parameters, normalization factors, and to \( \tilde{d} = 0, \mu = 1 \) or \( \tilde{d} = 0, \mu = 0.73 \) is performed to obtain these ∆NLL curves. Moreover, a pre-fit expected ∆NLL is shown, using pseudo-data corresponding to \( \tilde{d} = 0 \) and \( \mu = 1 \) in the signal and control regions. (b) The expected ∆NLL curves comparing the sensitivity of the fit with and without systematic uncertainties. For comparison, other curves are shown which remove the effect of jet-based systematic uncertainties, τ-based systematic uncertainties, and MC statistical uncertainties. (c) The observed ∆NLL curves for each analysis channel as a function of \( \tilde{d} \), compared to the combined result. For the individual analysis channel ∆NLL curves, only event yield information in the other SRs is used, ensuring that the Optimal Observable distributions in the other SRs do not influence the preferred value of \( \tilde{d} \). The signal strength is constrained to be positive in these individual channel ∆NLL curves. For all figures, the dashed horizontal lines show the values of ∆NLL used to define the 68% and 95% confidence intervals.
10 Conclusion

The CP invariance of the Higgs boson coupling to vector bosons has been tested in the VBF $H \rightarrow \tau\tau$ process in 36.1 fb$^{-1}$ of $\sqrt{s} = 13$ TeV proton–proton collision data obtained with the ATLAS detector at the LHC. For this analysis, an Optimal Observable has been utilized and confidence intervals have been set on the CP-mixing parameter $\tilde{d}$.

Since the mean of the Optimal Observable observed in data is consistent with zero, and the obtained confidence intervals on $\tilde{d}$ are consistent with the Standard Model value $\tilde{d} = 0$, no evidence of CP violation is observed in this analysis. Due to lower than expected signal yields in data, no constraints on $\tilde{d}$ can be set at 95% CL, while the corresponding Standard Model expectation is $\tilde{d} \in [-0.21, 0.15]$. An observed 68% CL interval of $\tilde{d} \in [-0.090, 0.035]$ is obtained, while the corresponding interval based on the expectation is $\tilde{d} \in [-0.035, 0.033]$.
Appendix

The modelling of the BDT\textsubscript{score} and Optimal Observable distributions is validated in the top-quark and Z → ℓℓ CRs of the τ\textsubscript{lep}τ\textsubscript{lep} analysis channels. Figure 7 shows the τ\textsubscript{lep}τ\textsubscript{lep} BDT\textsubscript{score} distributions in the top-quark CR for the τ\textsubscript{lep}τ\textsubscript{lep} SF and DF channels, as well as in the Z → ℓℓ CR for the τ\textsubscript{lep}τ\textsubscript{lep} SF channel. The Optimal Observable distributions are shown in Fig. 8 in the same CRs. Good modelling is observed for all these distributions.

Figure 7: Post-fit BDT distributions in the top-quark CR for the (a) τ\textsubscript{lep}τ\textsubscript{lep} SF and (b) τ\textsubscript{lep}τ\textsubscript{lep} DF channels, as well as in the (c) Z → ℓℓ CR for the τ\textsubscript{lep}τ\textsubscript{lep} SF analysis channel. The signal contamination in the CR is negligible. The size of the combined statistical, experimental, and theoretical uncertainties is indicated by the hatched bands.

Figure 8: Post-fit Optimal Observable distributions in the top-quark CR for the (a) τ\textsubscript{lep}τ\textsubscript{lep} SF and (b) τ\textsubscript{lep}τ\textsubscript{lep} DF channels, as well as in the (c) Z → ℓℓ CR for the τ\textsubscript{lep}τ\textsubscript{lep} SF analysis channel. The signal contamination in the CR is negligible. The size of the combined statistical, experimental, and theoretical uncertainties is indicated by the hatched bands.
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