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Abstract

Measurements are presented of the reduction of signal output due to radiation damage for plastic scintillator tiles used in the hadron endcap (HE) calorimeter of the CMS detector. The tiles were exposed to particles produced in proton-proton (pp) collisions at the CERN LHC with a center-of-mass energy of 13 TeV, corresponding to a delivered luminosity of 50 fb$^{-1}$. The measurements are based on readout channels of the HE that were instrumented with silicon photomultipliers, and are derived using data from several sources: a laser calibration system, a movable radioactive source, as well as hadrons and muons produced in pp collisions. Results from several irradiation campaigns using $^{60}$Co sources are also discussed. The damage is presented as a function of dose rate. Within the range of these measurements, for a fixed dose the damage increases with decreasing dose rate.
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1 Introduction

Because of their versatility and low cost, plastic scintillators are used in the construction of detectors built for experiments at particle colliders. They are, however, subject to a reduction in their signal output after irradiation (radiation damage) [1]. Two of the hadron calorimeters (HCAL) of the CMS detector [2] —the hadron barrel (HB) [3] and the hadron endcap (HE) [4]— at the CERN LHC [5] use tiles constructed from plastic scintillator with embedded wavelength shifting (WLS) fibers to produce their signals. There are also plans to use scintillators in the CMS endcap calorimeters upgraded for the high-luminosity LHC runs [6].

This paper presents results on the reduction of signal collected from irradiated scintillator tiles as a function of dose rate $R$. The HE tiles, described in Sec. 3, and their associated fibers, were irradiated by particles produced in pp collisions at the LHC during 2017 at a center-of-mass energy of 13 TeV, corresponding to a delivered luminosity of 50 fb$^{-1}$. The $R$ range is extended by including studies of tiles placed in a moderate-$R$ region of the CMS collision hall forward of the HE, as well as tiles irradiated using external high-dose-rate $^{60}$Co sources. The reliability of the measurements is improved by using tiles that were instrumented before the 2017 data-taking period with silicon photomultipliers (SiPMs, also known as Geiger Mode Silicon Avalanche Photodiodes). The HE tile results are obtained using several complementary methods. We use a movable radioactive source that can access all the tiles to compare their signal output before and after the 2017 data-taking period. Inclusive energy deposits from pp collisions and energy deposits by isolated muons are also used to monitor the signal output. In addition, some of the HE tiles and the tiles in the moderate-$R$ region of the collision hall are studied using a laser calibration system. The results indicate an $R$-dependent effect; scintillators receiving the same ionizing dose at different dose rates have different reductions in collected signal.

This study supersedes our previous results [7], which were based on data collected in 2016 using hybrid photodiodes (HPDs) as the photodetectors. Those photodetectors were subsequently shown to have suffered significant gain degradation over the course of the running period [8]. In the previous publication [7], the reduction of signal output was attributed solely to damage to the scintillator tiles.

This paper is organized as follows. In Section 2, we summarize what is known about radiation damage mechanisms in plastic scintillators. In Section 3, we give a brief description of the CMS detector, and a more detailed description of the HE calorimeter. In Section 4, we present measurements of radiation damage to the tiles embedded within the HE. The calculation of the dose is described, followed by the results obtained using a laser calibration system to monitor the signal loss, and using a radioactive source for this purpose. A parametrization of the $R$ dependence is given. The signal loss observed in response to hadrons during collisions is studied for consistency with the laser results, and the signal loss in response to muons is also shown. In Section 5, we present studies of dose-rate effects measured outside of the CMS detector using irradiation by sources as well as studies using tiles in the moderate-radiation zone of the CMS collision hall. In Section 6, we summarize other relevant information and discuss the dose-rate effects. Finally, in Section 7, we present a summary and the conclusions of the paper.

2 Radiation damage mechanisms

For the purpose of our studies, we refer to the HCAL tiles as objects consisting of plastic scintillator, a WLS fiber, a Tyvek™ wrapping, a clear fiber, and a transducer, any of which could suffer radiation damage. While damage to the reflectivity of Tyvek™ remains an open question, radiation damage in plastic has been the subject of intense study since the 1930s.
Plastic scintillators consist of a plastic substrate, often polystyrene (PS) or polyvinyltoluene (PVT), into which fluorescent agents (fluors) have been dissolved, usually a primary and a secondary fluor. When a charged particle traverses the scintillator, the molecules of the substrate are excited. This excitation can be transferred to the primary fluor via the Förster mechanism \cite{9} at primary fluor concentrations above approximately 1\% \cite{10}. The primary fluor transfers the excitation radiatively to the secondary fluor. For the HCAL tiles made of SCSN-81, a PS-based scintillator from Kuraray\footnote{Kuraray, Ote Center Building, 1-1-3, Otemachi, Chiyoda-ku, Tokyo 100-8115, Japan}, the absorption maximum of the primary fluor is at the wavelength of approximately 280 nm, and the emission is approximately at 320–350 nm. The absorption maximum of the secondary fluor corresponds to the emission maximum of the primary fluor, and the de-excitation of the secondary fluor has a wavelength of maximum emission of approximately 440 nm (blue light). This visible light must traverse the scintillator to reach the WLS fiber, and can be reduced by imperfections in the material (color centers) along its path.

Generally, the scintillator signal output decreases exponentially with the dose received, as expected for light attenuation due to radiation-induced color centers; this behavior was also observed in source measurements \cite{4}, which were used to design the HCAL optics:

\[
L(d) = L_0 \exp\left(-d/D\right) = L_0 \exp\left(-d/\mu\right),
\]

where \(L(d)\) is the signal output after receiving a dose \(d\), \(L_0\) is the signal output before irradiation, \(\mu\) is a function that depends on the dose rate \(R\), and \(D = 1/\mu\). When the damage is small compared to measurement uncertainties, \(D\) fluctuates to large positive or negative numbers. Therefore \(\mu\) is used to fit the data and evaluate the uncertainties. The fitted values of \(\mu\) can be averaged over bins of dose rate to improve statistical accuracy. The \(\langle \mu \rangle\) results are used to parametrize the \(R\) dependence (\(D\) is shown in some figures of this paper).

The value of \(\mu\) depends on the materials used in the fabrication of the scintillator and on how it is handled (e.g., if it comes into contact with oils, etc.) prior to and during experimental operations. Several results have been presented on the dependence on dose rate \cite{7,11,18}. In Refs. \cite{7,17}, the authors saw no change in the signal output or attenuation length for SCSN-81 down to dose rates of 2 Gy/h, whereas the authors of Refs. \cite{11,12} saw effects at dose rates between 10 Gy/h and 10 kGy/h. A review of the causes of dose-rate effects, and particularly the prominent role played by the diffusion of oxygen and polymer oxidation, is given in Section 6.

Damage to the fluors can occur \cite{13}, but it is generally small \cite{16,19}. Damage to the substrate often results in the creation of radicals, conjugated double bonds, carbonyl species formed by reaction with oxygen, and trapped electrons, and other structures that can be color centers. Color centers that interfere with the transfer of light between the primary and secondary fluoros reduce the initial light yield. Color centers that absorb the light output by the secondary fluor reduce the absorption length of the light in the scintillator.

Radicals are produced when chemical bonds in the polymer are broken. The bonds can re-form on a time scale that depends on such factors as the density of the radicals and the temperature. Such damage is called temporary damage, and the re-forming of bonds is known as annealing. Some products cause permanent changes in the chemical structure. Figure 1 shows the chemical structure of unirradiated PS. Figure 2 shows some of the permanent color centers that can be formed in PS \cite{20}.
Figure 1: Polystyrene.

Figure 2: Examples of changes to polystyrene undergoing irradiation. The change on the right can only occur in the presence of oxygen.

3 CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are silicon pixel and strip trackers, a lead tungstate crystal electromagnetic calorimeter (ECAL) composed of a barrel and two endcap sections, an endcap preshower, and the HB and HE.

The silicon tracker measures charged particles within the pseudorapidity range $|\eta| < 2.5$. It consists of 1440 silicon pixel and 15,148 silicon strip detector modules. Isolated particles of transverse momentum $p_T = 100$ GeV emitted at $|\eta| < 1.4$ have track resolutions of 2.8% in $p_T$ and 10 (30) $\mu$m in the transverse (longitudinal) impact parameter [21]. Muons are measured in the range $|\eta| < 2.4$, with detection planes embedded in the steel flux-return yoke outside the solenoid that are made using three technologies: drift tubes, cathode strip chambers, and resistive plate chambers.

A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [2]. A description of the CMS trigger system can be found in Ref. [22].

The scintillator tiles that exhibit damage are located in the HE, which has 18 layers of active material, denoted layers 0 through 17, over most of its $\eta$ coverage. The zeroth layer of scintillator uses BC–408, a PVT-based scintillator from the Bicron division of the Saint-Gobain corporation, while the other layers use PS-based SCSN–81. Scintillators based on PVT are brighter than those based on PS.

The scintillator tiles are optically isolated. They are trapezoidal in shape, and their faces have a groove shaped like the Greek letter $\sigma$ that holds a 0.94 mm-diameter Y–11 (Kuraray) WLS.
fiber, mirrored on one end. The tiles are wrapped in Tyvek™. Clear quartz fibers attached to the WLS fibers lead to the photodetectors. The tile thickness is 0.9 cm in layer 0 and 0.37 cm in the rest of the layers. When the HE was designed, a thicker and brighter scintillator in layer 0 was chosen in an attempt to mitigate the noncompensating response of the ECAL to hadrons and the large amount of dead material installed before the HE for ECAL readout.

The HE geometry is projective in \( \eta-\phi-z \) space, where \( \phi \) is the azimuth and \( z \) is the coordinate along the beam line, with the origin of the coordinate system positioned at the nominal collision point. Tiles in successive layers are aligned in a “tower”. The towers are labeled using integer indices based on their \( \eta \) and \( \phi \). For the HE, the \( i\eta \) index ranges from 16 to 29, covering \( 1.305 < |\eta| < 3 \). The \( i\phi \) index ranges from 1 to 72, with \( i\phi = 1 \) halfway up the detector and 18 and 19 at its top. A tower corresponds to the hardware associated with an \( i\eta-i\phi \) pair. The tiles are mounted as mechanical structures called megatiles, shown in Fig. 3, which in the HE are installed in layers perpendicular to the beam direction, and span the range of 400–550 cm in \( |z| \) and 40–260 cm in radius, depending on \( z \).

To limit the number of readout channels, the light from several layers in a tower is fed to the same photodetector. In the schematic of the HE shown in Fig. 4, layers that are fed to a single SiPM have the same color (“depth”).

For data taking prior to 2017, HPDs were used as the HE photodetector [23]. For the 2017 data-taking period, tiles in HE towers with \( i\phi \) indices of 63–66, corresponding to a 20° sector in \( \phi \), were read out using SiPMs. Our analysis is based on \( i\phi s \) 63 and 65, because the other \( i\phi s \) only probed \( i\eta s \) below 20 where the radiation damage is too small to be measured reliably.

The HE SiPMs have 2–3 times greater quantum efficiency and better lifetime response stability than HPDs, no magnetic field sensitivity, require only medium voltage (≈ 70 V) biasing, have
small physical size, and allow the readout of more detector fibers supporting improved longitudinal segmentation. Unlike the HPDs [8], their gain does not decrease with drawn charge. The primary challenge for SiPM operation is the relatively high dark current resulting from cumulative radiation damage to the devices in situ.

The CMS HCAL SiPM devices [24] are fabricated by the Hamamatsu Corporation[3]. The approximate device parameters are 15 µm pixel pitch, 4500 pixels per mm², 8 ns pixel recovery time, and 65 V breakdown voltage. We operate the SiPMs in the Geiger mode at an overvoltage of approximately 3 V, which corresponds to an operating voltage of about 68 V. This value was chosen because it maximizes the signal-to-noise ratio. At this operating voltage, the performance parameters are approximately 40 fC per single photoelectron, 12% pixel crosstalk, and 28% photon detection efficiency. Two sizes of circular SiPMs are used: 2.8 mm diameter devices for depths with four or fewer scintillator layers and 3.3 mm devices for the other depths.

A charge-integrating ASIC (QIE) [25] is used to read out, digitize, and encode the signals from the photodetectors.

Radiation damage to scintillators is sensitive to temperature. The temperature in the CMS collision hall is about 18° C.

![Figure 4: Schematic of the readout segmentation of the HE for channels instrumented with SiPMs. Scintillator tiles within a tower that have the same color (“depth”) are connected to a single photodetector. The numbers 0–17 refer to the scintillator layers, and the numbers 16–29 on the perimeter of the figure denote the \(i\eta\) indices of the towers (the \(\eta\) values for the boundaries of the towers are also shown).](image)

4 Results from radiation exposure during pp collision data taking

The primary characteristics of the LHC operation relevant for this analysis are the total delivered luminosity, which determines the doses received by the tiles, and the average luminosity delivered per hour, which controls the dose rates. The integrated luminosity delivered
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Figure 5: Integrated luminosity delivered to CMS by the LHC in the 2017 pp data-taking period, as a function of time (upper) and maximum daily (peak) luminosity delivered to CMS in 2017 (lower). Intervals of constant luminosity in the upper plot, or with no entries in the lower plot, indicate periods with no beam, e.g., technical stops.
as a function of time as well as the daily maximum instantaneous luminosity in the CMS interaction region in 2017 are displayed in Fig. 5. The daily peak luminosity rose rapidly and then remained at an approximately constant value throughout the year. The mean number of interactions per bunch crossing was about 37. Multiple interactions present in the recorded beam-beam crossing (event) are referred to as pileup.

4.1 Estimation of doses and dose rates in the HE tiles

For a given luminosity, a tile is subjected to a dose and dose rate that depend on its location in the detector. The doses and dose rates vary with pseudorapidity, following the particle energy density of the pp collisions, and with depth in the calorimeter, following the energy deposition profile of the electromagnetic and hadron showers.

The dose received by each HE scintillator tile per pp interaction is calculated using simulation and scaled according to the delivered luminosity. The calculated doses are verified by in situ dosimetry. The peak luminosity versus time was fairly flat during 2017 data taking, indicating stable running conditions, as shown in Fig. 5 (lower). We therefore calculate the average integrated luminosity delivered per hour for the whole data-taking period as follows: for the total of 50 fb\(^{-1}\) taken over \(\approx 1670\) h of interacting beams we obtain an average integrated luminosity of 0.03 fb\(^{-1}\)/h, with an estimated systematic uncertainty of 5%. This value is converted to a dose rate (in Gy/h) for every HE tile by multiplying the average luminosity per hour by the expected dose per 1 fb\(^{-1}\).

![Figure 6: Doses calculated by FLUKA for the HE tiles in layers 1 and 7 as a function of \(i\eta\) for 50 fb\(^{-1}\) of LHC running at 13 TeV in 2017.](image)

Predictions of the absorbed dose in the HE scintillator layers are obtained using the Monte Carlo code FLUKA 2011.2c [26, 27]. The FLUKA predictions for collisions use a model that represents the HE in detail, with brass, Dural\textsuperscript{TM} (Al, Cu, Mg, and Mn), Tyvek\textsuperscript{TM}, air, and scintillator layers. Since the energy loss per unit mass is more than a factor of two higher for hydrogen than for most other materials, and since plastic has a high hydrogen content, the spatial resolution in the simulation is set so that the dose estimates for tiles does not include regions that are not plastic. Per 50 fb\(^{-1}\), doses in layer 1 range between 0.03 and 6 kGy for \(i\eta\) of 18 to 29; for layer 7 they range between 0.003 to 0.7 kGy for \(i\eta\) of 18 to 28. Layers 1 and 7 are
Figure 7: Comparison of doses for the 2015–2016 data-taking periods calculated using FLUKA and measured from dosimeter films in layer 1 (upper) and layer 2 (lower), as a function of radial distance from the beam. Positions of the tile edges in the radial direction are indicated along the tops of the figures.
4.2 Results using the laser calibration system

The calculated doses are verified using measurements with 24 FWT-60 series film dosimeters, from Far West Technologies that were installed in the gaps between the absorber and the megatiles in the HE detector layers 1 and 2 during the 2015 and 2016 data-taking periods, when the detector geometry was essentially the same as in 2017. The films were measured with a FWT-92D photometer. The doses were calibrated to water equivalent, which is similar to plastic in terms of density and hydrogen content, and the uncertainty in the measurements is estimated to be 3%. A comparison between the measured and calculated doses as a function of the distance from the beam line to the film is given in Fig. [4]. Reasonable agreement is seen for radial distances starting at about 50 cm, the location of tower $i \eta = 28$, indicating that FLUKA calculation is accurate to about 20–30% for distances 50–120 cm from the beam, where the largest radiation damage occurs for the tiles used in this analysis.

The geometry of the detector near towers 28 and 29 is irregular and the dose distribution difficult to model accurately (due to close proximity to the beam line, beam spray effects, irregular edges of the endcap preshower and electromagnetic calorimeter, mounting brackets and other construction elements, piping, etc.). For this reason, data taken for towers 28 and 29 are not included in the fits, although they are presented in some of the figures below.

4.2 Results using the laser calibration system

A laser calibration system is used to monitor the response of the HE tiles by injecting ultraviolet (UV) light that excites primary fluor in the scintillator. It consists of a triggerable excimer laser and a light distribution system that delivers UV light (351 nm) to the scintillator tiles in layers 1 and 7 via quartz fibers. During the 2017 data-taking period, pulses of laser light were injected between fills of the accelerator with protons, when there were no collisions.

Laser data were collected throughout the 2017 data-taking period. Figure 8 shows the signal output for the tiles probed by the laser calibration system at the end of the 2017 data-taking period relative to that at the start. Because the intensity of the laser light varied by up to 70% during 2017, the signals are normalized by using signals from tiles at $i \eta = 18$ in layer 7, which are expected to have less than 1% reduction in signal output. Differences between data for $i \phi s 63$ and 65 are outside the indicated statistical uncertainties. These differences contribute to the systematic uncertainties described below.

The normalized signals from individual channels exhibit an exponential decrease versus integrated luminosity over most of the data-taking period. To characterize the behavior of signal loss, we fit the exponential portions of the normalized signal outputs with an exponential function of integrated luminosity, as illustrated in Fig. [4] for one particular tile. A deviation from the expected exponential behavior is observed during the first 7 fb$^{-1}$ of data taking. The reason for this effect is not yet understood and this part of the data is not used in the analysis. With higher luminosity the effects are clearer so we concentrate on this part of the data. The statistical uncertainty in the measured mean signal within a single laser run is smaller than the spread observed when comparing different laser runs taken at similar integrated luminosities. In consequence, fluctuations are observed that are larger than expected based on uncertainties in the mean signal in a single laser run. We account for these fluctuations by scaling the uncertainties in individual laser points to yield a $\chi^2$ per degree of freedom (dof) of one for the exponential fits. This procedure results in larger estimates of uncertainties in the fit parameters.

---
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Figure 8: Signal at the end of the 2017 data-taking period from the HE SiPMs, relative to that at the start, as measured using the laser calibration system versus $\eta$ for layer 1 (upper) and layer 7 (lower). Only unscaled statistical uncertainties are shown.
4.2 Results using the laser calibration system

Figure 9: Relative signal measured using the laser calibration system versus delivered luminosity for the tile in layer 1 with \( \eta = 27 \) and \( \phi = 63 \). Scaled statistical uncertainties are shown (see text). For this tile, the estimated dose at the end of data taking was \( d = 1.5 \text{ kGy} \), and the average dose rate was \( R = 0.89 \text{ Gy/h} \). The dashed line represents a fit to the data to obtain the value of the exponential slope. Note that the vertical scale is logarithmic.

Figure 10: Relative signal for laser light versus accumulated dose for the tiles in layer 1 with \( \eta = 21–27 \). The average dose rates are shown for each set of points. The vertical scale is logarithmic and subsequent sets are shifted by a factor of 1.03 relative to the previous set for better visibility. Each set starts at the dose corresponding to integrated luminosity of 7 fb\(^{-1}\). Scaled statistical uncertainties are shown (see text).
Figure 10 presents relative signals versus dose for tiles with \( i\eta = 21-27 \) in layer 1. The signals show an exponential decrease (as in Eq. 1) during periods of stable luminosity, with slopes that depend on corresponding dose rates. These results imply that at a fixed dose the damage to the scintillators increases with decreasing dose rate, within the range of our measurement.

The values of slopes \( \mu \), obtained from the exponential fits, are averaged in bins of \( R \), and converted to \( D(R) = 1/(\langle \mu \rangle) \) for comparisons with other measurements of \( D \). Averaging of \( \mu \) in bins of dose rate helps to reduce the statistical uncertainties and extends the range of the measurements to lower values of \( R \), especially in the case of source measurements discussed in Section 4.3. The results for \( \langle \mu \rangle \) are discussed in Sec. 4.4 and indicate a dose-rate dependence. A similar dose-rate dependence is also observed without averaging of \( \mu \) in bins of dose rate, but with larger uncertainties in individual points.

We present results for values of \( R \) above 0.01 Gy/h. The fractional uncertainties in \( \mu \) (or \( D \)) are large for tiles with little damage. The region \( R > 0.1 \) Gy/h is well measured with observed signal losses >3%.

Various systematic effects have been evaluated. Besides the differences between signals from different \( i\phi \), major sources of systematic uncertainty include sensitivities to the variation of the \( i\eta \) choice for normalization, the data range used for fitting slopes, and the QIE gain setting, resulting in an overall systematic uncertainty in \( \mu \) estimated to be about 25%. The measurements are not corrected for the varying sizes of the tiles (see the discussion in Section 5).

4.3 Results using the radioactive source

Each individual tile in the HCAL is designed to be serviced by a movable \( ^{60} \)Co radioactive source using small tubes, which are integrated into the calorimeter. The \( ^{60} \)Co source provides photons with energies of 1.17 and 1.33 MeV. The source is attached to a wire that guides it through the tubes. All tiles except those in layers 0 and 5, whose tubes have obstructions, can be accessed. The source moves at approximately 6 cm/s, and the signal is integrated for 0.1 s for each measurement. The resulting signal is used to monitor the stability of every tile in the HCAL, not just those in layers 1 and 7. The source data analyzed in this paper were collected during the periods when the LHC did not operate, both before the 2017 and 2018 data-taking periods.

The signal strength when the source was far away from a tile is used to estimate the background. The measurements of signal output before the 2018 data-taking period are corrected (divided by 0.886) for the decay of the source since the previous measurements were made before taking data in 2017. The ratio of the signal obtained before the 2018 data-taking period to that obtained before the 2017 data-taking period measures the attenuation of the signal output due to radiation damage during collisions in 2017. No additional normalization of signal ratios versus \( i\eta \) is required. Values of the ratio averaged over \( i\phi \) as a function of scintillating tile layer number and tower index \( i\eta \) are shown in Fig. 11. The signal loss is small for tiles at large radial distance from the beam and for layers that are deeper in the calorimeter.

At low \( R \), measurements of signals from individual tiles scatter widely compared to the expected signal loss, due to the size of the measurement uncertainties. However, given the large number of tiles measured, a determination of signal loss can be made even at small values of \( R \) assuming that the fluctuations are uncorrelated. The calculated \( \mu \) values are averaged in bins of \( R \) and are displayed in Fig. 12. The uncertainties in \( \langle \mu \rangle \) related to the reproducibility of the measurements are included by increasing the statistical uncertainties by a factor 1.4, which results in the average scatter of points around the fit being consistent with the scaled uncer-
4.4 Parametrization of laser and source results

Figure 11: Ratio of $^{60}\text{Co}$ source signals observed before and after the 2017 data-taking period, as a function of $i\eta$ and layer number of scintillator tiles in the HE. Tubes in layers 0 and 5 have obstructions and cannot be accessed.

The $\langle \mu \rangle$ values are somewhat lower than, but generally similar to, those from the laser calibration. The source data represent the damage integrated over the entire 2017 data-taking period and include an extended annealing time after the data taking ended. The analyzed laser data exclude the first 7 fb$^{-1}$ and the annealing effects after the end of data taking.

4.4 Parametrization of laser and source results

Figure 12 summarizes the laser and source results for $\langle \mu \rangle$. The data are consistent with a power law dependence of $\langle \mu \rangle$ on $R$:

$$\langle \mu \rangle = 1/((\alpha \rho^\beta)),$$

where $\rho = R/R_0$, and the constant $R_0$ can be chosen to minimize the correlation between parameters $\alpha$ and $\beta$; the fitted value of $\alpha$ depends on the choice of $R_0$. This form is equivalent to $D = \alpha \rho^\beta$. The value of $R_0 = 0.32$ Gy/h is chosen for the fits below so that the correlation between parameters $\alpha$ and $\beta$ becomes negligible. The dashed line shown in Fig. 12 is the result of a power-law fit to both sets of data assuming all uncertainties are uncorrelated. The corresponding model parameters are $\alpha = 7.5 \pm 0.3$ kGy and $\beta = 0.35 \pm 0.03$ when $\langle \mu \rangle$ is in kGy$^{-1}$ and $R$ is in units of Gy/h. The fit $\chi^2$/dof is 1.2. A fit to the laser data alone yields $\alpha = 7.3 \pm 0.3$ kGy and $\beta = 0.43 \pm 0.04$, with a $\chi^2$/dof of 0.4. A fit to source data alone gives $\alpha = 7.6 \pm 0.5$ kGy and $\beta = 0.21 \pm 0.06$, with a $\chi^2$/dof of 1.1. The fit to the laser data is inconsistent with no dose-rate effect. The fit to the source data by itself shows a smaller dose-rate effect, and is inconsistent with no dose-rate effect at the 3.5 standard deviation level. For the parameter $\beta$, which measures the dose-rate dependence, the difference between the results from the laser and source fits is $0.22 \pm 0.08$ (2.7 standard deviation). The tension between laser and source results may be a fluctuation. Since the $\langle \mu \rangle$ values from the source data tend to be lower than those from the laser data, additional annealing between the end of pp collisions and the source scan is a possibility. Annealing reduces damage and therefore decreases $\mu$. A future source measurement of the HE and a measurement of annealing effects would help to reduce this uncertainty.

The systematic uncertainty in parameter $\alpha$ is assumed to be the same as the 25% systematic un-
Figure 12: The value of $\langle \mu \rangle$ as a function of $R$ for laser and source data, parametrized by a power-law behavior, which is shown as a dashed line.

certainty in $\mu$, discussed in Sec. 4.2, assuming a 100% correlation between the measurements.
For the parameter $\beta$, the spread of fit results between the laser and source data indicates systematic effects of the order of 0.1, when varying the range in $R$ used in the fit.

The parametrization of our results should be used with care. It is valid for the decrease in signal output for a system consisting of scintillators, wavelength shifting fibers, and clear fibers made from the same materials we used, and constructed in the CMS tile geometry, when irradiated in the environment of the CMS collision hall. Kuraray has indicated that the current $Y-11$ fiber is not the same as past versions. The parameter values are not generally applicable for other scintillator systems. Extrapolation of the power law above a dose rate of $\approx 10$ Gy/h is not expected to be valid. As discussed in Sec. 6, at $R$ of approximately 10 Gy/h, oxygen will no longer permeate the entire tile [13, 28]. Radical creation and termination is different in regions with and without oxygen.

4.5 Cross-checks with inclusive hadrons

An additional method of measuring the effects of irradiation on the tiles is based on the 2017 collision data. Radiation damage is studied using observed energy depositions from hadrons produced in pp collisions. The energy distribution is measured for 25 subsamples distributed uniformly in delivered luminosity over the entire 2017 data-taking period. For each data-taking period $n$, the ratio of average energy relative to that of period 1,

$$F_{\text{meas}}(n) = \frac{E_{\text{ave}}(n)}{E_{\text{ave}}(1)},$$

serves as a measure of the radiation damage, where $E_{\text{ave}}$ is the average signal measured in all readout channels with the same values of $i\eta$ and depth; the average is calculated from the sum of signals above the threshold of $E_{\text{min}} = 0.5$ GeV.

The energy comparison requires a selection of events that is both independent of the HCAL and selects a well-defined set of hard interactions that is stable throughout the period under study. This is fulfilled by utilizing events satisfying a dimuon trigger. The energy ratio is studied as
Figure 13: Upper: Relative signal $F$ for $i\eta = 27$ in depths 1, 2, and 3 versus delivered luminosity using the in situ “inclusive” method; the dashed lines show the results of fits with an exponential function, after excluding the first $7 \text{ fb}^{-1}$ of data, as was done in the laser data analysis (Sec. 4.2). For the tile in depth 1 (i.e., layer 0), the estimated dose at the end of data taking was $d = 1.5 \text{kGy}$ and the average dose rate was $R = 0.89 \text{ Gy/h}$. Lower: Relative signal $F$ for towers with $i\eta = 16–29$ at different depths measured after $50 \text{ fb}^{-1}$ of delivered luminosity; only results with a relative uncertainty of 3% or lower on measured values of $F$ are shown.
a function of the average number of interactions per bunch crossing, \( n_{\text{PU}} \), to take into account the difference in the pileup structure between the periods. The number \( n_{\text{PU}} \) is estimated from the instantaneous luminosity.

For each value of \( \eta \) and depth, the pileup dependence of \( F_{\text{meas}} \) is eliminated by fitting it versus \( n_{\text{PU}} \) with a linear function. The fits are performed in the range \( 20 < n_{\text{PU}} < 50 \) and the values of \( F_{\text{meas}} \) are extracted at \( n_{\text{PU}} = 35 \).

The ratio \( F_{\text{meas}}(n) \) at \( n_{\text{PU}} = 35 \) is observed to depend on the energy threshold \( E_{\text{min}} \). Both the numerator and denominator of \( F_{\text{meas}}(n) \) are sums of energies of those individual channels that are above the threshold \( E_{\text{min}} \). In the presence of radiation damage the ratio \( F_{\text{meas}}(n) \) will typically be smaller than the ratio \( F(n) \) that would be obtained were the threshold not present. The higher the \( E_{\text{min}} \) threshold, the larger the discrepancy. To correct for this, a calibration is performed as follows. Using data from the first subsample, we multiply the energies contributing to the numerator by scale factors that represent hypothetical signal losses due to radiation damage, but we leave the denominator unchanged.

The values of the scale factors are varied in the range observed in the data, and for each scale factor \( F' \) a value \( F'_{\text{meas}} \) is extracted using the method described above. A linear relationship between \( F' \) and \( F'_{\text{meas}} \) is found, which is used to correct the measured values of \( F_{\text{meas}}(n) \) to obtain the corresponding \( F(n) \). The magnitude of this correction depends on \( \eta \) and depth, and typically amounts to no more than 20% of the measured signal loss fraction \( (1 - F_{\text{meas}}(n)) \).

The corrected signal fractions \( F \) measured for the channels in the first three depths of \( \eta = 27 \) are shown in Fig. 13 (upper), as a function of delivered luminosity. The error bars include a systematic uncertainty of <1%, which results in fit \( \chi^2 / \text{dof} \) of around one. A decrease of \( F \) with delivered luminosity is clearly seen. A small shift of points near 20 fb\(^{-1}\) is believed to be due to residual luminosity calibration uncertainty during this period. Figure 13 (lower) presents the values of \( F \) averaged over \( \phi \) as a function of \( \eta \) and depth after 50 fb\(^{-1}\), showing a decrease of \( F \) with increasing \( \eta \) and decreasing depth. The behavior is consistent with that shown for individual tiles observed by the moving source for all the tiles of the HE, albeit with an increased granularity due to a readout in depths and not layers.

![Figure 14: The value of \( \langle \mu \rangle \) as a function of \( R \) for in situ collision data in depth 1, parametrized by a power law behavior, which is shown as a dashed line.](image)

The corrected signal fractions \( F \) measured for the channels in the first three depths of \( \eta = 27 \) are shown in Fig. 13 (upper), as a function of delivered luminosity. The error bars include a systematic uncertainty of <1%, which results in fit \( \chi^2 / \text{dof} \) of around one. A decrease of \( F \) with delivered luminosity is clearly seen. A small shift of points near 20 fb\(^{-1}\) is believed to be due to residual luminosity calibration uncertainty during this period. Figure 13 (lower) presents the values of \( F \) averaged over \( \phi \) as a function of \( \eta \) and depth after 50 fb\(^{-1}\), showing a decrease of \( F \) with increasing \( \eta \) and decreasing depth. The behavior is consistent with that shown for individual tiles observed by the moving source for all the tiles of the HE, albeit with an increased granularity due to a readout in depths and not layers.
4.6 Cross-checks using isolated muons

Depth 1 consists of a single layer (layer 0) and thus its tiles have well-defined doses and dose rates. Using the same procedure as for the laser data, these data can therefore be converted to \( \langle \mu \rangle \) versus \( R \). The results are shown in Fig. 14. The parameters of the power-law fit are \( \alpha = 5.4 \pm 0.1 \) kGy and \( \beta = 0.46 \pm 0.04 \), with a \( \chi^2 / \text{dof} \) of 0.5, for \( R_0 = 0.48 \) Gy/h. The fit to the layer 0 in situ data is inconsistent with no dose-rate effect. Although the layer 0 tiles are constructed from PVT instead of PS, the value of \( \beta \), which parametrizes the dose-rate dependence, is similar to that from the laser measurements. At a given dose rate, the values of \( \langle \mu \rangle \) are larger for this PVT-based material, indicating more damage.

4.6 Cross-checks using isolated muons

The most probable energy deposition by a muon can also be used to estimate the amount of radiation damage. The acceptance of the tracker and of the muon system limits this measurement to portions of the HE where the damage is measured to be small.

The trajectories of forward isolated muon candidates with \( p_T > 20 \) GeV are propagated to the calorimeter surface to determine which tower they will traverse. The data-taking period is divided into subsamples. For each, a Landau distribution convolved with a Gaussian resolution function is fitted to the charge distribution from the tower to obtain the most probable value (MPV) of deposited charge. A typical spectrum, including the fit, is shown in Fig. 15.

![Figure 15: Fit to the charge distribution in an HE tower \( i\eta = 26 \) depth 1 due to an isolated muon from one of the event samples of 2017 data.](image)

Because of pileup contributions to the measured signal, the isolated muon analysis uses events with a similar number of reconstructed vertices (the range 20–25 was used). The ratio of the MPV plotted as a function of delivered luminosity to that of the first subsample for \( i\eta = 26 \) depth 1 is shown in Fig. 16.

Only the towers at shallow depths and large \( i\eta \) values are damaged sufficiently to detect the losses due to radiation damage in 2017 using this technique. Currently, this measurement is not competitive with other results for these towers. Upgrades for the CMS detector planned for future operations will have a tracking system with a larger \( \eta \) acceptance, extending the usefulness of this technique. Monitoring of calorimeter signals with muons has been tried for...
Figure 16: Relative muon signal in an HE tower with \( \eta = 26 \) and depth 1 versus delivered luminosity. The dashed line shown on the figure is the result of a fit to an exponential distribution.

the first time using the 2017 data. It is important to develop this technique further for use in future operation.

5 High-dose-rate results using sources

The CMS laser data monitor the HE tile performance for \( R \) only up to about 2 Gy/h (see Fig. 12). Intense radioactive sources are used to irradiate plastic scintillator tiles and obtain data at higher \( R \), up to 1 kGy/h. To look at \( R \)-dependent effects and to avoid bias from other factors, such as tile geometry or chemical composition, only results from 10 cm \( \times \) 10 cm \( \times \) 0.4 cm SCSN–81 scintillator tiles read out with WLS fibers are reported here, unless noted otherwise. Although temporary damage is small for tiles irradiated in the HE, it is larger at the \( R \) values above 100 Gy/h. The values reported in this section reflect the permanent damage to the scintillator tiles remaining after annealing. This was ensured through observation of the signal output versus time.

Some of the data were taken at facilities with \(^{60}\)Co gamma sources, located at the Kharkov Institute of Physics and Technology (KIPT), National Research Nuclear University MEPhI, Goddard Space Flight Center, Argonne National Laboratory (ANL), the Michigan Memorial Phoenix Project, the National Institute of Standards and Technology in Gaithersburg MD, and at the University of Maryland (UMD). We also include a measurement from irradiation using an electron beam at Florida State University (FSU), described in Ref. [29]. For these measurements, some tiles had a fiber with a slightly smaller diameter, and a more recent formulation of Y–11 fiber from Kuraray than that used for the HE construction. The machining of the grooves in the tiles was also performed by different machinists using different toolings, and different machining rates. The temperatures of the tiles during the various irradiations are not known precisely, hence the processes affecting the annealing of radicals may differ somewhat.

For the source measurements, the signal output of the samples was measured before and after irradiation to calculate \( D(R) \). The exact methods differ from study to study, but the general
Figure 17: Relative signal for a tile in the CRF radiation zone, plotted versus time (upper) and versus received dose (lower), for $R = 42$ Gy/h.
Figure 18: Values of $D(R)$ versus $R$ for high-$R$ data taken with gamma irradiation sources at KIPT, National Research Nuclear University MEPhI, Goddard, Michigan, ANL, and UMD, an electron beam at FSU, and in the collider environment in the CRF, along with the results from the HE laser and source calibration data. The statistical uncertainties are shown as the inner bars, and the outer bars include the systematic uncertainties added in quadrature. The error bars on the irradiation data are dominated by systematic uncertainties.

Figure 19: Number of detected photoelectrons for a tile before and after an irradiation dose of 30 kGy at $R$ of 9 Gy/h, as a function of the position of a radioactive-scan source along an axis through the center of the tile and parallel to one of its sides. The error bars are dominated by systematic uncertainty in normalization of the measurements; statistical point uncertainties are $<2\%$. 
procedure involves the excitation of the irradiated scintillator tile by particles (e.g., cosmic rays, or alpha or gamma particles from a small, calibrated source placed in contact with the scintillator), and the measurement of the signal output from the WLS fiber via either a photomultiplier tube or a SiPM.

The remainder of the data were taken from samples irradiated in a region forward of CMS called the CASTOR radiation facility (CRF). These tiles were irradiated by particles originating from pp collisions during the 2016 data-taking period. They were located at radial distances from the beam line ranging from 11.8 to 25.9 cm. The doses received by the CRF tiles in 2016 were determined based on film dosimetry measurements and range from 15 to 60 kGy. An additional CRF-based measurement was performed during 2017, using tiles at the radial distance from the beam of 43.2 cm, which received a dose of about 2.3 kGy.

For the CRF measurements, a laser calibration system was used to monitor the signal output of the tiles during the data taking. As shown in Fig. [17], the signal loss as a function of received dose appears to be more rapid in the initial stage of irradiation. The tiles were remeasured in the laboratory after the CRF irradiation. The results are consistent with the initial drop being due to instrumental effects and not radiation damage. The signal output follows an exponential decay for the remainder of the exposure. There is some annealing after day 44, when the exposure ended. The $D(R)$ shown in Fig. [18] for the CRF measurements is calculated by comparing the signal loss after annealing to an extrapolation of the data after the initial rapid drop to zero integrated luminosity. Measurements of the tiles after removal from the CRF and replacement of the irradiated WLS fiber with a new one indicate that 20% of the damage occurred in the fiber.

Tiles irradiated at gamma sources are also used to investigate the uniformity of the signal output after irradiation and to check the dependence of $D(R)$ on the tile size. A transverse scan of the signal output of a tile that received a total dose of 30 kGy at an $R$ of 9 Gy/h is shown in Fig. [19] The number of photoelectrons (pe) detected in scans prior to irradiation is fairly independent of the source position. The irradiated tile retains its uniformity after absorbing this large dose, implying that it is unlikely that optical light attenuation is the major component of the observed signal loss. Reference [30] came to similar conclusions based on Raman data, albeit for a PVT-based scintillator.

In addition, tiles with a thickness of 0.4 cm and sizes of $20 \times 20$ cm, $12 \times 9$ cm, and $5 \times 8$ cm were irradiated at $R$ of 1 kGy/h with doses of 1, 10, 20, 50, and 100 kGy. The extracted values of $D$ are similar, to within $\pm 20\%$.

We also investigated light propagation in tiles based on GeANT4 [31] ray tracing. Tile damage is simulated using the measured density of color centers. This study indicates that the effect of tile size is expected to be small (at most 20%).

Figure [18] summarizes the results from the CRF and from electron beam and gamma source irradiations, along with the HE laser and source results. For several orders of magnitude in $R$, $D(R)$ shows an apparent $R$-dependence. The exact causes and mechanisms behind this effect remain to be understood. In the next section, we compare the observed dependence to what is known about dose-rate effects in plastic scintillators.

6 Discussion of dose-rate effects

Because dose-rate effects have a significant impact on the performance of scintillator-based detectors at hadron colliders, in this section we review what is known of their origins. Polymers
are complex molecules, and their structure depends on the details of their preparation and the presence of additives such as antioxidants, while their behavior depends in detail on their environment. Therefore, extrapolating from measurements of a specific plastic in a specific environment to another plastic and/or environment is difficult. Measurements of new plastics and new environments will always be necessary. However, existing theory facilitates a deeper understanding of the results of our measurements.

Two well-studied \[11, 13, 32–36\] sources of dose-rate effects in plastic scintillators are related to oxygen, one involving the diffusion of oxygen into the plastic during irradiation, and the other involving the rate of polymer oxidation in the areas containing oxygen. Polymer oxidation can be either beneficial or detrimental, depending on the dose rate and the details of the plastic preparation, the presence of additives such as antioxidants, and environment. While the magnitude of polymer oxidation depends on such details, theory gives us some guidance as to its dose-rate dependence.

As shown in the diagrams in Fig. 2, different kinds of termination, and thus permanent color centers (see Section 2), are possible when oxygen is present. Oxygen is highly reactive and polymer oxidation occurs quickly after the production of the radicals \[11, 13, 32–36\]. In this case, there is little of the temporary damage that is indicative of radicals, and little to no annealing. Since the final products involving oxygen tend to absorb UV light, there can be considerable permanent damage that results in what is called reduction of light output \[20\] (see Section 2). Temporary damage is larger without oxygen, as there is no oxygen to quickly bind to the radicals. However, as the radicals slowly reform bonds, the resulting stable structures sometimes have a small probability to absorb visible light, reducing the plastic’s absorption length. Given the tension between these two competing effects, more experiments are needed to determine the optimum atmosphere for different materials, dose rates, temperatures, and doses. It is challenging to predict the optimal amount of oxygen for a given value of \(R\).

For a given plastic and environment, theory allows some numerical extrapolation between different values of \(R\). At high enough \(R\), the density of radicals produced is high enough that oxygen cannot diffuse into the plastic fast enough to bind to and neutralize all the produced radicals, and thus cannot penetrate beyond a depth that depends on the dose rate \[36, 37\]. The depth \(z_0\) for oxygen diffusion into the plastic for a rectangular slab of plastic is \[36\]

\[
z^2_0 = \frac{2M C_0}{Y R} = \frac{2MSP}{Y R},
\]

where \(M\) is the diffusion coefficient for oxygen, \(C_0\) is the oxygen concentration on its edge, \(Y\) is the specific rate constant of active site formation, \(S\) is the oxygen solubility, and \(P\) is the external oxygen pressure. There is an abrupt transition between areas with and without oxygen. The oxygen concentration in the oxidized regions is almost uniform \[28\]. For PS tiles with a thickness of 4 mm, oxygen permeates the entire sample for \(R\) below (roughly, depending on the plastic preparation and environment) 10 Gy/h \[13, 28\]; annealing should be small below this \(R\). For \(R\) above this value, polymer oxidation will occur only in the region permeated by oxygen, contributing to an \(R\) dependence of the damage to the scintillator.

The second source of dose-rate effects is related to the rate of polymer oxidation in regions with oxygen \[32, 35\]. The rate of polymer oxidation is \[32, 33, 38\]

\[
K(C(x,t)) = -\frac{C_1 C(x,t)}{1+C_2 C(x,t)},
\]

where \(-K(C(x,t))\) is the rate at which oxygen is bound to the polymer, \(x\) is the position relative to the surface of the material where the rate is being measured, and \(C(x,t)\) is the concentration...
of oxygen. The constants $C_1$ and $C_2$ depend on the kinematics of the chemical reactions. The constant $C_1$ is related to polymer oxidation from radicals, while $C_2$ is related to stable terminations of polymer oxidation. The constant $C_1$ is proportional to the square root of $R$ for bimolecular reactions (leading to a dose-rate effect) and to $R$ for unimolecular reactions (no dose-rate effect).

Another possible explanation for dose-rate effects involving oxygen for acrylic scintillators (PMMA) is postulated in Ref. [39]. Radiation damage in PMMA is generally larger, for the same dose, than in either PS or PVT. The material produces more radicals and gas per dose than PS or PVT and does not cross link [13]. The authors suggest that oxygen ions, produced by the radiation in the atmosphere surrounding the material, may diffuse into the material and break polymer bonds, and that the damage may be accentuated in the presence of UV light. An irradiation at 0.1 Gy/h showed no damage when the samples were in a nitrogen atmosphere, while damage was clearly seen for air and oxygen atmospheres.

According to Ref. [18], dose-rate effects can also be caused by a change in the relative amount of thermal- and radiation-induced damage. At low $R$, damage due to thermal effects becomes more important. Because thermal photons are of lower energy, they can only break the lowest energy bonds, changing what types of radicals are formed. This source of dose-rate effects is important when performing aging studies at high temperature.

Other possible sources of dose-rate effects include damage to the fluors [13], damage to the fiber, presence of ozone [40], and an unknown mechanism observed in PS at high $R$ that is present at 22°C but not at 60°C [28].

Because dose-rate effects are seen in the HE tiles at $R < 10$ Gy/h when oxygen fully permeates the plastic, the cause cannot be its penetration depth (see Eq. 4), even though the power dependence close to 0.5 is suggestive. The power dependence is in between that expected for unimolecular and bimolecular terminations of radicals (see Eq. 5) [11, 13, 32–36]. There is a suggestion of a change of slope at a dose rate of 10 Gy/h, which, if real, could be caused by different chemical processes in the regions with and without oxygen above this dose rate.

7 Summary and conclusions

Radiation damage due to particles produced in pp collisions at $\sqrt{s} = 13$ TeV in plastic scintillator tiles has been studied using data from several sources: a laser calibration system, a movable radioactive source, as well as hadrons and muons produced in pp collisions. Within the range of our measurements, the results from the various methods indicate that at a fixed dose the damage to the scintillators increases with decreasing dose rate. The dose-rate dependence is most accurately measured by the laser system, with larger uncertainties in the other measurements. The signal has an exponential decrease with dose characterized by dose constant $D$, which as a function of dose rate $R$ is compatible with a power law with an exponent of about 0.4 for both PS and PVT-based tiles, in between the values predicted by bimolecular and unimolecular terminations of radicals [11, 13, 32–36]. The PVT-based tiles indicate more damage than the PS-based tiles for the same exposure. For $R \approx 100$ Gy/h, approximately 20% of the damage occurs in the fiber. The results are compared to damage produced by irradiations with $^{60}$Co sources and by an electron beam. At dose rates less than 10 Gy/h, relevant for future experiments at particle colliders, where oxygen has saturated the plastic, the amount of damage does not depend on the particle type.

The parameters of the power-law fit are functions of the detector geometry, materials, ambient
conditions, etc. More studies are required to derive a general parametrization. Nonetheless, fits such as these above have been used to predict the future behavior of the CMS hadron barrel and endcap calorimeters [6,41].

Several aspects of the data-taking conditions in the CMS detector give rise to systematic uncertainties that are difficult to estimate. A set of identical tile + WLS fiber assemblies subjected to varying dose-rate exposures in a temperature-controlled laboratory, with careful monitoring throughout a year-long exposure, would allow for a large reduction in the systematic uncertainties. At high dose rates, the amount of damage has a considerable spread, possibly indicating underestimated systematic uncertainties, motivating further studies to determine the underlying cause. It would be interesting to have data over this wide range of dose rates separately for the fibers and for the plastic tiles, to see their separate power dependencies. Studies of tiles at low dose rates in an oxygen-free environment, like a nitrogen atmosphere as suggested in Ref. [39], are needed to test directly if the cause is dose-rate dependent polymer oxidation. It would also be helpful to make measurements above 10 Gy/h using a set of tiles made in a uniform way and irradiated at a known temperature.

Dose-rate effects can be large at low dose rates and should be measured for new tile systems.
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