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ABSTRACT: We compute the dimension of some irreducible representations of the symmetric groups in characteristic $p$. The representations considered here are associated with Young diagrams $\mathbf{m} : m_1 \geq m_2 \geq \ldots \geq m_l$ such that $m_1 - m_l \leq (l - p)$. The formula is based on Verlinde's formula which gives some tensor product multiplicities of indecomposable modules for $GL_l(\overline{F}_p)$ (as it is proved in [GM$_2$]).
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Introduction
The goal of this paper is to compute the dimension of some modu-
lar irreducible representations of the symmetric group $\Sigma_N$ (see Theorem 2 below for a precise statement). The formula and its proof are based on the Schur Weyl duality, Ringel's notion of tilting modules $[R]$ and relies heavily on the work $[GM_2]$ (announced in $[GM_1]$). In the work $[GM_2]$, it is proved that some tensor product multiplicities of tilting modules are given by Verlinde's formula $[V]$. However this formula and this work will not appear explicitly (although Lemma 12 is equivalent to the main statement of $[GM_2]$ for groups of type $A$). Actually the use of tilting modules in the study of modular representations of $\Sigma_N$ already appears in a paper of K. Erdmann $[K]$. She used it to recover the dimension formula for all representations attached to a two-lines Young diagram (in $[K]$, the author refers to Donkin's paper $[D_2]$ for the basic idea).

Let us now describe more precisely the paper. By a classical formula of Frobenius, the dimension of irreducible representations of $\Sigma_N$ are given as the numbers of tableaux of given shapes. However in the modular case it is not very convenient to describe these dimensions in this way. Instead, we will use a combinatorial description based on paths in the set of Young diagrams. For this reason we will first recall the classical formula in terms of paths.

Recall that a Young diagram of height $\leq l$ is a sequence of non-negative integers $m : m_1 \geq m_2 \geq ... \geq m_l$. Pictorially one represents a Young diagram as follows,

```
\begin{array}{c}
\text{or less} \\
\text{lines}
\end{array}
\begin{array}{c}
\hline
|      |      |      |      |      |      |      |      |      |
\hline
|      |      |      |      |      |      |      |      |      |
\hline
|      |      |      |      |      |      |      |      |      |
\hline
|      |      |      |      |      |      |      |      |      |
\hline
|      |      |      |      |      |      |      |      |      |
\hline
|      |      |      |      |      |      |      |      | - - |
\hline
|      |      |      |      |      |      |      |      | - - |
\hline
|      |      |      |      |      |      |      |      | - - |
\hline
|      |      |      |      |      |      |      |      | - - |
\hline
|      |      |      |      |      |      |      |      | - - |
\hline
|      |      |      |      |      |      |      |      | - - |
\hline
|      |      |      |      |      |      |      |      | - - |
\hline
|      |      |      |      |      |      |      |      | - - |
\hline
|      |      |      |      |      |      |      |      | - - |
\hline
|      |      |      |      |      |      |      |      | - - |
\hline
\end{array}
```

namely a set of boxes with $m_1$ boxes on the first line, $m_2$ boxes on the second line and so on... The total number $m_1 + ... + m_l$ of boxes will be called the size of the Young diagram and it will be denoted by $|\mathbf{m}|$. In order for the definition of Young diagrams to be rigorous, we also require that two Young diagrams which can be obtained one from the other one by
adding or removing empty lines are considered identical. For example the Young diagrams $3 \geq 1$ and $3 \geq 1 \geq 0$ are viewed as the same.

Let $Y_l$ be the set of all Young diagrams of height $\leq l$. We consider $Y_l$ as an oriented graph. Actually there is an oriented edge going from $m$ to $m'$ if and only if we have $m'_i = m_i$ for all indices $i$ except for one one, say $j$, for which we have $m'_j = m_j + 1$. Pictorially this means that we can get $m'$ from $m$ by adding exactly one box to $m$, e.g.

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array}
\quad \rightarrow \quad \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array}
\]

Denote by $\emptyset$ the Young diagram with no boxes. To each Young diagram $m$ of size $N$, Frobenius associated an irreducible $C$-representation $E_C(m)$ of $\Sigma_N$ and he proved the following result.

THEOREM 1 (Frobenius formula in terms of paths) The dimension of the complex representation $E_C(m)$ is the number of oriented paths from $\emptyset$ to $m$.

Actually Frobenius’ Theorem was stated in terms of tableaux of shape $m$. Recall that a standard tableau of shape $m$ is a one-to-one labeling of the $N$ boxes by the $N$ first integers $1, 2, \ldots, N$ which is increasing along the lines and the columns. However it is easy to define a bijection between standard tableaux of shape $m$ and paths from $\emptyset$ to $m$. Actually given a standard tableau of shape $m$ one can associate a path $\emptyset = \tau_0, \tau_1, \ldots, \tau_N = m$ going from $\emptyset$ to $m$ with the requirement that $\tau_k$ is the Young tableau of all boxes with label $\leq k$. Conversely one obtains a standard tableau from a path $\emptyset = \tau_0, \tau_1, \ldots, \tau_N = m$ by labeling with $k$ the unique box of $\tau_k \setminus \tau_{k-1}$.

Now fix a prime number $p$ and two positive integers $l$ and $N$. Set $k = \overline{F}_p$. By using the Schur Weyl duality one can associate to any Young diagram $m$ of size $N$ a $k$-representation $E_k(m)$ of $\Sigma_N$. These representations $E_k(m)$ are irreducible or $\{0\}$, and the non-zero representations $E_k(m)$ form a complete set of irreducible representations of $\Sigma_N$ (see Section 3 for more details).

Let $Y_l(p)$ the set of all Young diagrams $m = m_1, \ldots, m_l$ of height $\leq l$
such that $m_1 - m_l \leq p - l$. We will prove:

THEOREM 2. (Assume $l < p$) Let $\mathbf{m} \in Y_l(p)$ be a Young diagram of size $N$. Then the dimension of the $k$-representation $E_k(\mathbf{m})$ is the number of oriented paths from $\emptyset$ to $\mathbf{m}$ entirely contained in $Y_l(p)$. In particular $E_k(\mathbf{m}) \neq 0$.

For general irreducible representations of the symmetric group it is still possible to describe the dimension in terms of paths. In section 5 we introduce a natural structure of oriented graph on the set of all Young diagrams. As the graph structure depends on $p$ we will denote by $Z(p)$ this graph. By contrast with the characteristic zero case, or the case of the graph $Y_l(p)$, the graph $Z(p)$ contains multiple edges.

THEOREM 3. Let $\mathbf{m}$ be a Young diagram of size $N$. Then the dimension of the $\Sigma_N$-module $E_k(\mathbf{m})$ is the number of oriented paths going from $\emptyset$ to $\mathbf{m}$ in $Z(p)$.

However we do not known how to compute the multiplicities of edges on $Z(p)$. Thus it does not give an explicit formula (as in Theorem 2) for the dimension of general simple representations of the symmetric group.

Remark. In his study [We] of representations of Hecke algebras at $p$-root of unity, Wenzl considered Hecke modules parametrized by Young diagrams $\mathbf{m} = m_1, ..., m_l$ satisfying exactly the same condition $m_1 - m_l \leq p - l$. 
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EXAMPLE 4. Denote by $Y_{a,b}$ be the Young diagram $m$ such that $m_1 = a + 1$ and $m_i = 1$ for $2 \leq i \leq b + 1$.

In characteristic 0 (or characteristic $> a + b + 1$) the corresponding representation of $\Sigma_{a+b+1}$ has dimension $(a + b)!/a!b!$. Now assume that $p = a + b + 1$ is a prime number. Let $\emptyset = \tau_0, \tau_1, ..., \tau_p = m$ be a path in the set of all Young diagrams. We obtain $\tau_{p-1}$ by removing from $m$ either the last box of the first line or the last box of the first column. In the second case we have $\tau_{p-1} \notin Y_i(p)$. Otherwise the full path $\emptyset = \tau_0, \tau_1, ..., \tau_p = m$ belongs to $Y_i(p)$ and we have $\tau_{p-1} = Y_{a,b-1}$. Thus the dimension of $E_k(Y_{a,b})$ is the number of path from $\emptyset$ to $Y_{a,b-1}$. Thus we get

$$\dim E_k(Y_{a,b}) = (a + b - 1)!/a!(b - 1)!.$$ 

Acknowledgment I thank S. Donkin, M. Duflo and G. Georgiev for helpful conversations. This work has been supported by an NSF Grant and a Sloan Grant (at Rutgers University) and by IRMA (at CNRS at Strasbourg).

1. Root system of $GL_l(k)$. From now on, set $k = \overline{F}_p$. In this section we will recall a few definitions and facts about the representation theory of reductive groups, for the particular case of the full linear group $GL_l(k)$.

Let $H$ be the subgroup of all diagonal matrices of $GL_l(k)$. Let $P$ be the group of all characters of $H$. We have $P = \mathbb{Z}\varepsilon_1 \oplus \mathbb{Z}\varepsilon_2 \oplus ... \oplus \mathbb{Z}\varepsilon_l$ where $\varepsilon_i$ is the character defined by $\varepsilon_i(diag(\lambda_1, ..., \lambda_l)) = \lambda_i$, where $(diag(\lambda_1, ..., \lambda_l))$ is the diagonal matrix with diagonal entries $\lambda_1, ..., \lambda_l$. Set $P^* = Hom(P, \mathbb{Z})$. 
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For any $i$ with $1 \leq i < l$, set $\alpha_i = \epsilon_i - \epsilon_{i+1}$, $h_i = \epsilon_i^* - \epsilon_{i+1}^*$, where $(\epsilon_i^*)_{1 \leq i \leq l}$ is the dual basis of $P^*$. Also set $\alpha_0 = \epsilon_1 - \epsilon_l$, $h_0 = \epsilon_1^* - \epsilon_l^*$. Let $W$ be the subgroup of $GL(P)$ generated by the reflection $s_i = 1 - h_i \otimes \alpha_i$. Recall that $W$ is naturally isomorphic to the symmetric group $\Sigma_l$ acting by the permutation representation on $Z^l$. Define the affine reflection $s_0$ of $P$ by $s_0(\lambda) = \lambda - (\lambda(h_0) - p)\alpha_0$.

The affine Weyl group is by definition the group of affine transforms of $P$ generated by $W$ and $s_0$. Set

\[ P^+ = \{ \lambda \in P | \lambda(h_i) \geq 0 \text{ for any } 1 \leq i \leq l \} \]
\[ C = \{ \lambda \in P^+ | \lambda(h_0) \leq p - l + 1 \} \]
\[ C^0 = \{ \lambda \in P^+ | \lambda(h_0) \leq p - l \} \]

The following equivalent definitions of $C$ and $C^0$ are more usual in the theory of reductive groups (see e.g. [J]). Choose any $\rho \in P$ such that $\rho(h_i) = 1$ for any $i$, $1 \leq i \leq l$. We have $\rho(h_0) = l - 1$. Thus an element $\lambda \in P^+$ belongs to $C$ (respectively to $C^0$) iff we have $\lambda + \rho(h_0) \leq p$ (respectively $\lambda + \rho(h_0) < p$).

For any $\lambda \in P^+$ we will denote by $W(\lambda)$ the Weyl module with highest weight $\lambda$ (see e.g. [D1] or [J] for a definition). By definition a filtration of a rational $GL_l(k)$-module is called a Weyl filtration if its subquotients are Weyl modules $W(\lambda)$ for various $\lambda \in P^+$.

For any rational module $M$ we define its character as $ch(M) = \sum_{\mu \in P} (dim M_{\mu}) e^\mu \in Z[P]$, where $M_{\mu}$ denotes the weight space corresponding to the weight $\mu$.

The following result, which holds for any Chevalley group is usually called the Strong Linkage Principle. As it is stated below (namely for type $A$ groups), it is due to Carter and Lusztig ([CL]). The general case is due to Andersen ([A]).

**THEOREM 5 (Strong Linkage Principle; see [CL][A][J])** If $W(\lambda)$ and $W(\mu)$ are in the same block, then there exists a $w \in W_\mu$ such that $w(\lambda + \rho) = \mu + \rho$.

The following two facts are well known consequences of the Strong Linkage Principle.

1) for any $\lambda \in C$, the Weyl module $W(\lambda)$ is simple and its dual is again a Weyl module.

2) for any $\lambda, \mu \in C$ with $\lambda \neq \mu$, the Weyl modules $W(\lambda)$ and $W(\mu)$ are not in the same block.
By definition the fundamental weights of $GL_l(k)$ are the weights of the form $\omega_i = \epsilon_1 + \ldots + \epsilon_i$. If $V$ denotes the natural $l$-dimensional representation of $GL_l(k)$, then $W(\omega_i) \cong \wedge^i V$. The weights of $W(\omega_i)$ are all $W$-conjugated to $\omega_i$ and we have $|v(h_i)| \leq 1$ for any $i$, $0 \leq i \leq l$.

2. Tilting modules for $GL_l(k)$.

Set $G = GL_l(k)$. Recall that a finite dimensional rational $G$-module $M$ is tilting if $M$ and $M^*$ have a Weyl filtration.

**THEOREM 6** (Ringel [R], [D2])

(1) For any $\lambda \in P^+$ there exists a unique indecomposable tilting module $P(\lambda)$ which has $\lambda$ as a unique highest weight. Moreover $P(\lambda)_\lambda$ has dimension 1.

(2) Any tilting modules is a direct sum of $P(\lambda)$ and for $\lambda \neq \mu$, $P(\lambda)$ and $P(\mu)$ are not isomorphic.

The following lemma follows immediately from the fact that any tensor product of modules having a Weyl filtration has a Weyl filtration. For a reductive group of type $A$, this result is proved in [Wa]. For general reductive groups see ([D1], [M]).

**LEMMA 7** (see ([D2])) The tensor product of two tilting modules is tilting.

It is easy to prove that the dual $W(\lambda)^*$ of a Weyl module $W(\lambda)$ has a Weyl filtration if and only if $W(\lambda)$ is simple. Thus any simple Weyl module is tilting. So by Lemma 7 we get.

**COROLLARY 8** For any $N$, the $G$-module $V^\otimes N$ is tilting (where $V$ is the natural $l$-dimensional representation of $G$).

The following lemma is well-known. For example it is a very particular case of results in [B]. A quick proof can be found in [GM2].

**LEMMA 9** Let $A$ and $B$ be two rational $G$-modules. If $A$ is indecomposable and $\dim A$ is divisible by $p$, then any direct summand in $A \otimes B$ has dimension divisible by $p$.

**PROPOSITION 10.** Assume $l < p$. Let $\lambda \in P^+$.

(1) If $\lambda \in C$ then $P(\lambda) \cong W(\lambda)$ and $P(\lambda)$ is simple.

(2) If $\lambda \notin C_0$ then the dimension of $P(\lambda)$ is divisible by $p$.

Proof. Proof of (1): There is a filtration of $P(\lambda)$ whose subquotients are some $W(\mu)$. If $W(\mu)$ occurs as a subquotient then $\lambda - \mu$ is a linear combination of $\alpha_i$ with non-negative coefficients. Furthermore by the Strong
Linkage Principle, the weights $\mu + \rho$ and $\lambda + \rho$ are $W_\rho$-conjugated. As $\lambda \in C$ this implies $\lambda = \mu$. Moreover $W(\lambda)$ occurs only once and is simple.

Proof of (2): We will prove (2) by induction on $(\lambda + \rho)(h_0)$, starting with the case $\lambda + \rho(h_0) = p$. First if $\lambda + \rho(h_0) = p$, then $\lambda \in C$ and $P(\lambda) = W(\lambda)$. Its dimension is given by Weyl's formula, namely $\dim(W(\lambda)) = \prod_{\alpha \in \Delta^+} (\lambda + \rho)(h_\alpha)/\rho(h_\alpha)$ (where $\Delta^+ = \{\epsilon_i - \epsilon_j | i < j \}$ and for any $\alpha = \epsilon_i - \epsilon_j$ we set $h_\alpha = \epsilon_i^* - \epsilon_j^*$). Note that for any $\alpha \in \Delta^+$ we have $\rho(h_\alpha) < p$. Thus the denominator is prime to $p$. However the denominator is divisible by $p = (\lambda + \rho)(h_0)$. Thus $\dim P(\lambda)$ is divisible by $p$.

Next let $\lambda \in P^+$ with $\lambda + \rho(h_0) > p$. There is a fundamental weight $\omega$ such that $\lambda - \omega \in P^+$. By Ringel's theorem, $P(\lambda) \otimes P(\omega)$ contains $P(\lambda)$ as a direct summand. Note that $(\lambda - \omega)(h_0) = \lambda(h_0) - 1$. Thus by induction hypothesis $P(\lambda - \omega)$ has dimension divisible by $p$ and so is $P(\lambda)$ (Lemma 9). Q.E.D.

Let $\omega$ be a fundamental weight and set $\Omega(\omega) = \{W, \omega\}$ (viewed as a set without multiplicities). Recall that the weights of $W(\omega)$ are without multiplicities and are exactly those in $\Omega(\omega)$.

**Lemma 11.** For any $\lambda \in P^+$ we have $\text{ch}(W(\lambda) \otimes W(\omega)) = \sum \text{ch}(W(\lambda + \nu))$ where the sum runs over all $\nu \in \Omega(\omega)$ such that $\lambda + \nu \in P^+$.

**Proof.** Denote by $D : Z[P] \to Z[P]$ the linear operator defined by $De^\lambda = \chi_{\lambda + \rho}/\chi_{\rho}$ where $\chi_\mu = \sum_{w \in W} e^{w, \mu}$. Recall that we have

(i) $De^\lambda = \text{ch}(W(\lambda))$ for any $\lambda \in P^+$,

(ii) $D(AB) = (DA)B$ if $B$ is $W$-invariant.

(iii) $De^\lambda = 0$ if $\lambda(h_i) = -1$ for some $i \in \{1, ..., l\}$.

As $\omega$ is fundamental, we have $\nu(h_i) \geq -1$ for any $i$ and any $\nu \in \Omega(\omega)$. Thus we get that $\lambda + \nu$ is dominant or $(\lambda + \nu)(h_i) = -1$ for some $i \in \{1, ..., l\}$. Thus we get

$$\text{ch}(W(\lambda) \otimes W(\omega))$$

$$= D(e^\lambda) \cdot \text{ch}(W(\omega))$$

$$= D(e^\lambda) \cdot \text{ch}(W(\omega))$$

$$= \sum_{\nu \in \Omega(\omega)} D(e^{\lambda + \nu})$$

$$= \sum_{\nu \in \Omega(\omega)} D(e^{\lambda + \nu})$$

$$= \sum_{\nu \in \Omega(\omega), \lambda + \nu \in P^+} D(e^{\lambda + \nu})$$

$$= \sum_{\nu \in \Omega(\omega), \lambda + \nu \in P^+} \text{ch}(W(\lambda + \nu)).$$

**Lemma 12** Assume $l < p$. Let $\omega$ be a fundamental weight and let $\lambda \in P^+$.
(1) If $\lambda \in C^0$ then we have $W(\omega) \otimes W(\lambda) \simeq \sum W(\lambda + \nu)$ where the sum runs over all $\nu \in \Omega(\omega)$ such that $\lambda + \nu \in P^+$.

(2) If $\lambda \notin C^0$ then $W(\omega) \otimes P(\lambda)$ is a sum of tilting modules $P(\nu)$ where all $\nu$ are outside $C^0$.

Proof. Proof of (1): By Lemma 11, we have $ch(W(\lambda) \otimes W(\omega)) = \sum ch(W(\lambda+\nu))$ where the sum runs over all $\nu \in \Omega(\omega)$ such that $\lambda+\nu \in P^+$. For any such $\nu$, we have $\nu(h_0) \leq 1$ and $\lambda + \rho \in C$. Note that the tilting modules $P(\lambda + \nu) = W(\lambda + \nu)$ are simple and belongs to disjoint blocks. Thus the character identity corresponds to an isomorphism of $G$-modules.

Proof of (2): If $\lambda \in C^0$ then by Lemmas 7 and 9 and Proposition 10 all indecomposable summands of $W(\omega) \otimes P(\lambda)$ are tilting modules $P(\nu)$ with $\nu \notin C^0$. Q.E.D.

3. Modular representations of $\Sigma_N$.

Let $A$ be an associative algebra, let $M$ be a $A$-module of finite dimension and let $B$ be the commutant of $A$ in $M$. Let decompose the $A$-module $M$ into indecomposable modules

\begin{equation}
M = \sum_{\Lambda} m_\Lambda P(\Lambda),
\end{equation}

where $\Lambda$ runs over the set $J$ of all isomorphism classes of indecomposable direct summands of $M$. Then we have $B/rad(B) \simeq \oplus_{\Lambda} Mat(m_\Lambda)$. This allows to gives a natural bijection between the set $J$ and the set of irreducible $B$-modules. Denote by $E \mapsto E(\Lambda)$ this bijection. Note that $dimE(\Lambda) = m_\Lambda$.

Let $l, N$ be integers. Set $V = k^l$ and $M = V^\otimes N$. Let $A$ be the subalgebra of $End(M)$ generated by the action of $GL_l(k)$ on $M$. Recall that the commutant $B$ of $A$ is generated by the action of $\Sigma_N$ on $M$ (see [CL]).

Denote by $Pol_N$ the set of all weights $\lambda = \sum_{1 \leq i \leq l} m_i \epsilon_i$ such that $m_i \geq 0$ for all $i$ and $\sum_{1 \leq i \leq l} m_i = N$. Set $Pol_N^+ = P^+ \cap Pol_N$. Any weight of $M$ belongs to $Pol_N^+$. So by Theorem 6 and Corollary 8, any indecomposable summand of the $GL_l(k)$-module $M$ is of type $P(\lambda)$ with $\lambda \in Pol_N^+$ and there is an isomorphism

\begin{equation}
V^\otimes N \simeq \oplus_{\lambda \in Pol_N^+} m_\lambda P(\lambda).
\end{equation}

For any Young diagram $m : m_1 \geq m_2 \geq \ldots \geq m_l$ of size $N$, set $\lambda(m) = \sum m_i \epsilon_i$. Let $Y_{l,N}$ be the set of all Young diagrams $m$ of height $\leq l$ of size $N$. The map $Y_{l,N} \rightarrow Pol_N^+, m \mapsto \lambda(m)$ is a bijection. Thus the previous decomposition can be written as
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(3.3) \( M = \bigoplus_{m \in Y_{l,N}} m_{\lambda(m)} P(\lambda(m)). \)

By using the previous bijection between \( A \)-indecomposable summands of \( M \) and \( B \)-irreducible modules we can associate to any \( m \in Y_{l,N} \), such that \( P(\lambda(m)) \) occurs effectively in \( M \), a simple representation \( E_k(m) \) of \( \Sigma_N \). Moreover for \( m \in Y_{l,N} \) such that \( m_{\lambda(m)} = 0 \), we set \( E_k(m) = 0 \). We have \( \dim E_k(m) = m_{\lambda(m)}. \)

It is easy to prove that \( E_k(m) \) does not depend on \( l \). More precisely by adding or removing empty lines, one can consider \( m \) as a Young diagram of height \( \leq l \) for various values of \( l \). However the \( \Sigma_N \)-modules \( E_k(m) \) that one obtains as previously, by using the \( GL_l - \Sigma_N \) duality for various \( l \), are all isomorphic.

4. Proof of Theorem 2.

Let \( l \) be an integer. Set \( Pol^+ = \bigcup_{N \geq 0} Pol^+_N. \) The decomposition (3.2) allows us to define a multiplicity \( m_\lambda \) for any \( \lambda \in Pol^+. \)

**Lemma 13** Assume \( l < p \). Let \( N \geq 1 \) and \( \lambda \in C^0 \cap Pol^+_N. \) Then we have \( m_\lambda = \sum m_{\lambda - \epsilon_i} \), where the sum runs over all \( i \) such that \( \lambda - \epsilon_i \in C^0 \cap Pol^+_{N-1}. \)

**Proof.** The lemma follows by from Lemma 12.

**Proof of the Theorem 2 stated in the introduction.**

Let \( m \in Y_l(p). \) The assertions

(i) \( \lambda(m) \in C^0 \)

(ii) \( m_1 - m_l + l - 1 < p \)

are equivalent. Thus the dimension formula follows easily by induction from Lemma 11. To show that this dimension is \( \neq 0 \) it suffices to exhibit a path going from \( \emptyset \) to \( m \) inside \( Y_l(p). \) This is done by filling the first column, then the second one and so on.
EXAMPLE 14.
Assume now that \( p = l + 1 \) and let \( a, b \) be integers with \( 1 \leq b < p \). Let \( Y \) be the young diagram with \((a + 1)\) boxes on the first \( b \) lines and \( a \) boxes on the last \((l - b)\) lines. Set \( N = la + b \).

There is only one path from \( \emptyset \) to \( Y \) (the one described in the proof that \( \text{dim} \, E_k(m) \neq 0 \) for \( m \in Y_l(p) \)). Although \( Y \) is quite rectangular, the associated representation \( E_k(Y) \) has dimension 1. It is quite easy to prove that this representation is the signature representation of \( \Sigma_N \).

5. Conclusion: the oriented graph structure on \( Y_l \).
Let \( l \) be an integer. Set \( G = GL_l(k) \) and \( V = k^l \). For any \( \lambda, \nu \in \text{Pol}^+ \) define the multiplicity \( M_{\lambda, \nu} \) by the requirement \( V \otimes P(\nu) = \bigoplus_{\lambda} M_{\lambda, \nu} P(\lambda) \). Now we define an oriented graph structure on \( Y_l \) by requiring that the number of edges going from \( m \) to \( m' \) is precisely \( M_{\lambda(m), \lambda(m')} \).

We should notice that the multiplicities of the edges in \( Y_l \) depends on \( p \). However it is easy to prove that these multiplicities do not depend on \( l \). That is, for \( m, m' \in Y_l \) the number of edges going from \( m \) to \( m' \) in \( Y_l \) and \( Y_{l+1} \) are the same.

Thus the set of all Young diagrams with the previous structure of oriented graph will be denoted by \( Z(p) \) (note that the analogous graph in characteristic zero is without multiplicities and it is described in the introduction).

Proof of Theorem 3. The result follows by induction on the size of \( m \) and from the following identities:
1) \( \text{dim} \, E_k(m) = m_{\lambda(m)} \) (see section 3),
2) \( m_\lambda = \sum_\nu M_{\lambda,\nu} m_\nu \).

Very unfortunately, the question of computing all the tensor product multiplicities of tilting modules is still open (see [GM₂]). To give explicit formulas for the dimensions of irreducible representations of the symmetric groups, only a precise knowledge of multiplicities \( M_{\lambda,\nu} \) would suffice.
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