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I.

In applying least squares methods to fit the geometrically reconstructed tracks of a bubble chamber event into a kinematically reasonable hypothesis, i.e. to force the momentum four-vector-conservation for the point of interaction, difficulties arose in that some of the entry quantities defining the tracks were unmeasured or poorly defined. Generally one used one or more of the four constraint equations to determine the unknown variable(s) and modified the remaining equations accordingly. See the publications of the Alvarez Group, Berkeley, on this subject: UCRL 9097 (J.P. Berge, P.T. Solmitz, H.D. Taft) and MEMO 86 (J.P. Berge), dealing with the IHEP 704 - programme "GUTS."

It is possible to treat the problem in a more general form so that a computer programme will require only a very simple entry parameter to define which of the variables are measured and which have, hence, to enter the minimum function. This most general case will be treated in section V of this note. To get familiar with the matrix notation used and for completeness I have also described the simpler cases of fitting functions of unknowns to a series of single measurements (III) and of fitting
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measurements into constraints with no unknown variables (IV).
I wish to point out also that section V is but a known procedure.
The idea of this note is to present a condensed extract of what
can be found in various publications on statistics or least
squares methods.

II.

Definitions
Throughout this note the following notation is
used:

\[ m = (a, 1) \text{ matrix (a-vector) of measured variables} \]
\[ c = \text{a-vector of corrections to } m, \text{ so that } m + c \text{ satisfies} \]
the conditions required. The elements of \( c \) are assumed
to be normally (Gaussian) distributed, but not necessarily
without correlation.

\[ G_m^{-1} = (a, a) \text{ error matrix, where } (G_m^{-1})_{ii} \text{ (i-th element of the} \]
\[ \text{diagonal) stands for the variance of the i-th element of} \]
\[ m \text{ and } (G_m^{-1})_{ij} \text{ for the covariance of i-th and j-th element} \]
of \( m \). Generally \( G_k^{-1} \) stands for the error matrix of \( k \).
The inverse of an error matrix is called a weighting matrix.
Consider that by definition \( G_k^{-1} \) is symmetric.

\[ x = b \text{-vector of unknowns} \]
\[ \bar{x} = b \text{-vector of approximations for } x \]
\[ \Delta x = b \text{-vector of corrections for } \bar{x} \]
\[ f(m,x) = c \text{-vector of functions of } m \text{ and } x \]

\[ \frac{\partial f}{\partial m} = (c, a) \text{ matrix of partial derivatives, defined by } \frac{\partial f}{\partial m} = \]
\[ \frac{\partial f_i}{\partial m_j} \]

\( M = \text{function to be minimized} \)
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\( \alpha = \) c-vector of Lagrangean multipliers
\( \mathbf{I} = \) unit matrix of required dimensions

superscripts: \( \nu \) stands for iteration number
\( \mathbf{T} \) " matrix transpose
\( -1 \) " inversion

III.

The first problem to be considered is to fit a number of functions of unknowns to a series of measurements.

\[
f(x) = m + c \quad \text{(III.1)}
\]

We have the additional requirement

\[
M = \mathbf{c}^T \mathbf{G}_m \mathbf{c} = \text{minimum} \quad \text{(III.1a)}
\]

Assume we have approximations for the unknowns, so that we can expand

\[
f(\bar{x}) + \frac{\partial f}{\partial \bar{x}} \Delta x = m + c \quad \text{(III.2a)}
\]

we introduce \( A = \frac{\partial f}{\partial x} \) and \( r = f(\bar{x}) - m \) (residuals)

to get

\[
A \Delta x + r = c \quad \text{(III.2)}
\]

Introducing (2) into the minimum function we get

\[
M = (A \Delta x + r)^T \mathbf{G}_m (A \Delta x + r) \quad \text{(III.3)}
\]

Our requirement is to choose the \( \Delta x \) such that \( M \) is a minimum, i.e. \( \frac{\partial M}{\partial \Delta x} = 0 \) (b-zero vector). By definition of the differentiation symbol one obtains

\[
\frac{\partial M}{\partial \Delta x} = 2(A \Delta x + r)^T \mathbf{G}_m A = 0 \quad \text{(III.4)}
\]
which gives the solution

$$\Delta x = -(A^T G_m A)^{-1} A^T G_m r$$  \hspace{1cm} (III.5)$$

Using (III.2) one has the solution for \( c \). (III.1a) and (III.3) give an identity. After introducing (III.5) into (III.3) one can write

$$M = c^T G_m c = r^T G_m r + r^T G_m A \Delta x$$  \hspace{1cm} (III.6)$$

which is useful as a numerical check.

If \( f \) is linear, the expansion (III.2) is valid for any \( \bar{x} \) and one step will give final answers. If \( f \) contains one or more non-linear functions, the procedure is iterative and one obtains

$$\bar{x}^{\nu+1} = \bar{x}^{\nu} + \Delta x^{\nu+1}.$$  \hspace{1cm} (III.7)$$

After a suitable exit criterion has been satisfied, one obtains the error matrices for the fitted quantities by

$$G_x^{-1} = G_x^{-1} \frac{\partial \Delta x}{\partial m} = (\frac{\partial \Delta x}{\partial m})^T G_m^{-1} \frac{\partial \Delta x}{\partial m}$$

which is just the law of error propagation. Hence

$$G_x^{-1} = \left[(A^T G_m A)^{-1} A^T G_m \right] G_m^{-1} \left[(A^T G_m A)^{-1} A^T G_m \right]^T$$

$$G_x^{-1} = (A^T G_m A)^{-1}$$  \hspace{1cm} (III.7)$$

and accordingly with \( \frac{\partial(m + c)}{\partial m} = A \frac{\partial \Delta x}{\partial m} = A(A^T G_m A)^{-1} A^T G_m \)

$$G_{(m + c)}^{-1} = A(A^T G_m A)^{-1} A^T$$  \hspace{1cm} (III.8)$$

The number of degrees of freedom is \( a - b \).

IV.

Next we come to the procedure to fit a number of completely measured variables into a scheme of constraints without determination of one or more unmeasured quantities. Our starting equations now are
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\[ f(m + c) = 0 \quad (IV.1) \]

with the minimum condition
\[ M = c^T G_m c = \text{minimum} \quad (IV.1a) \]

we assume approximations for \( m + c \), namely \( m + \overline{c} \), which is necessary, if \( f \) is non-linear and the \( c \) are not negligible) and expand
\[ f(m + \overline{c}) + \frac{\partial f}{\partial (m + \overline{c})} (c - \overline{c}) = 0 \quad (IV.2a) \]

with \( B = \frac{\partial f}{\partial (m + \overline{c})} \) and \( r = f(m + \overline{c}) - B\overline{c} \)

we have
\[ Bc + r = 0 \quad (IV.2) \]

The usual procedure is now to introduce the Lagrangeian multipliers in \((IV.1a)\) and write
\[ M = c^T G_m c + 2\alpha^T (Bc + r) \quad (IV.3) \]

The requirement \( \frac{\partial M}{\partial \alpha} = 0 \) leads us to the expression
\[ c = - G_m^{-1} B^T \alpha \quad (IV.4) \]

which by introducing into \((IV.2)\) gives the solution
\[ \alpha = (B G_m^{-1} B^T)^{-1} r \quad (IV.5) \]

The \( M \)-identity now is reduced to
\[ M = c^T G_m c = \alpha^T \quad (IV.6) \]

The non-linearity in \( f \) requires iterative steps again and each step yields a \( \overline{c} P + 1 = - G_m^{-1} B^T \alpha \). \( \overline{c} = c \) is, of course, already a good approximation. The error matrix for the fitted quantities \( m + c \) is given by using the relation
\[ \frac{\partial (m + c)}{\partial m} = I - G_m^{-1} B^T \frac{\partial \alpha}{\partial m} \]
\[ = I - G_m^{-1} B^T (B G_m^{-1} B^T)^{-1} B \]
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(Since \( \frac{\partial x}{\partial m} = B \)) so that

\[
G^{-1}_{(m + c)} = G^{-1}_m - G^{-1}_m B^T (B G^{-1}_m B^T)^{-1} B G^{-1}_m \quad \text{(IV.7)}
\]

Note that \( G^{-1}_{(m + c)} \) is made up of \( G^{-1}_m - G^{-1}_c \), hence

\[
(G^{-1}_{(m + c)})_{ii} \leq (G^{-1}_m)_{ii}
\]

The number of degrees of freedom is \( c \).

V.

The extension to the most general case is now obvious. We assume a function of both the measured (fitted) and the unknown variables.

\[
f(x, m + c) = 0 \quad \text{(V.1)}
\]

For both types of variables approximations are known and we can again expand as in III and IV:

\[
f(\bar{x}, m + \bar{c}) + \frac{\partial f}{\partial x} \Delta x + \frac{\partial f}{\partial (m + \bar{c})} (c - \bar{c}) = 0 \quad \text{(V.2a)}
\]

which leads to our starting equations

\[
A \Delta x + B c + r = 0 \quad \text{(V.2)}
\]

with \( r = f(\bar{x}, m + \bar{c}) - B \bar{c} \), and \( A \) and \( B \) as in III and IV.

In addition we have the minimum condition

\[
M = c^T G_m c = \text{minimum} \quad \text{(V.1a)}
\]

Assuming first the \( \Delta x \) as known we get the case of section IV and using the formulae (IV.2) to (IV.5) we obtain

\[
M = c^T G_m c + 2 \alpha^T (A \Delta x + B c + r) \quad \text{(V.3)}
\]

\[
= c^T G_m c + 2 \alpha^T (B c + r')
\]
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\[ c = - G_m^{-1} B^T \alpha \]  \hspace{1cm} (V.4)

and
\[ \alpha = (B G_m^{-1} B^T)^{-1} r = (B G_m^{-1} B^T)^{-1} (A \Delta x + r) \]  \hspace{1cm} (V.5)

We define for convenience \( G_B^{-1} = B G_m^{-1} B^T \). \( G_B^{-1} \) is the error matrix for the elements of \( Bm \). Introducing our solution for \( \alpha \) (V.5) into (V.3) we get
\[ M = (A \Delta x + r)^T G_B (A \Delta x + r) \]  \hspace{1cm} (V.6)

and from now on we follow section III, equations (III.3) to (III.5) to obtain
\[ \frac{\partial M}{\partial \Delta x} = 2 (A \Delta x + r)^T G_B A = 0 \]  \hspace{1cm} (V.7)

and
\[ \Delta x = - (A^T G_B A)^{-1} A^T G_B r \]  \hspace{1cm} (V.8)

Thus the whole problem is solved. One first has to calculate both \( A \) and \( B \) and by some matrix multiplications the matrices \( G_m^{-1} B, G_B^{-1}, G_B A \) and \( A^T G_B A \). Starting at (V.8) one obtains first the \( \Delta x \) and then from (V.5) the \( \alpha \), and from (V.4) the \( c \).

The \( M \)-identity takes the form
\[ M = c^T G_m c = \alpha^T (A \Delta x + r) \]  \hspace{1cm} (V.9)

The requirements in the case of non-linear constraint equations are the same as in the previous sections.

Deriving finally the error matrices for the fitted \( x \) and \( m + c \) we obtain:
\[ \frac{\partial \Delta x}{\partial m} = - (A^T G_B A)^{-1} A^T G_B B \]

hence
\[ G_x^{-1} = G_m^{-1} \frac{\partial \Delta x}{\partial m} = (A^T G_B A)^{-1} \]  \hspace{1cm} (V.10)
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\[
\frac{\partial (m + c)}{\partial m} = I - G^{-1}_m B^T \frac{\partial g}{\partial m} \\
= I - G^{-1}_m B^T \left\{ G_B A \frac{\partial A}{\partial m} + G_B B \right\} \\
= I - G^{-1}_m B^T \left\{ -A(A^T G_B A)^{-1} A^T G_B B + B \right\}
\]

hence

\[
G^{-1}_B (m + c) = G^{-1}_m - G^{-1}_m B^T G_B B G^{-1}_m + G^{-1}_m B^T G_B A (A^T G_B A)^{-1} A^T G_B B G^{-1}_m 
\]

(V.11)

\[
= G^{-1}_m - G^{-1}_c
\]

Sometimes the error matrix for all adjusted quantities is required. The matrix of correlations between \((m + c)\) and \(x\) must then be calculated

\[
C(m + c), x = \left( \frac{\partial (m + c)}{\partial m} \right) G^{-1}_m \left( \frac{\partial x}{\partial m} \right)^T \\
= -G^{-1}_m B^T G_B A (A^T G_B A)^{-1}
\]

(V.12)

\(G^{-1}, G(m + c)\) and \(C(m + c), x\) (and \(C^T(m + c), x = C_x, (m + c)\)) together form the final error matrix. The number of degrees of freedom is \(c - b\). As can be seen, \(a\) is not the essential number for the determination of redundant information. There is, of course, the restriction that at least \(c\) out of the \(a\) measured quantities need to be linearly independent with respect to the constraints, to obtain a non-singular \(G^{-1}_B\).

VI.

Sections III and IV turn out to be just special cases of V. The case of section III is obtained by putting \(B = I\), and in the case of Section IV \(x\) is a \((0, 1)\) type vector respectively. All formulae derived in V become identical to those in III and IV under these assumptions.
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VII.

I come back to the application of the least squares method to the analysis of bubble chamber photographs, in particular to the fitting of geometrically reconstructed chamber tracks to the law of momentum and energy conservation at an interaction vertex. There are four constraints representing the conservation of the components of the momentum in a spatial cartesian coordinate system and the conservation of the total energy respectively. (The constraints, of course, can be formulated differently provided they are equivalent to the ones I mentioned). Each track is defined by 3 parameters, e.g. the momentum, the dip angle and the azimuthal angle. The choice of these parameters, however, will affect the results if the differences between measured and fitted quantities are not infinitely small. So in choosing them consideration should be given to how the tracks were obtained rather than to simplification of the analytical formulae.

In certain cases some of these parameters are not measurable and yet one wishes to fit the data on hand with a reduced number of degrees of freedom. Section V provides a means of treating such a case in a general way so that by a simple specification for each parameter (measured or unmeasured, single bit will do) the desired set of formulae will be applied. It is necessary to specify starting values for the unmeasured quantities, which, if badly determined, possibly can (other than in case of elimination) affect the convergence. But there is no need to branch inside the fit programme according to which quantities are measured or not. (Practically there is usually a necessity to branch, namely if the matrix routines used do not treat zero-columns properly or do not invert a $1 \times 1$ matrix).
The residuals and the matrix of derivatives can be formed as if one had to do with section III; only then the specifications for the parameters are tested and the derivatives are split up into those with respect to unmeasured quantities (matrix A in our notation) and the ones with respect to the measured ones (matrix B). Simultaneously one obtains, of course, the number of columns of each matrix which in our case can vary from 0 to 4 for A and from \((N - 4)\) to \(N\) for B \((N = \text{number of parameters involved} = 3 \times \text{number of tracks})\).

Apart from some data transfers this general l.s.f. method and the elimination method are identical in case of no unmeasured variables, so that there is only a negligible difference in computing time. With increasing number of unmeasured quantities one gains some time in case of elimination, as less equations have to be solved. Based on experience with an auto-code programme for the Ferranti Mercury computer one gains, expectedly, less time by the method outlined than by the elimination, but the crucial point is one still gains. The reduction in programming effort is considerable.
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