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Abstract

The UA1 Collaboration has recently improved its measurement of the beauty production cross-section by including explicit measurements of $b\bar{b}$ correlations. Using these data we have determined the strong coupling constant $\alpha_s$. The comparison of the measured cross-section for 2-body final states with $O(\alpha_s^3)$ QCD predictions yields a measurement of $\alpha_s(20 \text{ GeV}) = 0.145^{+0.012}_{-0.010\text{exp}-0.016\text{th}}$, corresponding to $\alpha_s(M_Z) = 0.113^{+0.007}_{-0.006\text{exp}-0.009\text{th}}$. This is the first theoretically well-defined measurement of $\alpha_s$ from a purely hadronic production process. Evaluating $\alpha_s$ from cross-sections at different $Q^2$-values we find that the running of $\alpha_s$ is needed for internal consistency of the UA1 data.
1 INTRODUCTION

Despite the fact that the theory of Quantum Chromodynamics (QCD) yields adequate qualitative and quantitative predictions of high $E_T$ jet, heavy-flavour, and single-photon production at hadron colliders, quantitative measurements of the parameters of this theory, e.g. the strong coupling constant $\alpha_s$, have been obtained mainly from QCD corrections to dominantly electroweak processes ($e^+e^-$-collisions, deep inelastic scattering, $p\bar{p} \rightarrow W + \text{jet}$) [1].

The lack of measurements of comparable precision from purely hadronic interactions had several reasons:

- The poorly defined initial state involving the convolution of two hadronic structure functions.
- Final-state fragmentation of the primary quarks and gluons resulting from the hard scattering process, and the difficulty of their separation from the fragmentation products of the spectator partons (underlying event).
- The complexity of the theoretical QCD predictions, especially for the calculation of contributions beyond leading order.

Early measurements of $\alpha_s$ from jet production at the CERN $p\bar{p}$ collider [2] were therefore only obtained up to a theoretically problematic K-factor. Here we exploit the considerable progress which has been made in all of these areas to present the first theoretically well-defined measurement of $\alpha_s$ from a purely hadronic production process. The beauty production processes considered in this analysis offer some particular advantages over other hadronic processes:

- A fully differential next-to-leading order ($O(\alpha_s^3)$) QCD prediction is available [3].
- The hard fragmentation of the rather massive $b$ quarks considerably reduces the uncertainty associated with jet fragmentation.
- The structure functions in the kinematic range used for this analysis are relatively well constrained.

We use these properties to extract a measurement of the strong coupling constant from the measured absolute beauty production cross-sections at the CERN $p\bar{p}$ collider. The results presented in this paper are the final update of an earlier preliminary result [4].

2 CROSS-SECTIONS FOR BEAUTY PRODUCTION

Cross-sections for beauty production at the CERN $p\bar{p}$ collider have been measured from a variety of $b\bar{b}$ production and decay processes [5, 6, 7]. A representative fraction of these $b$ quarks is detected in UA1 through their semileptonic decays, yielding high transverse momentum muons which are nonisolated, i.e. accompanied by hadrons from fragmentation and decay of the parent parton. Transverse momentum ($p_T$) is measured with respect to the beam axis. The UA1 detector is described elsewhere [8]. Muons are identified by their ability to penetrate more than 8 interaction lengths of material, leaving tracks in the outer muon chambers. Good efficiency is obtained for $p_T > 3$ GeV/$c$, and muon pseudorapidity acceptance extends up to $|\eta| = 2.3$ for dimuon events.

The strong correlation between the momenta of the original quark and the resulting decay muons allows a determination of the $b$ quark production cross-section from the measured muons alone, avoiding a complicated jet algorithm. The uncertainty due to the underlying event is therefore almost completely eliminated.
The hard fragmentation of $b$ quarks is well measured at $e^+e^-$ colliders and the resulting error on our measured cross-sections is small (6-12%). Branching ratios and decay kinematics are also known from $e^+e^-$ studies, and the considerable momentum smearing due to the semileptonic decay of B-hadrons is partially accounted for by measuring integrated rather than differential cross-sections as a function of $p_T$.

Finally, the study of dimuon events where the two muons originate from different quarks of a $b\bar{b}$ pair allows the measurement of $b\bar{b}$ correlations [7], and therefore the direct measurement of higher order contributions. Since the separation of lowest order and higher order contributions is an important ingredient of the $\alpha_s$ determination, the criterion used for this separation will now be considered in some detail.

While the leading order $O(\alpha_s^2)$ contributions produce back-to-back $b\bar{b}$ configurations ($\Delta\phi = 180^\circ$, where $\Delta\phi$ is the azimuthal angle difference between the two quarks), higher order processes can yield any $\Delta\phi$ value. For an approximate separation of the lowest and higher order contributions we introduce the concept of (quasi-)2-body and 3-body final states (Fig. 1) which we define as

$$\begin{align*}
\text{2-body final state} & \equiv \Delta\phi(b\bar{b}) > 150^\circ \\
\text{3-body final state} & \equiv \Delta\phi(b\bar{b}) < 150^\circ.
\end{align*}$$

![Figure 1: Some typical event configurations in the transverse plane.](image)

This phenomenological definition has several advantages:

- It is theoretically and experimentally well-defined.
- To lowest order, $\sigma_{LO} \equiv \sigma_{2\text{-body}}$, and the $O(\alpha_s^3)$ corrections to $\sigma_{2\text{-body}}$ are small and stable (Section 4).
- Only the direction of the heavy quark momenta in the laboratory system is needed. This is much easier to measure than the full momentum. Identification of other final-state partons, e.g. a gluon, is not explicitly required.
- The choice of $150^\circ$ for the separation is half way between the true 2-body configuration (back-to-back) and the typical 3-body ‘Mercedes’ configuration (Fig. 1). This choice is compatible with the UA1 $b$ quark angular resolution ($\sim 10-15^\circ$) [9].

The expected contributions of 2-body (3-body) final states to $b\bar{b}$ production at the CERN collider are about 60% (40%) respectively. A corresponding breakdown of the measured inclusive cross-sections into cross-sections for $b$ quarks from 2-body and 3-body
The reasons for the large expected next-to-leading order contributions are explained in Refs. [7, 10, 11]. In short, they are due to enhanced gluon splitting diagrams giving rise to 3-body topologies. In contrast, partial calculations of even higher orders show that the next-to-next-to-leading contributions yielding 4-body topologies are expected to be small [10].

Noting that, to the respective leading order, the measured 2-body and 3-body $b$ quark cross sections are proportional to specific powers of $\alpha_s$:

$$\sigma_{\text{2-body}} \sim \alpha_s^2$$

$$\sigma_{\text{3-body}} \sim \alpha_s^3$$

we can measure $\alpha_s$ from these cross-sections by fitting the theoretical QCD parameters.

![Figure 2: The single $b$ quark cross-section from dimuon events for all rapidities and $p_{Tb} > p_{Tb}^{\text{min}}$ in $p\bar{p}$ collisions at $\sqrt{s} = 630$ GeV [7]. The inclusive cross-section is separated into cross-sections for $b$ quarks from 2-body and 3-body final states. Only the $p_T$-dependent errors are shown. A global error of 28% has to be added to all data points. Also shown is the central $O(\alpha_s^3)$ prediction from Ref. [3], normalized to the data using a global factor which is well within the theoretical error.](image)

3 CHOICE OF THE STRUCTURE FUNCTIONS

To measure $\alpha_s$, or, equivalently, the QCD scale parameter $\Lambda$ from the absolute normalization of the measured $b$ production cross-sections, a good knowledge of the contributing structure functions (parton density functions) is essential. Next-to-leading order structure functions are needed for consistency with the $O(\alpha_s^3)$ QCD calculation. Since the
cross-sections in the $p_T^{\text{min}}$ range 6–15 GeV/c are dominated by gluon–gluon initial states we will focus on the gluon density functions in the following.
The uncertainties due to the choice of the structure functions can be broken down into two basic categories [12]:

- Errors due to lack of experimental knowledge of the input gluon distribution, especially at small $x$, which are correlated with errors on $\Lambda$.
- Errors due to uncertainties on the $\Lambda$ value used for the structure function evolution.

As a representative up-to-date structure function, we have chosen the set MRSD$^-$ [13], which is compatible with recent HERA data [14]. For a conservative estimate of the error due to the structure function choice, we use the ‘classic’ next-to-leading order sets DFLM 160,260,360 [15] and MRS 1,2,3 [16]. Figure 3 shows that these structure functions are a representative sample out of all possible choices [17], for both shape and normalization. Also, they are derived from deep inelastic scattering (DIS) only and are therefore independent of collider data.

![Figure 3](image)

Figure 3: The gluon density functions used in this analysis. Only the $x$ range relevant for heavy-flavour production at the CERN collider is shown. For each line style, the labels are ordered from top to bottom at $x = 0.03$. (a) The structure functions used in this analysis.
(b) The structure functions from (a) compared to all other available next-to-leading order (NLO) structure functions from Ref. [17]. The curve deviating from all others corresponds to an unphysical ‘valence gluon’ density function.
From a study using the special sets MRS B0 [12] we find that the gluon density functions at $Q = 20$ GeV are determined mainly by the choice of the input density functions at DIS energies, and only to a lesser extent by the variation of $\Lambda$ used for the $Q^2$ evolution. We also find that the predicted cross-section is about 5 times more sensitive to a variation of the external $\Lambda$ value explicitly appearing in the cross-section calculation than to the internal value used to generate the tabulated structure functions. This is to be expected from the analysis of the renormalization group equation for the cross-section. The structure functions (with their associated fixed $\Lambda$ value) and the $\Lambda$ used for the external $\alpha_s$ calculation are therefore varied independently. Since the fitted external $\Lambda$ values will turn out to be compatible with the internal ones to within 1 $\sigma$ in each case, the small error due to the inconsistency of the two $\Lambda$ values will be assumed to be contained in the band of different structure functions used.

4 CHOICE OF THE RENORMALIZATION AND FACTORIZATION SCALES

For finite-order QCD calculations, the predicted cross-sections depend on the chosen renormalization scheme, and on the reference scale chosen for the expansion of the parton-parton cross-sections (renormalization scale) and structure functions (factorization scale) in powers of $\alpha_s$. The so-called $\overline{\text{MS}}$ minimal subtraction scheme [18] is adopted in the calculations of Mangano, Nason, and Ridolfi (MNR) [3] relevant for this analysis, and the standard next-to-leading order expression [19] is used for the parametrization of $\alpha_s(Q^2)$ in terms of $\Lambda_{\overline{\text{MS}}}$. It is common practice to estimate the theoretical error due to uncalculated higher order corrections by varying these scales within physically sensible ranges. By separately varying the renormalization and factorization scales for the $b\bar{b}$ calculations in the relevant kinematic range, we find a positive correlation for the cross-section dependence on these two scales, and dominance of the renormalization scale variation. It is therefore safe to define only a single scale $\mu = \mu_{\text{ren}} = \mu_{\text{fact}}$, and to vary only this single scale. We adopt this simplifying procedure for all analyses described in this paper.

An example for the dependence of the QCD prediction for the 2-body and 3-body cross-sections on the choice of the renormalization/factorization scale $\mu$ is shown in Fig. 4. The $O(\alpha_s^3)$ corrections make the predicted 2-body cross-section fairly stable against scale variations, as expected for a next-to-leading order calculation. In contrast, the 3-body cross-section shows a very strong $\mu$ dependence, since it is effectively calculated to leading order only. $O(\alpha_s^4)$ calculations which would stabilize this behaviour are not currently available. For the inclusive cross-section, the large 3-body contribution also imposes a fairly strong $\mu$-scale dependence, suggesting a large theoretical error.

We will therefore use only the measured 2-body cross-sections for our main $\alpha_s$ determination. The inclusive and 3-body cross-sections will however yield an important cross-check of our result, and indicate that the result is stable against variations of the 2-body/3-body definition.

To estimate reasonable values for the choice of the renormalization/factorization scale, we use three different criteria:

- The ‘natural’ scale of the process, $\mu_0 = \sqrt{m_b^2 + p_T^2}$, introduced in [10]. This scale will also be used as a reference scale.
- The scale which leaves the leading order calculation unchanged when going to next-to-leading order, without adding new topologies. This corresponds to the requirement $\sigma_{2\text{-body}}(\mu) \simeq \sigma_{L0}(\mu)$ and suggests $\mu \simeq \mu_0/2$ (Fig. 4).
- The scale at which the cross-section is stable against small variations of $\mu$ ($d\sigma/d\mu = 0$). Applying it to the 2-body cross-section yields $\mu \simeq \mu_0/4$ (Fig. 4).

Considering that e.g. the measurement of jet shapes at CDF [20] favours a scale range $E_T/4 < \mu < E_T$, the values obtained look rather reasonable. We will hence use the range $\mu_0/4 < \mu < \mu_0$ for our $\alpha_s$ determination, corresponding to a variation in $\mu^2$ of a factor 16. This choice will further be validated by an independent fit to the data (Section 5).

To cope with uncertainties in the shape of the QCD prediction we introduce a more general parametrization of the reference scale of the form

$$\mu_0 = \sqrt{(k \times m_b)^2 + p_T^2}, \quad k = 1.0^{+0.50}_{-0.33}. \quad (4)$$

The additional $k$ parameter was introduced in an earlier analysis [7] for the extraction of the total $b\bar{b}$ cross-section from the data and mainly affects the shape of the cross-section prediction at low $p_T$. It allows the evaluation of the sensitivity to different linear combinations of $p_T$ and $m_b$ in the choice of $\mu_0$, and turns out to be only of minor importance for the $\alpha_s$ determination.

---

**Figure 4:** Scale dependence of the single $b$ quark cross-section for $p_{Tb} > 15$ GeV/$c$, evaluated at leading (LO) and next-to-leading (NLO) order using the calculations from Ref. [10, 3]. The NLO cross-section is separated into cross-sections for $b$ quarks from 2-body and 3-body final states.
5 THE MEASUREMENT OF $\alpha_s$

For our basic $\alpha_s$ measurement we use the four measured 2-body cross-sections of Fig. 2, yielding a combined experimental normalization error of 29%. Unfolding the structure function dependence, a fit of the $O(\alpha_s^2)$ QCD prediction to these data (shape and normalization) yields a direct measurement of $\alpha_s$ squared.

In summary, the theoretical parameters varied in the fit are:

- The QCD scale parameter $\Lambda^5_{\overline{MS}}$ (five active flavours) yielding the value of $\alpha_s$.
- The renormalization/factorization scale $\mu$ as discussed in Section 4. The fit is performed with the scale fixed to $\mu = \mu_0/4$, $\mu_0/2$, and $\mu_0$, respectively, taking the result for $\mu = \mu_0/2$ as the central value and the variation as the error. The shape parameter $k$ (see above) is constrained to $2/3 < k < 3/2$.  
- The $b$ quark mass $m_b$, constrained to the range $4.5 \text{ GeV}/c^2 < m_b < 5 \text{ GeV}/c^2$. The variation of $m_b$ is strongly correlated with the variation of $k$, but also affects phase space calculations and energy thresholds.
- The structure functions for the gluon and quark contents of the incoming protons and antiprotons as discussed in Section 3. The set MRSD—' [13] is used to obtain the central value. The fit is also performed separately for each of the DFLM and MRS structure functions discussed above, and the spread of the results is taken to be the error due to this source.

All these quantities are fitted simultaneously to the four measured 2-body cross-sections of Fig. 2 using the prediction of the $O(\alpha_s^2)$ QCD calculation [3] and accounting for correlations. The uncertainties on the fragmentation and decay of the $b$ quarks are contained in the experimental error associated to the measured $b$ quark cross-sections. From the results listed in Table 1 we obtain a measurement of the QCD scale parameter for five active flavours in the $\overline{MS}$ scheme

$$\alpha_s(20 \text{ GeV}) = 0.145 \pm 0.012$$

where the first error is dominated by the experimental normalization error, and the second arises from the strongly correlated parameters $k$ and $m_b$. The third error corresponds to the variation of the renormalization/factorization scale in the range $\mu_0/4 < \mu < \mu_0$, and the last error reflects the effect of the variation of the structure functions. Using the next-to-leading order formulas from [19] we obtain

$$\alpha_s(20 \text{ GeV}) = 0.145_{-0.010}^{+0.012}$$

The chosen scale of $(20 \text{ GeV})^2$ reflects the typical $Q^2$ of the $b\bar{b}$ data events. Combining the theoretical errors we obtain our final result

$$\alpha_s(M_Z) = 0.113_{-0.006}^{+0.007}$$

and $\alpha_s(20 \text{ GeV})^2$ reflects the typical $Q^2$ of the $b\bar{b}$ data events. Combining the theoretical errors we obtain our final result

$$\alpha_s(20 \text{ GeV}) = 0.145_{-0.010}^{+0.012}$$

The chosen scale of $(20 \text{ GeV})^2$ reflects the typical $Q^2$ of the $b\bar{b}$ data events. Combining the theoretical errors we obtain our final result

$$\alpha_s(M_Z) = 0.113_{-0.006}^{+0.007}$$

As a cross-check for the self-consistency of our $\alpha_s$ determination we also perform a combined fit of the 2-body and 3-body cross-sections (Table 2). The strong $\mu$ dependence of the 3-body cross-section allows an empirical fit of the preferred renormalization/factorization scale as a free parameter. Although theoretically less meaningful the
obtained result, \( \alpha_s(M_Z) = 0.113^{+0.009}_{-0.013} \), is fully consistent with the result of the 2-body fit. Furthermore, the fitted preferred scale

\[
\mu / \mu_0 = 0.5 \pm 0.2 \text{exp}(k, m_b, \Lambda -0.1_{\text{str.f}}.
\]

agrees with the range derived from independent theoretical arguments.

We consider this to be an important check of self-consistency. Furthermore the fit of the full (i.e. 2-body + 3-body) cross-section is partially equivalent to a ‘2-body’ fit with the angular threshold for the 2-body definition lowered from 150° to 0°. The fact that the result for \( \alpha_s \) remains almost unchanged for this extreme case also suggests the stability of the result against smaller variations of the 2-body/3-body angular threshold.

Table 1: Results of the \( \Lambda^5_{\overline{MS}} \) fit for different fixed scales \( \mu / \mu_0 \) (columns) and various sets of structure functions (rows) using the 2-body cross-sections only. The errors quoted in the column for \( \mu / \mu_0 = 0.5 \) include the errors due to all other parameters (\( k, m_b \) and experimental), and are dominated by the experimental error.

<table>
<thead>
<tr>
<th>Structure function</th>
<th>( \Lambda^5_{\overline{MS}} ) MeV for ( \mu / \mu_0 = 0.5 )</th>
<th>( \mu / \mu_0 = 0.25 )</th>
<th>( \mu / \mu_0 = 1.0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRSD –’</td>
<td>169^{+89}_{-59}</td>
<td>103</td>
<td>235</td>
</tr>
<tr>
<td>DFLM 160</td>
<td>104^{+62}_{-32}</td>
<td>71</td>
<td>188</td>
</tr>
<tr>
<td>DFLM 260</td>
<td>110^{+52}_{-32}</td>
<td>78</td>
<td>201</td>
</tr>
<tr>
<td>DFLM 360</td>
<td>130^{+91}_{-39}</td>
<td>91</td>
<td>227</td>
</tr>
<tr>
<td>MRS 1</td>
<td>117^{+117}_{-46}</td>
<td>65</td>
<td>234</td>
</tr>
<tr>
<td>MRS 2</td>
<td>110^{+234}_{-46}</td>
<td>65</td>
<td>273</td>
</tr>
<tr>
<td>MRS 3</td>
<td>214^{+360}_{-110}</td>
<td>91</td>
<td>344</td>
</tr>
</tbody>
</table>

Table 2: Results of the \( \Lambda^5_{\overline{MS}} \) fit for 2-body and 3-body cross-sections for different sets of structure functions. The errors on \( \Lambda^5_{\overline{MS}} \) include the error due to the free variation of \( \mu \), in addition to the errors mentioned in Table 1.

<table>
<thead>
<tr>
<th>Structure function</th>
<th>( \Lambda^5_{\overline{MS}} ) MeV</th>
<th>( \mu / \mu_0 )</th>
<th>( \chi^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRSD –’</td>
<td>173^{+92}_{-74}</td>
<td>0.46^{+0.24}_{-0.13}</td>
<td>6.3/6</td>
</tr>
<tr>
<td>DFLM 160</td>
<td>78^{+71}_{-26}</td>
<td>0.4^{+0.15}_{-0.1}</td>
<td>4.3/6</td>
</tr>
<tr>
<td>DFLM 260</td>
<td>84^{+71}_{-26}</td>
<td>0.4^{+0.15}_{-0.1}</td>
<td>4.5/6</td>
</tr>
<tr>
<td>DFLM 360</td>
<td>110^{+84}_{-39}</td>
<td>0.45^{+0.15}_{-0.1}</td>
<td>5.0/6</td>
</tr>
<tr>
<td>MRS 1</td>
<td>117^{+130}_{-58}</td>
<td>0.5^{+0.3}_{-0.15}</td>
<td>6.2/6</td>
</tr>
<tr>
<td>MRS 2</td>
<td>208^{+143}_{-117}</td>
<td>0.7^{+0.25}_{-0.25}</td>
<td>8.7/6</td>
</tr>
<tr>
<td>MRS 3</td>
<td>221^{+156}_{-130}</td>
<td>0.65^{+0.2}_{-0.25}</td>
<td>6.2/6</td>
</tr>
</tbody>
</table>
6 THE RUNNING OF $\alpha_s$

The running of $\alpha_s$, i.e. the shrinking of its value with increasing $Q^2$, is one of the main predictions of the theory of QCD. This prediction can be tested by comparing $\alpha_s$ measurements obtained at different $Q$ values. However, such a comparison usually involves the combination of very distinct data sets (e.g. tau-decay vs. $Z$-decay at LEP [1]) since most experiments only yield $\alpha_s$ measurements at single specific $Q$-values or corresponding narrow ranges.

Here, we study the running of $\alpha_s$ from the UA1 $b$ production data alone, fully exploiting the large measured $b$ quark $p_T$ range. To get a large enough lever arm we include all inclusive $b$ cross-section measurements from single muon events [6] extending up to $p_T^{\text{min}} = 48$ GeV/$c$. Furthermore we need separate measurements of $\alpha_s$ for each $p_T^{\text{min}}$ value.

To investigate the running of $\alpha_s$, we use the leading order formula for the $\alpha_s$ evolution

$$\alpha_s(Q) = \frac{\alpha_s(Q_0)}{1 + b_f \alpha_s(Q_0) \log(Q^2/Q_0^2)}$$  \hspace{1cm} (9)

with $b_f = \frac{11N_c - 2N_f}{12\pi}$, where $N_c$ is the number of colours and $N_f$ the number of flavours contributing to the QCD evolution. Instead of fixing $b_f$ to its standard QCD value of $b_{f_{\text{QCD}}} = 0.61$ (for $N_c = 3$ and $N_f = 5$), we leave this parameter free to be fitted from the data, together with the value of $\alpha_s(Q_0)$ choosing $Q_0 = 20$ GeV for the (arbitrary) reference scale.

Since for this study we are only interested in the shape parameter $b_f$ and since the absolute value of $\alpha_s(20 \text{ GeV})$ has already been determined earlier, the parameter $\alpha_s(Q_0)$ will be used only for the normalization to the data without a detailed consideration of its experimental and theoretical error.

Some new problems arise from this approach:

• Since it is not possible to determine the 2-body and 3-body fractions for the single muon measurements, the inclusive cross-sections have to be used for this study. Fortunately, the shape of the resulting $\alpha_s$ evolution turns out to remain almost unaffected by the strong $\mu$-dependence of this cross-section.

• An appropriate representative $Q$-value has to be chosen for the $\alpha_s$ determination from each data point. We choose to use a value corresponding to the minimum $Q$-value of the central hard scatter, $Q = 2 \times \sqrt{m_b^2 + P_T^{\text{min}}^2}$. A different choice would move all data points according to Eq. (9) with $b_f = b_{f_{\text{QCD}}}$. Since the result for $b_f$ will turn out to be consistent with $b_{f_{\text{QCD}}}$, it does not critically depend upon this choice.

• Since we are only interested in the shape parameter $b_f$ we use the $p_T$-dependent errors only, where available [7]. In the cases where several measurements exist for the same $p_T^{\text{min}}$ value we combine these measurements taking into account their correlations. However, we choose to ignore the residual correlations between the data points at different $p_T^{\text{min}}$ values. This is a conservative approach for the determination of the shape of the distribution.

• Since a single measurement does not yield enough degrees of freedom to perform a fit, we fix all other theoretical parameters to their central values and simply calculate the value of $\alpha_s$ needed to normalize the $O(\alpha_s^3)$ QCD prediction to the central value of each data point. The experimental error for each point is obtained by repeating the calculation for the 1 $\sigma$ upper and lower value of the cross-section,
and the theoretical error by a corresponding variation of each of the theoretical parameters involved.

An example of the result of this procedure is shown in Fig. 5.

Figure 5: The running of $\alpha_s$ from UA1 data. Shown are the results for $\alpha_s$ as a function of the effective scale $Q$ obtained from each $p_T^{\min}$ bin using the DFLM 260 structure functions, $\mu = 0.5 \mu_0$ with $\mu_0 = \sqrt{m_b^2 + p_T^{\min}_b^2}$ ($k = 1$), and $m_b = 4.75$ GeV/$c^2$ fixed. Also shown are curves obtained from a fit of the running parameter $b_f$ (continuous line, see text for details), a ‘best fit’ for the hypothesis of constant $\alpha_s$ (dotted line) and the standard QCD prediction for $\Lambda_{\overline{MS}}^{\text{bar}} = 130$ MeV (dash-dotted line), the other theoretical parameters being fixed as quoted above.

For this example it is clear that the fitted slope, $b_f = 0.74 \pm 0.16_{\text{exp}}$, is in good agreement with the QCD prediction, while the hypothesis of constant $\alpha_s$ ($b_f = 0$) is considerably disfavoured. The value of $\alpha_s(Q_0) = 0.136$ obtained from the normalization is consistent with the $\alpha_s$ values measured earlier. Varying all theoretical parameters as indicated in Table 3 and taking the average of the quoted structure functions\(^1\) yields the final result

$$b_f = \frac{11N_c - 2N_f}{12\pi} = 0.79 \pm 0.16_{\text{exp}} \pm 0.19_{\text{th}}. \quad (10)$$

This result is in good agreement with the QCD expectation $b_f = 0.61$ for 3 colours and 5 flavours, and disfavours a constant $\alpha_s$ by about 3 standard deviations.

A caveat has to be applied to the quantitative interpretation of this result because the running of $\alpha_s$ has already been used for the $Q^2$ evolution of the structure functions

---

\(^1\) Only DFLM 160 and 360, and MRS 1 and 3 have been used for this evaluation. MRS 2 has been excluded because it is somewhat disfavoured by the $\alpha_s$ analysis (Table 2) due to its extreme shape. It is also disfavoured by other data ([10] and references therein). In order not to give too much weight to the DFLM sets, the intermediate DFLM 260 set has also been omitted from the average.
involved. However, the use of a constant $\alpha_s$ value for this evolution would tend to increase the measured slope parameter $b_f$, and hence increase the inconsistency with the value $b_f = 0$. We therefore conclude that the running of $\alpha_s$ is needed for the internal consistency of the measured UA1 $b$ cross-sections in the framework of QCD.

Table 3: Theoretical error on $b_f$ (see text). The different contributions arising from individual sources are listed. In addition to the standard sources, an error due to the uncertainties on the $b$ quark definition (gluon resummation in cone of $\Delta R < 1$) for large $p_T^{\text{min}}$ is also included.

<table>
<thead>
<tr>
<th>Source</th>
<th>Range</th>
<th>Absolute error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure functions</td>
<td>DFLM 160,360, MRS 1,3</td>
<td>0.13</td>
</tr>
<tr>
<td>$A = \mu / \mu_0$</td>
<td>$0.25 &lt; A &lt; 1$</td>
<td>0.08</td>
</tr>
<tr>
<td>$k$ (shape of $\mu_0$)</td>
<td>$2/3 &lt; k &lt; 3/2$</td>
<td>0.07</td>
</tr>
<tr>
<td>$m_b$</td>
<td>$4.5 &lt; m_b &lt; 5.0$ GeV/$c^2$</td>
<td>0.05</td>
</tr>
<tr>
<td>$b$ quark definition</td>
<td>Uncertainty at large $p_T^{\text{min}}$ [9]</td>
<td>0.06</td>
</tr>
<tr>
<td>Combined</td>
<td></td>
<td>0.19</td>
</tr>
</tbody>
</table>

7 CONCLUSIONS

We use our most recent measurements of the beauty production cross-section and $b\bar{b}$-correlations [7] to extract a measurement of the strong coupling constant $\alpha_s$. The comparison of the measured cross-section for 2-body final states with $O(\alpha_s^3)$ QCD predictions yields

$$\alpha_s(20 \text{ GeV}) = 0.145^{+0.012}_{-0.010_{\text{exp}}} +0.013 -0.016_{\text{th}}$$

(11)

corresponding to $\alpha_s(M_Z) = 0.113^{+0.007}_{-0.006_{\text{exp}}} +0.008 -0.009_{\text{th}}$.

Extending the study to previous measurements [6] covering the full accessible $Q^2$ range, we conclude that the running of $\alpha_s$ is needed for internal consistency of the data in the framework of QCD, using UA1 data only.
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