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1 Introduction

Modern theory of fundamental interactions is Gauge Theory. Examples of gauge theories include:

- Einstein's theory of gravitation (1916);
- Weyl's formulation of electromagnetism (1919);
- Yang–Mills fields (1954):
  - electroweak theory (1967),
  - quantum chromodynamics (1972).

The key point in gauge theories is placed by the principle of local gauge invariance. The interactions are mediated by the gauge fields (photons, gluons, gravitons, ...) whose properties are conceptually different from those of the matter fields (leptons, quarks, ...). For this reason, gauge theories admit their own methods of non-perturbative investigation, which are not available in the standard quantum field theory (say, of self-interacting scalar or spinor fields).

These lecture notes contain a pedagogical introduction to modern methods of studying gauge theories. The main attention is paid to non-Abelian phase factors = Wilson loops, lattice gauge theories and 1/N-expansion of quantum chromodynamics.

We first introduce, in Section 2, Abelian and non-Abelian phase factors and show why they are observable in quantum theory. These phase factors, which are also referred to as the Wilson loops, are used throughout these lecture notes.

Sections 3-5 are devoted to lattice gauge theories which were proposed, in their modern form, in 1974 by Wilson [1] in connection with the problem of quark confinement in quantum chromodynamics (QCD).

Lattice gauge theories are a non-perturbative regularization of a gauge theory. The lattice formulation is a nontrivial definition of a gauge theory beyond perturbation theory. The problem of non-perturbative quantization of gauge fields is solved in a simple and elegant way on a lattice.

The use of the lattice formulation clarifies an analogy between quantum field theory and statistical mechanics. It offers a possibility to apply the non-perturbative methods, such as the strong coupling expansion or the numerical Monte Carlo method, to quantum chromodynamics and to other gauge theories, which provide an evidence for quark confinement.

However, the lattice in QCD is no more than an auxiliary tool to obtain results for the continuum limit. In order to pass to the continuum, the lattice spacing should be many times smaller than a characteristic scale of the strong interaction.

We describe the lattice formulation of gauge theories, and return to the continuum formulation from time to time when discussing the lattice approach. The point is that some ideas, e.g. about a possibility of reformulating gauge theories in terms of gauge invariant variables, which were originally introduced by Wilson [1] on a lattice, are applicable for the continuum theory as well.

Sections 6-8 are devoted to the method of the 1/N-expansion which is used in many physical problems, especially when fluctuations of scales of different orders of magnitude are essential, so that there is no small parameter which could simplify a study. A typical example is QCD where the effective coupling, describing strong interaction at a given distance, becomes large at large distances so that the interaction really becomes strong.

't Hooft [2] proposed in 1974 to use the dimensionality of the gauge group SU(N) as such a parameter, considering the number of colors, Nc = 3 in the real world, as a large number and performing an expansion in 1/Nc. The motivation was an expansion in the inverse number of field-components N in statistical mechanics where it is known as the 1/N-expansion, and is a standard method for non-perturbative investigations.

The expansion of QCD in the inverse number of colors rearranges diagrams of perturbation theory in a way which is consistent with a string picture of strong interaction, whose phenomenological consequences agree with experiment. The accuracy of the leading-order term, which is often called multicolor QCD or large-N QCD, is expected to be of the order of the ratios of meson widths to their masses, i.e. about 10–15%.

While QCD is simplified in the large-Nc limit, it is still not yet solved. Generically, it is a problem of infinite matrices, rather than of infinite vectors as in the theory of second-order phase transitions in statistical mechanics.

We show how the 1/N-expansion works for the O(N)-vector models and describe some applications to the four-Fermi interaction, the \( \sigma \) theory and the nonlinear sigma model. Then we concentrate on multicolor QCD.

I am indebted to Martin Gürtler for his help in preparing these lecture notes.
2 Phase factors

Modern theories of fundamental interactions are gauge theories. The principle of local gauge invariance was introduced by H. Weyl for electromagnetic interaction in analogy with general covariance in Einstein’s theory of gravitation. An extension to non-Abelian gauge groups was given by Yang and Mills [3].

A crucial role in gauge theories is played by the phase factor which is associated with a parallel transport in an external gauge field. The phase factors are observable in quantum theory, in contrast to the classical theory. For the electromagnetic field, this is known as the Aharonov–Bohm effect.

We first consider in this Section propagators in an external electromagnetic field and then introduce the matrix notation for the non-Abelian gauge fields and proper non-Abelian phase factors. Finally, we discuss the relation between observables in classical and quantum theories.

2.1 Propagators in external field

Let us consider a (quantum) particle propagating in a classical electromagnetic field. The standard way of introducing an external electromagnetic field is to substitute the (operator of the) four-momentum \( p^\mu \) by

\[
p^\mu \rightarrow p^\mu - ieA^\mu (x).
\]  

(2.1)

We shall deal throughout these lecture notes with the Euclidean space where \( x_4 = it \) and

\[
p_\mu = -i \partial_\mu \equiv \left( \begin{array}{cc} -i \partial_1 & - \partial_2 \\ - \partial_3 & -i \partial_4 \end{array} \right) \quad \text{Euclidean space}
\]  

(2.2)

for a free particle. In the presence of an electromagnetic field, \( \partial_\mu \) needs to be replaced by the covariant derivative

\[
\partial_\mu \rightarrow \nabla_\mu = \partial_\mu - ieA_\mu (x).
\]  

(2.3)

The path-integral representation for the propagator of a scalar particle in an external electromagnetic field is due to Feynman [4] and reads

\[
G(x, y; A) = \left\{ \frac{1}{\sqrt{-\nabla^2 + m^2}} \right\} x \]

\[
= \frac{1}{2} \int e^{-\frac{i}{\hbar}m^2} \int Dz(t) \ e^{-\frac{i}{\hbar} \int_0^t dt' \ A_\mu (x(t'))} \int D\varphi \ e^{i \int_0^t dt' \ A_\mu (x(t'))}.
\]  

(2.4)

Here the path integration is over all trajectories \( z_\mu (t) \) between the initial point \( x \) and the final point \( y \). The parameter \( \tau \) plays the role of a proper time during which the particle propagates from \( x \) to \( y \). Notice that the exponent is just the classical (Euclidean) action, in the proper-time parametrization, of a particle in the presence of an external electromagnetic field.

We can alternatively rewrite Eq. (2.4) as

\[
G(x, y; A) = \sum_{\alpha} e^{-\frac{i}{\hbar} \int_0^t dt' A_\mu (x(t'))} \int D\varphi \ e^{i \int_0^t dt' \ A_\mu (x(t'))}.
\]  

(2.5)

where we have included the free action in the definition of the sum over trajectories:

\[
\sum_{\Gamma_{\alpha}} = \sum_{\Gamma_{\alpha}} e^{-\frac{i}{\hbar} \int_{\Gamma_{\alpha}} d\sigma}.
\]  

(2.6)

and rewritten the (parametric invariant) integral over \( dt \) as the contour integral over

\[
d\tau = dt \ \dot{z}^\mu (t).
\]  

(2.7)

along the trajectory \( \Gamma_{\alpha} \).

Here \( \Gamma_{\alpha} \) stands for a trajectory as a geometric object, while \( z_\mu (t) \) is a function which describes a given trajectory in some parametrization \( t \). This function (but not the geometric object itself) depends on the choice of parametrization and changes under the reparametrization transformation

\[
t \rightarrow \sigma(t), \quad \frac{dt}{d\sigma} \geq 0,
\]  

(2.8)

with \( \sigma \) being a new parameter. A convenient parametrization is via the proper length of \( \Gamma_{\alpha} \).

The meaning of Eq. (2.5) is that the transition amplitude of a quantum particle in a classical electromagnetic field is the sum over paths of the Abelian phase factor

\[
U[\Gamma_{\alpha}] = e^{-\frac{i}{\hbar} \int_{\Gamma_{\alpha}} A_\mu (x(t'))}.
\]  

(2.9)

Under the gauge transformation

\[
A_\mu (z) \rightarrow A_\mu (z) + \frac{1}{e} \partial_\mu \alpha (z),
\]  

(2.10)

the Abelian phase factor transforms as

\[
U[\Gamma_{\alpha}] \rightarrow e^{i \alpha(y)} U[\Gamma_{\alpha}] e^{-i \alpha(x)}.
\]  

(2.11)

Noting that a wave function at the point \( x \) is transformed under the gauge transformation (2.10) as

\[
\varphi(x) \rightarrow e^{i \alpha(x)} \varphi(x),
\]  

(2.12)

we conclude that the phase factor is transformed as the product \( \varphi(y) \varphi(x) \):

\[
U[\Gamma_{\alpha}] \rightarrow e^{i \alpha(y)} \varphi(y) \varphi(x).
\]  

(2.13)
where "..." means literally that "transforms as ...".

As a consequence of Eqs. (2.11) and (2.12), a wave function at the point \( x \) transforms like one at the point \( y \) after multiplication by the phase factor:

\[
U[\Gamma_{yx}], \varphi(x) \overset{\text{def}}{=} \varphi(y),
\]

and analogously

\[
\varphi(y) U[\Gamma_{yx}] \overset{\text{def}}{=} \varphi(x).
\]

Equations (2.14) and (2.15) show that the phase factor plays the role of a parallel transporter in an electromagnetic field, and that in order to compare phases of a wave function at points \( x \) and \( y \), one should first make a parallel transport along some contour \( \Gamma_{yx} \). The result is, generally speaking, \( \Gamma \) dependent except when \( A_\mu(z) \) is a pure gauge. The sufficient and necessary condition for the phase factor to be \( \Gamma \) independent is the vanishing of the field strength, \( F_{\mu\nu}(z) \), which is a consequence of the Stokes theorem when applied to the Abelian phase factor.\(^1\)

Below we shall deal with determinants of various operators. Analogous to Eq. (2.4), one gets

\[
\ln \det D = \frac{1}{2} \int \frac{d\tau}{\tau} \text{Sp} \ln U[\Gamma_{\tau}, \tilde{\varphi}(\tau)] = \frac{1}{2} \int_0^\infty \frac{d\tau}{\tau} \int Dz \left( \varphi^* \varphi + \varphi \varphi^* - 2 \varphi \varphi^* \right)(z, \tau),
\]

where the path integral goes over trajectories which are closed due to the boundary condition \( \zeta_z(0) = \zeta_z(\tau) \). Equation (2.16) can be derived by using the formula

\[
\ln \det D = \text{Sp} \ln D,
\]

which relates the determinant and the trace of a Hermitian operator (or a matrix) \( D \).

The phase factor for a closed contour \( \Gamma \) enters Eq. (2.16). It describes a parallel transport along a closed loop, and is gauge invariant as a consequence of Eq. (2.11):

\[
\varphi(\tau) \overset{\text{def}}{=} \varphi(\tau),
\]

where

\[
\varphi(\tau) U[\Gamma_{\tau}, \tilde{\varphi}(\tau)] \overset{\text{def}}{=} \varphi(\tau).
\]

The quantity, which plays a crucial role in modern formulations of gauge theories, will be discussed in more detail below in this Section.

Remark on analogy with statistical mechanics

A formula of the type (2.16), which represents the trace of an operator via path integral over closed trajectories, is known as the Feynman-Kac formula. The terminology comes from statistical mechanics where the partition function (or equivalently the statistical sum) is given by the Boltzmann formula

\[
Z = \text{Sp} \ e^{-\beta H}
\]

(with \( \beta \) being the inverse temperature and \( H \) being the Hamiltonian) whose path-integral representation is of the type in Eq. (2.16). The expression which is integrated on the RHS of Eq. (2.16) over \( d\tau/d\tau \) is associated, in the statistical-mechanical language, with the partition function of a closed elastic string, whose energy is proportional to its length, and interacts with an external electromagnetic field. This shows an analogy between Euclidean quantum mechanics in \( d \)-dimensions and statistical mechanics in \( 1 \) (spatial)- and \( 1 \) (temporal)-dimensions whose time-dependence disappears, since nothing depends on time at equilibrium.

### 2.2 Gauge invariance

The principle of local gauge invariance deals with the gauge transformation of a matter field \( \psi \), which reads

\[
\psi(x) \overset{\text{def}}{=} \psi(x) = \Omega(x) \psi(x).
\]

Here \( \Omega(x) \in G \) with \( G \) being a semisimple Lie group which is called the gauge group \( (G = SU(3) \) for QCD). Equation (2.20) means that \( \psi \) belongs to the fundamental representation of \( G \).

We restrict ourselves to a unitary gauge group when

\[
\Omega^{-1}(x) = \Omega^\dagger(x),
\]

while an extension to other Lie groups is obvious. Then we have

\[
\psi(x) \overset{\text{def}}{=} \psi(x) = \psi(x) \Omega^\dagger(x).
\]

In analogy with QCD, the gauge group \( G = SU(N_c) \) is usually associated with \textit{color} while the proper index of \( \psi \) is called the color index.

The gauge transformation (2.20) of the matter field \( \psi \) can be compensated by a transformation of the non-Abelian gauge field \( A_\mu \), which belongs to the adjoint representation of \( G \):

\[
A_\mu(x) \overset{\text{def}}{=} A_\mu(x) = \Omega(x) A_\mu(x) \Omega^\dagger(x) - \Omega(x) \partial_\mu \Omega^\dagger(x).
\]

We have introduced in Eq. (2.23) the anti-Hermitian matrix \( A_\mu(x) \) with the elements

\[
[A_\mu(x)]^\nu = ig \sum_\sigma A_\sigma^\nu(x) [\tau_\sigma]_\mu^\nu.
\]

Here \( \tau_\sigma \) are the generators of \( G \) (\( a = 1, \ldots, N_c^2 - 1 \) for \( SU(N_c) \)) which are normalized so that

\[
\text{tr} \tau_\sigma \tau_\sigma = \frac{1}{2} \delta_\sigma^\rho,
\]

\( \delta_\sigma^\rho \) being the Kronecker delta.
where tr is the trace over the matrix indices $i$ and $j$, while $g$ is the gauge coupling constant. This normalization is due to historical reasons, in particular

$$ t^a = \frac{\sigma^a}{2} $$ \hspace{1cm} (2.26)

for the SU(2) group, with $\sigma^a$ being the Pauli matrices.

Equation (2.24) can be inverted to give

$$ t^a_{\mu}(x) = \frac{2}{ig} \text{tr} A_{\mu}(x) t^a. $$ \hspace{1cm} (2.27)

Substituting

$$ \Omega(x) = e^{i\alpha(x)}, $$ \hspace{1cm} (2.28)

we get for an infinitesimal $\alpha$:

$$ \delta A_{\mu}(x) \equiv \partial_{\mu} \alpha - [A_{\mu}, \alpha]. $$ \hspace{1cm} (2.29)

Here

$$ \nabla_{\mu}^{\text{adj}} \alpha \equiv \partial_{\mu} \alpha - [A_{\mu}, \alpha] $$ \hspace{1cm} (2.30)

is the covariant derivative in the adjoint representation of $G$ while

$$ \nabla_{\mu}^{\text{fund}} \psi \equiv \partial_{\mu} \psi - A_{\mu} \psi $$ \hspace{1cm} (2.31)

is the one in the fundamental representation. It is evident that

$$ \nabla_{\mu}^{\text{adj}} B(x) = [\nabla_{\mu}^{\text{fund}}, B(x)] $$ \hspace{1cm} (2.32)

where $B(x)$ is a matrix-valued function of $x$.

The QCD action reads in the matrix notation as

$$ S[A, \psi, \bar{\psi}] = \int d^4x \left[ \bar{\psi} \left( \partial_\mu - A_\mu \right) \psi + m \bar{\psi} \psi - \frac{1}{2g^2} \text{tr} F_{\mu\nu}^2 \right], $$ \hspace{1cm} (2.33)

where

$$ F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - [A_\mu, A_\nu] $$ \hspace{1cm} (2.34)

is the (anti-Hermitean) matrix of the non-Abelian field strength.

The action (2.33) is manifestly invariant under the local gauge transformation (2.20), (2.23) since

$$ F_{\mu\nu}(x) \xrightarrow{\delta} \Omega(x) F_{\mu\nu}(x) \Omega^\dagger(x) $$ \hspace{1cm} (2.35)

or

$$ \delta \mathcal{F}_{\mu\nu}(x) \equiv -i [\mathcal{F}_{\mu\nu}(x), \alpha(x)] $$ \hspace{1cm} (2.36)

for the infinitesimal gauge transformation.

The non-Abelian Maxwell equation and the Bianchi identity can be written in the matrix notation, respectively, as

$$ \nabla_{\mu}^{\text{adj}} \mathcal{F}_{\mu\nu} = 0 $$ \hspace{1cm} (2.37)

and

$$ \nabla_{\mu}^{\text{adj}} \hat{F}_{\mu} = 0, $$ \hspace{1cm} (2.38)

where the dual tensor is defined by

$$ \hat{F}_{\mu} \equiv \frac{1}{2} \varepsilon_{\mu\nu\lambda} F_{\nu\lambda}. $$ \hspace{1cm} (2.39)

Remark of first- and second-order formalisms

Rewriting Eq. (2.34) as

$$ F_{\mu\nu} = -i [\nabla_{\mu}^{\text{fund}}, \nabla_{\nu}^{\text{fund}}] $$ \hspace{1cm} (2.40)

and using Eq. (2.32), we represent the Bianchi identity as

$$ \varepsilon_{\mu\nu\lambda} [\nabla_{\lambda}^{\text{fund}}, [\nabla_{\mu}^{\text{fund}}, \nabla_{\nu}^{\text{fund}}]] = 0 $$ \hspace{1cm} (2.41)

which is obviously satisfied due to the Jacobi identity.

We have thus shown the well-known fact that the Bianchi identity is explicitly satisfied in the second-order formalism, where $F_{\mu\nu}$ is expressed via $A_{\mu}$ by virtue of Eq. (2.34). On the contrary, $A_{\mu}$ and $F_{\mu\nu}$ are considered as independent variables in the first-order formalism, where both equations (2.37) and (2.38) are essential. The concept of the first- and second-order formalisms comes from the theory of gravity.

2.3 Non-Abelian phase factors (definition)

In order to compare the phases of wave functions at distinct points, one needs a non-Abelian extension of the parallel transporter which was considered in Subsect. 2.1. The proper extension of the Abelian formula (2.9) is written as

$$ U[A_{\mu}] = e^{i \frac{1}{2} \int_0^{\tau_s} \text{tr} A_{\mu}(x) \text{d}t} $$ \hspace{1cm} (2.42)

While the matrices $A_{\mu}(x)$ do not commute, the path-ordered exponential on the RHS of Eq. (2.42) is unambiguously defined by the path-ordering prescription which is characterized
by the path-ordering operator $P$. This is obvious after rewriting the phase factor in an equivalent form

$$ P e^{i \int_{\gamma_{xy}} dt \mathcal{A}(t)} = P e^{\int_{\gamma_{xy}} dt \mathcal{A}(z(t))} \tag{2.43} $$

where the ordering is with respect to the parameter $t$.

Therefore, the path-ordered exponential in Eq. (2.42) is to be understood as

$$ U[\Gamma_{xy}] = \prod_{z = z_0}^{z_M} \left[ 1 + dt \frac{dz}{z} \mathcal{A}(z(t)) \right] \tag{2.44} $$

where the matrices are ordered from the right to the left with increasing $t$. Using Eq. (2.7), Eq. (2.44) can also be written as

$$ U[\Gamma_{xy}] = \prod_{z = z_0}^{z_M} \left[ 1 + dt \mathcal{A}(z) \right] \tag{2.45} $$

If the contour $\Gamma_{xy}$ is discretized by the line connecting $M + 1$ points $z_0 = x, z_1, \ldots, z_M = y$ (with $z_i - z_{i-1} = \epsilon$) as shown in Fig. 1, then the non-Abelian phase factor is approximated by

$$ U[\Gamma_{xy}] = \lim_{\epsilon \to 0} \prod_{z = z_0}^{z_M} \left[ 1 + (z - z_{i-1}) \rho \mathcal{A}(z) \right] \tag{2.46} $$

which obviously reproduces (2.45) in the limit $\epsilon \to 0$.

Notice that the non-Abelian phase factor (2.42) is, by construction, an element of the gauge group $G$ itself, while $\mathcal{A}$ belongs to the Lie algebra of $G$.

Let us use the notation

$$ \int_{\gamma_{xy}} dt \mathcal{A} \equiv \int_{\gamma_{xy}} dz \mathcal{A} \tag{2.47} $$

2 PHASE FACTORS

for the integral along the contour $\Gamma_{xy}$. By expanding the definition (2.42) of the non-Abelian phase factor in $\mathcal{A}$, we then write down an explicit formula

$$ P e^{i \int_{\gamma_{xy}} dt \mathcal{A}(z)} = \sum_{k = 0}^{\infty} \frac{i^k}{k!} \int_{\gamma_{xy}} dt \mathcal{A}(z) \cdots \mathcal{A}(z_1) \cdots \mathcal{A}(z_2) \mathcal{A}(z_1) \cdots \mathcal{A}(z_0) \tag{2.48} $$

For the Abelian case, when $\mathcal{A}(z)$ commute, Eq. (2.48) results in

$$ \int_{\gamma_{xy}} dz \mathcal{A}(z) \cdots \mathcal{A}(z_1) \cdots \mathcal{A}(z_2) \mathcal{A}(z_1) = \frac{1}{k!} \int_{\gamma_{xy}} dz \mathcal{A}(z)^k \tag{2.49} $$

so that the Abelian exponential of the contour integral is reproduced.

The non-Abelian phase factor emerges in a non-Abelian extension of Eq. (2.5), when the covariant derivative is in the fundamental representation of the gauge group. It reads

$$ G(x, y; A) \equiv \left( y \left| -\nabla_{\mu} \mathcal{A} + \frac{\delta_{\mu}}{\delta x} \right| x \right) = \sum_{i=1}^{n} P e^{i \int_{\gamma_{xy}} dt \mathcal{A}(z)} \tag{2.50} $$

where $\Sigma^i$ is defined by Eq. (2.6).

In order to write down an analogous formula for the adjoint representation, let us introduce

$$ \nabla^a_{\mu} = \partial_{\mu} \delta^{ab} - g f^{abc} A_{\mu}^c \tag{2.51} $$

with $f^{abc}$ being the structure constants of the gauge group. Then the Green function $G^{ab}(x, y; A)$ obeys

$$ \left( -\nabla^a_{\mu} \nabla^b_{\mu} + m^2 \delta^{ab} \right) G^{ab}(x, y; A) = \delta^{ab} \delta^0(x - y) \tag{2.52} $$

and we get

$$ G^{ab}(x, y; A) = \sum_{i=1}^{n} 2 \mp \delta^0 U[\Gamma_{xy}] U[\Gamma_{xy}] \tag{2.53} $$

where $U[\Gamma_{xy}]$ is given by Eq. (2.42).

Since matrices are rearranged in an inverse order under Hermitian conjugation, one has

$$ U[\Gamma_{xy}] U[\Gamma_{xy}] = U[\Gamma_{xy}] \tag{2.54} $$

In particular, the phase factors obey the backtracking condition

$$ U[\Gamma_{xy}] U[\Gamma_{xy}] = 1 \tag{2.55} $$

We have chosen $\mathcal{A}$ in the discretized phase factor (2.46) at the center of the $i$-th interval in order to satisfy Eq. (2.55) at finite $\epsilon$.

\footnote{The notation $\Gamma_{xy}$ means that the contour is oriented from $x$ to $y$ while $\Gamma_{yx}$ stands for the opposite orientation from $y$ to $x$. In the path-ordered product (2.45), these two contours result in the opposite orders of multiplying the matrices.}
2.4 Non-Abelian phase factors (properties)

Under the gauge transformation (2.23) the non-Abelian phase factor (2.42) transforms as

\[ U[\Gamma_{yz}] \xrightarrow{\xi_x} \Omega(y) U[\Gamma_{yz}] \Omega^\dagger(z). \tag{2.56} \]

This formula stems from the fact that

\[ [1 + dz^\mu A_\mu(z)] \xrightarrow{\xi_x} [1 + dz^\mu A_\mu(z)] \]
\[ \Omega(z + dz)[1 + dz^\mu A_\mu(z)] \Omega^\dagger(z) \tag{2.57} \]

under the gauge transformation, which can be proven by substituting Eq. (2.23), so that \( \Omega^\dagger(z) \) and \( \Omega(z) \) cancel in the definition (2.45) at the intermediate point \( z \).

One of the consequences of Eq. (2.56) is that \( \psi(z) \), transported by the matrix \( U[\Gamma_{yz}] \) to the point \( y \), transforms under the gauge transformation as \( \psi(y) \):

\[ U[\Gamma_{yz}] \psi(x) \xrightarrow{\xi_x} \psi(y), \tag{2.58} \]

and, analogously,

\[ \psi(y) U[\Gamma_{yz}] \xrightarrow{\xi_x} \psi(y). \tag{2.59} \]

Therefore, \( U[\Gamma_{yz}] \) is, indeed, a parallel transporter.

It follows from these formulas that \( \psi(y) U[\Gamma_{yz}] \psi(x) \) is gauge invariant:

\[ \psi(y) U[\Gamma_{yz}] \psi(x) \xrightarrow{\xi_x} \psi(y) U[\Gamma_{yz}] \psi(x). \tag{2.60} \]

Another consequence of Eq. (2.56) is that the trace of the phase factor for a closed contour \( \Gamma \) is gauge invariant:

\[ \operatorname{tr} P e^{\int_\gamma dz^\mu A_\mu(x)} \xrightarrow{\xi_x} \operatorname{tr} P e^{\int_\gamma dz^\mu A_\mu(x)}. \tag{2.61} \]

These properties of the non-Abelian phase factor are quite similar to those of the Abelian one which was considered in Subsect. 2.1.

The partial derivative of \( U[\Gamma_{yz}] \) with respect to either the initial point \( x \) or the final point \( y \) can easily be calculated. It is convenient to start from Eq. (2.46). Then only \( (z - x) \) in the last element of the product should be differentiated with respect to \( x \) or \( y \) \((x - y) \) in the first element of the product should be differentiated with respect to \( y \). As \( \epsilon \to 0 \), we get

\[ \frac{\partial}{\partial x_\mu} U[\Gamma_{yz}]_{\mu} = -P e^{\int_\gamma dz^\mu A_\mu(x)} A_\mu(x), \]
\[ \frac{\partial}{\partial y_\mu} U[\Gamma_{yz}]_{\mu} = \psi(y) P e^{\int_\gamma dz^\mu A_\mu(z)}. \tag{2.62} \]

These formulas are exactly the same as if one were to just differentiate the lower and upper limit in the path-ordered integral keeping in mind the ordering of matrices.
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\[ \Psi_{\mu} \]

Fig. 2. The rectangular loop \( \delta C_{\mathbb{R}} \), which is added to the contour \( \Gamma_{yz} \) at the intermediate point \( z \) in the \( \mu, \nu \)-plane.

One can rewrite Eq. (2.62) via the covariant derivatives as

\[ \Psi_{\mu} U[\Gamma_{yz}] = 0, \quad U[\Gamma_{yz}] \delta \Psi_{\mu}(x) = 0. \tag{2.63} \]

where \( \delta \Psi_{\mu} = \delta_{\mu} + A_\mu(x) \). It is the property of the parallel transporter which is annihilated by the covariant derivative.

The sufficient and necessary condition for the phase factor to be independent on a local variation of the path is the vanishing of \( F_{\mu\nu} \). In order to show this, let us add to \( \Gamma_{yz} \) at the point \( z \in \Gamma_{yz} \) an infinitesimal rectangular loop \( \delta C_{\mathbb{R}} \), which lies in the \( \mu, \nu \)-plane, as is depicted in Fig. 2. Then the variation of the phase factor is

\[ \delta U[\Gamma_{yz}] \equiv U[\Gamma_{yz}] \delta C_{\mathbb{R}} U[\Gamma_{yz}] = U[\Gamma_{yz}] F_{\mu\nu}(z) U[\Gamma_{yz}] \delta \Psi_{\mu}(z). \tag{2.64} \]

where \( \delta \Psi_{\mu}(z) = \delta z_\mu \wedge \delta z_\nu \) and the symbol \( \wedge \) implies antisymmetrization. We can rewrite Eq. (2.64) as

\[ \delta U[\Gamma_{yz}] = P U[\Gamma_{yz}] \delta \Psi_{\mu}(z) \tag{2.65} \]

since the \( P \)-product will automatically put \( F_{\mu\nu}(z) \) at the point \( z \) of the contour \( \Gamma_{yz} \).

Remark on analogy with differential geometry

The formulas of the type of Eq. (2.64) are well-known in differential geometry where the parallel transport around a small closed contour determines the curvature. Therefore, \( F_{\mu\nu} \) in Yang–Mills theory is the proper curvature in an internal color space while \( A_\mu \) is the connection.

A historical remark

An analog of the phase factors was first introduced by Weyl [5] in his attempt to describe gravitational and electromagnetic interaction of an electron on equal footing. What he did is associated in the modern language with the scale rather than gauge transformation,
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i.e. the vector potential was not multiplied by $i$ as in Eq. (2.9). This explains the term "gauge invariance" — meaning literally means fixing a scale. The factor of $i$ was inserted by London [6] after the creation of quantum mechanics and recognition of the fact that electromagnetic interaction corresponds to the freedom of a choice of the phase of a wave function and not with a scale transformation. However, the terminology was left.

### 2.5 Aharonov–Bohm effect

The simplest example of a gauge field is the electromagnetic field whose transversal components describe photons. Otherwise, the longitudinal components of the vector potential, which are changeable under the gauge transformation, are related to the phase of a wave function. i.e. permit to compare its values at different space-time points when an electron is placed in an external electromagnetic field.

As is well-known in quantum mechanics, the wave-function phase itself is unobservable. Only the phase differences are observable, e.g. via interference phenomena. For the electron in an electromagnetic field, the current (gauged) value of the phase of the wave function $\psi$ at the point $y$ is related, as is discussed in Subsect. 2.1, to its value at some reference point $x$ by the parallel transport which is given by Eq. (2.14). Therefore, the phase difference depends on the value of the phase factor for a given path $\Gamma_{yx}$ along which the parallel transport is performed.

It is essential that the phase factors are observable in quantum theory, contrary to classical theory. This is seen in the Aharonov–Bohm effect. The corresponding experiment is depicted schematically in Fig. 3.

Fig. 3: Principal scheme of the experiment which demonstrates the Aharonov–Bohm effect. Electrons do not pass inside the solenoid where the magnetic field is concentrated. Nevertheless, a phase difference arises between the electron beams passing through the two slits.

The interference picture changes with the value of electric current.

### 2.6 Aharonov–Bohm effect

It allows one to measure the phase difference between electrons passing through the two slits and, therefore, going across opposite sides of the solenoid. The line point is that magnetic field is nonvanishing only inside the solenoid where electrons do not penetrate. Hence the electrons pass throughout the region of space where the magnetic field strength vanishes! Nevertheless, the vector potential $A_\mu$ itself does not vanish which results in observable consequences.

The probability amplitude for an electron to propagate from the source at the point $x$ to the point $y$ at the interference plane is given by the Minkowski-space analog of Eq. (2.5):

$$\Psi(x, y) = \sum_{\Gamma_{yx}} e^{-i \int_{\Gamma_{yx}} A_\mu(x) dx^\mu}$$

where the contour $\Gamma_{yx}$ passes through the upper slit while the contour $\Gamma_{xy}$ passes through the lower one.

The intensity of the interference pattern is given by $|\Psi(x, y)|^2$ which contains, in particular, the term which is proportional to

$$e^{i \int_{\Gamma_{yx}} A_\mu(x) dx^\mu} e^{-i \int_{\Gamma_{xy}} A_\mu(y) dx^\mu}$$

where the closed contour $\Gamma$ is composed from $\Gamma_{yx}$ and $\Gamma_{xy}$. This is nothing but the phase factor associated with a parallel transport along the closed contour $\Gamma$.

For the given process this phase factor does not depend on the shape of $\Gamma_{yx}$ and $\Gamma_{xy}$. Applying the Stokes theorem, one gets

$$e^{i \int_{\Gamma} A_\mu(x) dx^\mu}$$

where $H$ is the magnetic flow through the solenoid. Therefore, the interference picture changes when $H$ changes.

### Remark on quantum vs. classical observables

A moral from the Aharonov–Bohm experiment is that the phase factors are observable in quantum theory while in classical theory only the electric and magnetic field strengths are observable. The vector potential plays, in classical theory, only an auxiliary role to determine the field strength.

For the non-Abelian gauge group $G = SU(N)$, a quark can alter its color under the parallel transport so the non-Abelian phase factor (2.42) is a unitary $N_t \times N$ matrix. A non-Abelian analogue of the quantity, which is measurable in the Aharonov–Bohm experiment, is the trace of the matrix of the parallel transport along a closed path. It is gauge invariant according to Eq. (2.61).

It looks suggestive to reformulate gauge theories entirely in terms of these observable quantities. How to do that will be explained in Sect. 8.

---

1. A detailed computation of the interference function for the Aharonov–Bohm experiment is contained, e.g., in the review by Kobe [7].
3 Gauge fields on a lattice

The modern formulation of non-Abelian lattice gauge theories is due to Wilson [1]. Independently, gauge theories were discussed on a lattice by Wegner [8] as a gauge invariant extension of the Ising model and in an unpublished work by A. Polyakov in 1974 which deals mostly with Abelian theories.

Placing gauge fields on a lattice provides, firstly, a non-perturbative regularization of ultraviolet divergencies. Secondly, the lattice formulation of QCD possesses some non-perturbative terms in addition to perturbation theory. A result of this is that one has a nontrivial definition of QCD beyond perturbation theory which guarantees confinement of quarks.

The lattice formulation of gauge theories deals with phase-factor like quantities, which are elements of the gauge group, and are natural variables for quantum gauge theories.

The gauge group on the lattice is compact therefore offering the possibility of non-perturbative quantization of gauge theories without fixing the gauge. The lattice quantization of gauge theories is performed in a way to preserve the compactness of the gauge group.

The continuum limit of lattice gauge theories is reproduced when the lattice spacing is many times smaller than a characteristic scale. This is achieved when the non-Abelian coupling constant tends to zero as it follows from the renormalization-group equation.

We consider in this Section the Euclidean formulation of lattice gauge theories. We first introduce the lattice terminology and discuss the action of lattice gauge theory at the classical level. Then, we quantize gauge fields on the lattice by the path-integral method, where the integration is over the invariant group measure. We explain Wilson’s criterion of confinement and demonstrate it by calculations in the strong-coupling limit. Finally, we discuss how to pass to the continuum limit of lattice gauge theories.

3.1 Sites, links, plaquettes and all that

The first step in constructing a lattice gauge theory is to approximate the continuous space by a discrete set of points — a lattice. In the Euclidean formulation, the lattice is introduced along all four coordinates, while the time is left continuous in the Hamiltonian approach.

We shall discuss only the Euclidean formulation of lattice gauge theories.

The lattice is defined as a set of points of the $d$-dimensional Euclidean space with the coordinates

$$x_\mu = n_\mu a,$$  \hspace{1cm} (3.1)

where the components of the vector $n_\mu = (n_1, n_2, \ldots, n_d)$

are integer numbers. The points (3.1) are called the lattice sites.

A Hamiltonian formulation of lattice gauge theories was developed by Kogut and Susskind [9].

- Fig. 4: Two-dimensional lattice with periodic boundary conditions. The sites labelled by the same numbers are identified. The lattice spacing equals $a$ while the spatial size of the lattice corresponds to $L_x = 6$ and $L_y = 4$.

- Fig. 5: A link of a lattice. The link connects the sites $x$ and $x + a\tilde{\mu}$.

The dimensional constant $a$, which is equal to the distance between the neighboring sites, is called the lattice spacing. Dimensional quantities are usually measured in the units of $a$, putting therefore $a = 1$.

A two-dimensional lattice is depicted in Fig. 4. A four-dimensional lattice for which the distances between sites are the same in all directions (as for the lattice in Fig. 4) is called the hypercubic lattice.

The next concept is the link of a lattice. A link is a line which connects two neighboring sites. A link is usually denoted by the letter $l$ and is characterized by the coordinate $x$ of its starting point and its direction $\mu = 1, \ldots, d$:

$$l = \{x, \mu\}. \hspace{1cm} (3.3)$$

The link $l$ connects sites with the coordinates $x$ and $x + a\tilde{\mu}$, where $\tilde{\mu}$ is a unit vector along the $\mu$-direction, as shown in Fig. 5. The lengths of all links are equal to $a$ for a hypercubic lattice.

The elementary square enclosed by four links is called the plaquette. A plaquette $p$ is specified by the coordinate $x$ of a site and by the two directions $\mu$ and $\nu$ along which it is built on:

$$p = \{x; \mu, \nu\}. \hspace{1cm} (3.4)$$

A plaquette is depicted in Fig. 6. The set of four links which bound the plaquette $p$ is
denoted as $\partial p$.

If the spatial size of the lattice is infinite, then the number of dynamical degrees of freedom is also infinite (but enumerable). In order to limit the number of degrees of freedom, one deals with a lattice which has finite size $L_1 \times L_2 \cdots \times L_d$ in all directions (see Fig. 4).

Usually, one imposes periodic boundary conditions to reduce finite-size effects which are due to the finite extent of the lattice. In other words, one identifies pairs of sites which lie on parallel bounding hyperplanes. Usually the sites with the coordinates $(0, n_2, \ldots, n_d)$ and $(L_1, n_2, \ldots, n_d)$ are identified and similarly along other axes.

The numbers of sites, links and plaquettes for a symmetric $(L_1 = L_2 = \ldots = L_d = L)$ hypercubic lattice with periodic boundary conditions are

$$N_v = L^d, \quad N_l = d L^d, \quad N_p = \frac{d(d - 1)}{2} L^d,$$

respectively.

### 3.2 Lattice formulation

The next step is to describe how matter fields and gauge fields are defined on a lattice.

A matter field, say a quark field, is attributed to the lattice sites. One can just think that a continuous field $\varphi(x)$ is approximated by its values at the lattice sites:

$$\varphi(x) \rightarrow \varphi_x.$$  \hspace{1cm} (3.6)

It is clear that, in order for the lattice field $\varphi_x$ to be a good approximation of a continuous field configuration $\varphi(x)$, the lattice spacing should be much smaller than a characteristic size of a given configuration. This is explained in Fig. 7.

The gauge field is attributed to the links of the lattice:

$$A_\mu(x) \rightarrow U_{\mu,\nu}.$$  \hspace{1cm} (3.7)

It looks natural since a link is characterized by a coordinate and a direction (see Eq. (3.3)) — the same as $A_\mu(x)$. Sometimes the notation $U_\mu(x)$ is alternatively used for $U_{\mu,\nu}$.

---

Fig. 6: A plaquette of a lattice. The plaquette boundary is made of four links.

Fig. 7: Description of continuum field configurations by lattices a) "coarse" and b) "fine". The lattice a) can represent the given continuum field configuration very roughly, while the lattice b) has the spacing which is small enough.

The link variable $U_{\mu,\nu}$ can be viewed as

$$U_{\mu,\nu} \rightarrow \mathbf{P} \int \prod_{x,a} d\omega \, A_\mu(x),$$

where the integral is along the link $\{x, \mu\}$. As $a \to 0$, this yields

$$U_{\mu,\nu} \rightarrow e^{\alpha A_\mu(x)},$$

so that $U_{\mu,\nu}$ is expressed via the exponential of the $\mu$-th component of the vector potential, say, at the center of the link to agree with Eq. (2.46).

Since the path-ordered integral in Eq. (3.8) depends on the orientation, the concept of the orientation of a given link arises. The same link, which connects the points $x$ and $x + a\hat{\nu}$, can be written either as $\{x, \mu\}$ or as $\{x + a\hat{\nu}, -\mu\}$. The orientation is positive for $\mu > 0$ in the former case (i.e., the same as the direction of the coordinate axis) and negative in the latter case.

We have assigned the link variable $U_{\mu,\nu}$ to links with positive orientations. The $U$-matrices which are assigned to links with negative orientations are given by

$$U_{\mu,\nu} \rightarrow U_{\mu,\nu}^\dagger.$$  \hspace{1cm} (3.10)

This is a one-link analog of Eq. (2.54).

It is clear from the relation (3.8) between the lattice and continuum gauge variables how to construct lattice analogues of the continuum phase factors — one should construct the contours from the links of the lattice.

An important role in the lattice formulation is played by the phase factor for the simplest closed contour on the lattice: the (oriented) boundary of a plaquette, as is shown in Fig. 8. The plaquette variable is composed from the link variables (3.8) as

$$U_{\mu,\nu} = U_{\mu,\nu} U_{\nu,\alpha} U_{\alpha,\mu} U_{\mu,\nu}.$$  \hspace{1cm} (3.11)

The link variable transforms under the gauge transformation, according to Eq. (2.56), as

$$U_{\mu,\nu} \rightarrow \Omega_{\mu,\nu} U_{\mu,\nu} \Omega_{\mu,\nu}^{-1}.$$  \hspace{1cm} (3.12)
where the matrix $\Omega$ is equal to the value of $\Omega(x)$ at the lattice site $x$. This defines the lattice gauge transformation.

The plaquette variable transforms under the lattice gauge transformation as

$$U_{ij} \rightarrow \Omega_{ij} U_{ij} \Omega_{ji}$$.

Therefore, its trace over the color indices is gauge invariant:

$$\text{tr} U_{ij} \rightarrow \text{tr} U_{ij}$$.

(3.14)

The invariance of the trace under the lattice gauge transformation is used in constructing an action of a lattice gauge theory. The simplest (Wilson) action is

$$S_{\text{lat}}[U] = \sum_p \left( 1 - \frac{1}{N_c} \text{Re} \text{tr} U_{ij} \right)$$.

(3.15)

The summation is over all the elementary plaquettes of the lattice (i.e., over all $x, \mu$, and $\nu$), regardless of their orientations.

Since a reversal of the orientation of the plaquette boundary results, according to Eq. (2.54), in complex conjugation:

$$\text{tr} U_{ij} \rightarrow \text{tr} U_{ij}^* = (\text{tr} U_{ij})^*$$.

(3.16)

one can rewrite the action (3.15) in the equivalent form

$$S_{\text{lat}}[U] = \frac{1}{2} \sum_{\text{oriented } p} \left( 1 - \frac{1}{N_c} \text{tr} U_{ij} \right)$$.

(3.17)

where the sum is also over the two possible orientations of the boundary of a given plaquette.

In the limit $a \rightarrow 0$, the lattice action (3.15) becomes in $d = 4$ the action of a continuum gauge theory. In order to show this, let us first note that

$$U_{ij} \rightarrow \exp \left[ a^2 F_{\mu
u}(x) + O(a^3) \right]$$.

(3.18)

where $F_{\mu
u}(x)$ is defined by Eq. (2.34).
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In the Abelian theory, the expansion (3.18) is easily found from the Stokes theorem. The commutator of $A_\mu(x)$ and $A_\nu(x)$, which arises in the non-Abelian case, complements the field strength to the non-Abelian one, as is ensured by the gauge invariance.

The transition to the continuum limit is performed by virtue of

$$a^2 \sum_p \frac{1}{N_c} \frac{1}{2} \int d^4 x \sum_{p,x}$$

(3.19)

Expanding the exponential on the RHS of Eq. (3.18) in $a$, we get

$$S_{\text{lat}} \rightarrow - \frac{1}{4N_c} \int d^4 x \sum_{p,x} \text{tr} F_{\mu\nu}(x)$$.

(3.20)

which coincides modulo a factor with the action of the continuum gauge theory.

**Remark on the naive continuum limit**

The limit $a \rightarrow 0$, when Eqs. (3.9) and (3.18) hold reproducing the continuum action (3.20), is called the naive continuum limit. It is assumed in the naive continuum limit that $A_\mu(x)$ is weakly fluctuating at neighboring lattice links. Fluctuations of the order of $1/a$ are not taken into account, since discontinuities of the vector potential in the continuum theory are usually associated with an infinite action.

Another subtlety with the naive continuum limit is that next order in $a$ terms of the expansion of the lattice action (3.15), say the term $\propto a^2 \text{tr} F^2$, are associated with non-renormalizable interactions and the smallness of $a^2$ can be compensated, in principle, by quadratic divergencies.

The actual continuum limit of lattice gauge theories is in fact very similar to the naive one modulo some finite renormalizations of the gauge coupling constant. The large fluctuations of $A_\mu(x)$ of the order of $1/a$ become frozen when passing to the continuum limit. How to pass to the continuum limit of lattice gauge theories is explained in Subsect. 3.7 below.

**Remark on ambiguities of the lattice action**

The Wilson action (3.15) is the simplest one which reproduces the continuum action in the naive continuum limit. One can alternatively use characters of $U_{ij}$ in other representations of $SU(N_c)$, e.g., in the adjoint representation

$$\chi_{adj}(U) = |\text{tr} U|^2 - 1$$.

(3.21)

to construct the lattice action.

The adjoint-representation lattice action reads

$$S_{\text{adj}}[U] = \sum_p \left( 1 - \frac{1}{N_c} |\text{tr} U_{ij}|^2 \right)$$.

(3.22)

The naive continuum limit will be the same as for the Wilson action (3.15).

$$
Moreover, one can define the lattice action as a mixture of the fundamental and adjoint representations [10, 11]:

\[
S_{\text{mixed}}[U] = \sum_p \left( 1 - \frac{1}{N_c} \text{Re} \text{tr} U_\phi \right) + \frac{\beta_1}{2} \sum_p \left( 1 - \frac{1}{N_c} |\text{tr} U_\phi|^2 \right). \tag{3.23}
\]

The ratio \(\beta_1/\beta\) is a constant \(\sim 1\) which does not affect the continuum limit. This action is called the \textit{mixed action}.

The lattice action (3.22) for \(N_c = 2\) is associated with the action of the SO(3) lattice gauge theory. Since algebras of the SU(2) and SO(3) groups coincide, these two gauge theories coincide in the continuum while they differ on the lattice.

One more possibility is to use the phase factor associated, say, with the boundary of two plaquettes having a common link, or the phase factors for more complicated closed contours of finite size on the lattice. These actions will also reproduce, in the naive continuum limit, the action of the continuum gauge theory.

The independence of the continuum limit of lattice gauge theories on the choice of lattice actions is called the \textit{universality}. We shall say more about this in the next Section when discussing renormalization group on the lattice.

### 3.3 The Haar measure

The partition function of a pure\(^7\) lattice gauge theory is defined by

\[
Z(\beta) = \int \mathcal{D}U \ e^{-S[U]}, \tag{3.24}
\]

where the action is given by Eq. (3.15).

This is an analog of a partition function in statistical mechanics at an inverse temperature \(\beta\) given by

\[
\beta = \frac{2N_c}{g^2}. \tag{3.25}
\]

This formula results from Eq. (3.20).

A subtle question is what is the measure \(dU_{\text{pure}}\) in Eq. (3.24). To preserve the gauge invariance at finite lattice spacing, the integration is over the \textit{Haar measure} which is an invariant group measure. Invariance of the Haar measure under multiplication by an arbitrary group element from the left or from the right:

\[
dU = d(UU) = d(UU'), \tag{3.26}
\]

guarantees the gauge invariance of the partition function (3.24).

This invariance of the Haar measure is crucial for the Wilson formulation of lattice gauge theories.

\(^7\)Here "pure" means without matter fields.
Remark on the lattice quantization

On a lattice of finite size, the integral over the gauge group in Eq. (3.32) is finite since the integration is over a compact group manifold, in contrast to the continuum case, where the volume of the gauge group is infinite. Therefore, the expression (3.32) is a constructive method for calculating averages of gauge invariant quantities, though the gauge is not fixed.

The gauge can be fixed on the lattice in the standard way by the Faddeev–Popov method. This procedure involves extracting a (finite) common factor, which equals to the volume of the gauge group, from the numerator and denominator on the RHS of Eq. (3.32). Therefore, the averages of gauge invariant quantities coincide for a fixed and unfixed gauge, while the average of a functional which is not gauge invariant vanishes when the gauge is not fixed.

The fixing of gauge is convenient (though not necessary) for calculations in a lattice perturbation theory. A Lorentz gauge can not be fixed, however, outside perturbation theory because of Gribov copies [12]. In contrast, the lattice path integral (3.32) with an unfixed gauge is a method of non-perturbative quantization.

A price for the compactness of the group manifold on the lattice is the presence of fluctuations $A_\mu(x) \sim 1/a$ which do not occur in the continuum (say, the values of the vector potential $A_\mu$ and $A_\mu \pm 2\pi/a\nu$ are identified for the Abelian $U(1)$ group). However, these fluctuations become unimportant when passing to the continuum limit.

3.4 Wilson loops

As is already mentioned in Subsect. 3.2, lattice phase factors are associated with contours which are drawn on the lattice.

In order to write down an explicit representation of the phase factor on the lattice via the link variables, let us specify the (lattice) contour $C$ by its initial point $x$ and by the directions (some of which may be negative) of the links which the contour is built of:

$$C = \{x; \mu_1, \ldots, \mu_n\}. \quad (3.33)$$

Then the lattice phase factor $U_C$ reads as

$$U_C = U_{x+\mu_1, \ldots + \mu_n} \cdots U_{x+\mu_1+\mu_2, \ldots + \mu_n}. \quad (3.34)$$

For the links with a negative direction it is again convenient to use Eq. (3.10).

A closed contour has $\mu_1 + \ldots + \mu_n = 0$. The trace of the phase factor for a closed contour, which is gauge invariant, is called the Wilson loop $W_C$.

The average of the Wilson loop is determined by the general formula (3.32) to be

$$W_C \equiv \frac{1}{N_c} \text{tr} U_C = Z^{-1}(\beta) \int d\lambda_\mu e^{-S_{0}(\lambda)} \frac{1}{N_c} \text{tr} U_C. \quad (3.35)$$

This average is often called the Wilson loop average.

A very important role in lattice gauge theories is played by the averages of the Wilson loops associated with rectangular contours. Such a contour lying in the $x, t$ plane is depicted in Fig. 9.

![Fig. 9: Rectangular loop of the size $R \times T$.](image)

This Wilson loop average is related for $T \gg R$ to the energy of the interaction of the static (i.e. infinitely heavy) quarks which are separated by the distance $R$ by the formula

$$W_{R,T} \equiv \frac{T}{\lambda} e^{-E_{\text{int}}(R,T)}. \quad (3.36)$$

Equation (3.36) can be derived by fixing the axial gauge $A_4 = 0$ where $U_{x,T} = 1$, so that only vertical segments of the rectangle in Fig. 9 contribute to $U_{R,T}$. Denoting

$$\Psi_i(z) = \left[ P e^{\int_0^z d\lambda_4 A_\lambda(z)} \right], \quad (3.37)$$

we then have

$$W_{R,T} = \left\langle \left( \frac{1}{N_c} \text{tr} \Psi_i(0) \Psi_i^+(T) \right) \right\rangle. \quad (3.38)$$

Inserting in the last equation a sum over a complete set of intermediate states

$$\sum_{n} |n\rangle \langle n| = 1, \quad (3.39)$$

we get

$$W_{R,T} = \sum_{n} \frac{1}{N_c} \text{tr} \left( \Psi_i(0) |n\rangle \langle n| \Psi_i^+(T) \right) = \sum_{n} \frac{1}{N_c} \langle \Psi_i(0) |n\rangle^2 e^{-E_{\text{int}}(R,T)} \quad (3.40)$$

where $E_n$ is the energy of the state $|n\rangle$. As $T \to \infty$, only the ground state with the lowest energy survives in the sum over states and we finally find

$$W_{R,T} \to \frac{T}{\lambda} e^{-E_{\text{int}}(\infty)}, \quad (3.41)$$

which results in Eq. (3.36).

Notice that nothing relies in this derivation on the lattice. Therefore, Eq. (3.36) holds for a rectangular loop in a continuum theory as well.

Equation (3.36) can also be understood as follows. Let us consider the Abelian case when the interaction is described by the Coulomb law. The contour integral can then be rewritten as the integral over the whole space

$$e \oint_C dz^\mu A_\mu(z) = \int_0^T dt^\mu J^\mu(x) A_\mu(x). \quad (3.42)$$
where
\[ J^\mu(x) = e \int_C dz^\mu \delta(\epsilon(x - z)) \]  
(3.43)
is a four-vector current of a classical particle moving along the trajectory \( C \) which is described by the function \( z_\mu(t) \).

It is clear that
\[- \ln W(C) = - \ln \left( e^{\int_C dz^\mu J_\mu(z)} \right) \]
(3.44)
determines a change of the action of the classical particle due to electromagnetic interaction in accordance with Eq. (3.36).

A similar interpretation of Eq. (3.36) in the non-Abelian case is somewhat more complicated. For a heavy particle moving along some trajectory in space-time, color degrees of freedom are quantum and easily respond to changes of the gauge field \( A_\mu(x) \), which interacts with them. Let us suppose that a quark and an antiquark are created at the same space-time point in some color state. Then this state must be singlet with respect to color (or colorless) since the average over the gauge field would vanish otherwise. When quarks are going away, their color changes from one point to another simultaneously with changing the color of the gauge field, in order for the system of the quarks plus the gauge field to remain colorless. Therefore, the averaging over the gauge field leads to an averaging over fluctuations of quark color degrees of freedom. \( E_0(R) \) in Eq. (3.36) is associated with the interaction energy averaged over color in this way.

**Remark on mass renormalization**

By definition, \( E_0(R) \) in Eq. (3.36) includes a renormalization of the mass of a heavy quark due to the interaction with the gauge field and which is thus independent of \( R \). To the first order in \( g^2 \), it is the same as in QED and reads
\[ \Delta E_{\text{mass}} = \frac{g^2}{4\pi} N_c \left( \frac{N_c^2 - 1}{2N_c} \right) \]
(3.45)
as \( a \to 0 \).

The potential energy of the interaction between the static quarks is therefore defined as the difference
\[ E(R) = E_0(R) - \Delta E_{\text{mass}}. \]
(3.46)

If \( g^2/4\pi a \) in \( \Delta E_{\text{mass}} \) did not become infinite as \( a \to 0 \), the term resulting from the mass renormalization would not have to be subtracted, since it simply changes the reference level for the potential energy.

### 3.5 Strong coupling expansion

We already mentioned in Subsect. 3.3 that the path integral (3.32) can be calculated by the lattice perturbation theory in \( g^2 \). As was pointed out by Wilson [1], there exists an alternative way of evaluating the same quantity on a lattice by an expansion in \( 1/g^2 \) or in \( J \) since they are related by Eq. (3.25). This expansion is called the **strong coupling expansion**. It is an analog of the high temperature expansion in statistical mechanics since \( J \) is an analog of an inverse temperature.

In order to perform the strong coupling expansion, we expand the exponential of the lattice action, say in Eq. (3.35), in \( J \). Then the problem is to calculate the integrals over the unitary group of the form
\[ I_{\mu_1 \nu_1, \mu_2 \nu_2, \cdots, \mu_N \nu_N}^{n_1, n_2, \cdots, n_N} = \int dU_U U_{\mu_1}^{n_1} \cdots U_{\nu_1}^{n_1} U_{\mu_2}^{n_2} \cdots U_{\nu_2}^{n_2} \cdots U_{\mu_N}^{n_N} \cdots U_{\nu_N}^{n_N} \]
(3.47)
where the Haar measure (given for SU(2) by Eq. (3.28)) is normalized by
\[ \int dU = 1. \]
(3.48)

It is clear from general arguments that the integral (3.47) is nonvanishing only if \( n = m \) (mod \( N_c \)), i.e. only if \( n = m + kN_c \) where \( k \) is integer.

For the simplest case \( m = 1 \), the answer can easily be found by using the unitarity of \( U \)'s and the orthogonality relation:
\[ \int dU U^*_i U^{\dagger i} = \frac{1}{N_c} \delta^a_i \delta^a_j. \]
(3.49)

The simplest Wilson loop average, which is nonvanishing in the strong coupling expansion, is the one for the loop which coincides with the boundary of a plaquette (see Fig. 8). It is called the plaquette average and is denoted as
\[ W_{\text{qp}} = \left( \frac{1}{N_c} \text{tr} U_{\text{qp}} \right). \]
(3.50)

In order to calculate the plaquette average to order \( J \), it is sufficient to retain only the terms \( O(J) \) in the expansion of the exponentials in Eq. (3.35):
\[ W_{\text{qp}} = \frac{\int \prod_{x \in \mathbb{Z}^2} dU_{x,x} \left( 1 + J \sum_{x \neq x'} \frac{1}{N_c} \text{tr} U_{x,x'} \right)}{\int \prod_{x \in \mathbb{Z}^2} dU_{x,x} \left( 1 + J \sum_{x \neq x'} \frac{1}{N_c} \text{tr} U_{x,x'} \right)} + O(J^2). \]
(3.51)

The group integration can then be performed remembering that
\[ \int dU_{x,x} U^*_{x,x'} U_{x',x} = \frac{1}{N_c} \delta_{x,x'} \delta_{x',x}. \]
(3.52)
at different links.
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Fig. 10: Boundaries of the plaquettes $p$ and $p'$ with the opposite orientations: $\partial p$ and $\partial p'$, respectively.

Using this property of the group integral in Eq. (3.51), we immediately see that the denominator is equal to one (each link is encountered no more than once), while the only nonvanishing contribution in the numerator is from the plaquette $p'$, which coincides with $p$ but has the opposite orientation as is depicted in Fig. 10.

It is convenient to use the graphic notations\footnote{A calculation of more complicated group integrals (3.47) in the graphic notations is discussed in the lectures by Wilson [13] and in the Chapter 8 of the book by Creutz [14]. An alternative way of calculating the group integrals by the character expansion is described in the review by Drouffe and Zuber [15].} for Eq. (3.49) at each link of $\partial p$:

\[
\int \frac{dU_{ijk}}{N_c} \propto \delta_1^i \delta_2^j \delta_3^k, \tag{3.53}
\]

where the semicircles are associated with the Kronecker deltas:

\[
\delta_1^i \delta_2^j = \delta_i^j. \tag{3.54}
\]

This notation is convenient since the lines which denote the deltas in the last equation can be associated with propagation of the color indices. Analogously a closed line represents the contracted delta, which is summed up over the color indices,

\[
\int \frac{dU_{ijk}}{N_c} \propto \delta_1^i \delta_2^j \delta_3^k = 1. \tag{3.55}
\]

Using the graphic representation (3.53) for each of the four links depicted in Fig. 10, we get

\[
f \prod_{r=1}^4 \frac{dU_{ijk}}{N_c} \text{tr} U_\alpha \text{tr} U_\alpha^\dagger = \frac{1}{N^2} \times \begin{array}{cc}
\circ & \circ \\
\circ & \circ 
\end{array} = 1, \tag{3.56}
\]

where the contracted Kronecker deltas are associated with the four sites of the plaquette.

The final answer for the plaquette average is

\[
W_{\partial p} = \frac{\beta}{2N^2_c} \quad \text{for SU}(N_c) \text{ with } N_c \geq 3,
\]
\[
W_{\partial p} = \frac{\beta}{4} \quad \text{for SU}(2), \tag{3.57}
\]

The result for SU(2) differs by a factor of $1/2$ because $\text{tr} U_{\alpha}$ is real for SU(2) so that the orientation of the plaquettes can be ignored.

The graphic representation (3.53) is useful for evaluating the leading order of the strong coupling expansion for more complicated loops. According to Eq. (3.52), a nonvanishing result emerges only when plaquettes, coming from the expansion of the exponentials of Eq. (3.35) in $\beta$, completely cover a surface enclosed by the given loop $C$ as is depicted in Fig. 11. In this case each link is encountered twice (or never), once in the positive direction and once in the negative direction, so that all the group integrals are nonvanishing. The leading order in $\beta$ corresponds to filling a minimal surface, whose area takes on the smallest possible value. This yields

\[
W_C = (W_{\partial p})^\text{area}(C), \tag{3.58}
\]

where $W_{\partial p}$ is given by Eq. (3.57) and $A_{\text{min}}(C)$ is the area (in units of $a^2$) of the minimal surface.

For the rectangular loop, which is depicted in Fig. 9, the minimal surface is just a piece of the plane bounded by the rectangle. Therefore, we get

\[
W_{R \times T} = (W_{\partial p})^{RT} \tag{3.59}
\]

to the leading order in $\beta$.

More complicated surfaces, which do not lie in the plane of the rectangle, will give the contribution to $W_C$ of the order of $\beta^{A_{\text{area}}}$. They are suppressed at small $\beta$ since their areas are larger than $A_{\text{min}}$.

3.6 Area law and confinement

The exponential dependence of the Wilson loop average on the area of the minimal surface (as in Eq. (3.58)) is called the area law. It is customarily assumed that if an area law holds for loops of large area in pure gluodynamics (i.e., in the pure SU(3) gauge theory) then quarks are confined. In other words, there are no physical (in) or (out) quark states. This is the essence of Wilson's confinement criterion. The argument is that physical amplitudes, e.g., the polarization operator, do not have quark singularities when the Wilson criterion is satisfied. I refer the reader to the well-written original paper by Wilson [1], where this point is clarified.
the gauge field between quarks would be distributed over the whole space as is depicted in Fig. 12b. The Wilson loop average would have the behavior

\[ W(C) \xrightarrow{\text{large } C} e^{-K_{\text{area}}(C)}, \]  

(3.64)

where \( L(C) \) stands for the length (or perimeter) of the closed contour \( C \).

This behavior of the Wilson loops is called the perimeter law. To each order of perturbation theory, it is the perimeter law (3.64), rather than the area law (3.60), that holds for the Wilson loop averages. A perimeter law corresponds to a potential which can not confine quarks.

Remark on the Creutz ratio

To distinguish between the area and perimeter law behavior of the Wilson loop averages, Creutz [16] proposed to consider the ratio

\[ \chi(I, J) = -\ln \frac{W_{I \times J} W_{(I-1) \times (J-1)}}{W_{I \times (J-1)} W_{(I-1) \times J}}, \]  

(3.65)

where \( W_{I \times J} \) is as before the average of a rectangular Wilson loop of the size \( I \times J \). The exponentials of the perimeter, which is equal to

\[ L(I \times J) = 2I + 2J, \]  

(3.66)

cancel out in the ratio (3.65). In particular, the mass renormalization (3.45) cancels out, which is essential for the continuum limit.

The Creutz ratio (3.65) has a meaning of a force of interaction between quarks, which can be seen by stretching the rectangle along the "temporal" axis (as is illustrated by Fig. 9). If the area law (3.60) holds for asymptotically large \( I \) and \( J \), then

\[ \chi(I, J) \xrightarrow{\text{large } I, J} a^2K, \]  

(3.67)

i.e. does not depend on \( I \) or \( J \) and coincides with the string tension. This property of the Creutz ratio was used for numerical calculations of the string tension.

3.7 Asymptotic scaling

Equation (3.62) establishes the relationship between values of the lattice spacing \( a \) and the coupling \( g^2 \) as follows. Let us set \( K \) to be equal to its experimental value

\[ K = \left(\frac{400 \text{ MeV}}{a} \right)^2 \approx 1 \text{ GeV/fm}. \]  

(3.68)

*This value results from the string model of hadrons where the slope of the Regge trajectory \( \alpha' \) and the string tension \( K \) are related by \( K = 1/2 \alpha' \). This formula holds even for a classical string. The slope \( \alpha' = 1 \text{ GeV}^{-2} \) say from the \( p \rightarrow A_2 \rightarrow g \) trajectory. A similar value of \( K \) is found from the description of mesons made out of heavy quarks by a nonrelativistic potential model.*
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Fig. 13: Dependence of the string tension on 1/g^2. The strong coupling formula (3.62) holds for small 1/g^2. The asymptotic scaling formula (3.69) sets in for large 1/g^2. Both formulas are not applicable in the intermediate region of 1/g^2 \approx 1 which is depicted by the dashed line.

Then the renormalizability prescribes that variations of \( a \), which plays the role of a lattice cutoff, and of the bare charge \( g^2 \) should be done simultaneously in order that \( K \) does not change.

Given Eq. (3.62), this procedure calls for \( a \to \infty \) as \( g^2 \to \infty \). In other words, the lattice spacing is large in the strong coupling limit, compared to 1 fm — the typical scale of the strong interaction. This is a situation of the type shown in Fig. 7a. Such a coarse lattice can not describe correctly the continuum limit and, in particular, the rotational symmetry.

In order to pass to the continuum, the lattice spacing \( a \) should be decreased to have a picture like that in Fig. 7b. Equation (3.62) shows that \( a \) decreases with decreasing \( g^2 \). However, this formula ceases to be applicable in the intermediate region of \( g^2 \sim 1 \) and, therefore, \( a \sim 1 \) fm.

The recipe for further decreasing of \( a \) is the same as in the strong coupling region: further decreasing of \( g^2 \). While no analytic formulas are available at intermediate values of \( g^2 \), the expected relation between \( a \) and \( g^2 \) for small \( g^2 \) is predicted by the known two-loop Gell-Mann–Low function of QCD.

For pure SU(3) gluodynamics, Eq. (3.62) is replaced at small \( g^2 \) by

\[ K = \text{const.} \cdot \frac{1}{a^2} \left( \frac{16\pi^2}{11g^2} \right) \exp \left( \frac{-a^2 g^2}{12\pi^2} \right). \]  

(3.69)

The exponential dependence of \( K \) on 1/g^2 is called asymptotic scaling. An asymptotic scaling sets in for some value of 1/g^2 as is depicted in Fig. 13. For such values of \( g^2 \), where an asymptotic scaling holds, the lattice gauge theory enjoys a continuum limit.

The knowledge of the two asymptotics says nothing about the behavior of \( a^2 K \) in the intermediate region of \( g^2 \sim 1 \). There can be either a smooth transition between these two regimes or a phase transition. Numerical methods were introduced to study this problem. Some of them are described in the next Section.

**Remark on dimensional transmutation**

The QCD action (2.33) does not contain a dimensional parameter of the order of hundreds MeV. The masses of the light quarks are of the order of a few MeV and can be disregarded. The only parameter of the action is the dimensionless bare coupling constant \( g^2 \). At the classical level, there is no way to get the dimensional parameter of the order of hundreds MeV.

In quantum theory, there is always a dimensional cutoff (like \( a \) for the lattice regularization). The renormalizability says that \( a \) and \( g^2 \) are not independent but are related by the Gell-Mann–Low equation

\[ \frac{a dq^2}{da} = B(q^2) \]  

(3.70)

whose RHS involves the Gell-Mann–Low function \( B(q^2) \) which is a function solely of \( q^2 \) — the bare charge. Equation (3.70) can be integrated to give the integration constant

\[ \Lambda_{\text{QCD}} = \frac{1}{a} \exp \left( -\int \frac{dq^2}{B(q^2)} \right) \]  

(3.71)

Up to now there was no difference between QCD and QED. The difference stems from the fact that the Gell-Mann–Low function \( B(q^2) \) is positive for QED and negative for QCD. In QED \( B(q^2) \) increases with decreasing \( q \), while in QCD \( B(q^2) \) decreases with decreasing \( q \). The latter behavior of the coupling constant is called asymptotic freedom. In both cases the Gell-Mann–Low function vanishes when the coupling constant tends to zero. Such values of the coupling constants where the Gell-Mann–Low function vanishes are called the fixed points. Since the infrared behavior of \( q^2 \) in QED is indistinguishable from the ultraviolet behavior of \( q^2 \) in QCD, the origin of an infrared-stable fixed point in QED and an ultraviolet-stable fixed point in QCD. In QED the fine-structure constant (\( \mu = 1/137 \)) is measurable in experiments, while in QCD the constant \( \Lambda_{\text{QCD}} \) is measurable.

This phenomenon of an appearance of a dimensional parameter in QCD, which remains finite in the limit of vanishing cutoff, is called dimensional transmutation. All observable dimensional quantities, say the string tension or hadron masses, are proportional to the corresponding powers of \( \Lambda_{\text{QCD}} \). Therefore, their dimensionless ratios, like the ratio of \( \sqrt{K} \) to hadron masses, are universal numbers which do not depend on \( g^2 \). The goal of a non-perturbative approach in QCD is to calculate these numbers but not the overall dimensional parameter.

**Remark on second-order phase transition**

It is usually said in statistical physics that continuum limits of a lattice system are reached at the points of second-order phase transitions when the correlation length becomes infinite.
in lattice units. This statement is in perfect agreement with what is said above about the continuum limit of lattice gauge theories.

A correlation length is given by a formula similar to Eq. (3.71):

\[ \xi \sim \lambda_{\text{QCD}} = \exp \left( \int \frac{dg^2}{B(g^2)} \right) \]  

(3.72)

The only chance for the RHS to diverge is to have a zero of the Gell-Mann-Low function \( B(g^2) \) at some fixed point \( g^2 = g^2_c \). Therefore, the bare coupling should approach the fixed-point value \( g^2_c \) to describe the continuum.

As we have discussed, \( B(0) = 0 \) for a non-Abelian gauge theory so that \( g^2_c = 0 \) is a fixed-point value of the coupling constant. Therefore, the continuum limit is associated with \( g^2 \to 0 \) as is said above.

4 LATTICE METHODS

4.1 Phase transitions

As is pointed out in the previous Section, analytic calculations of the string tension are available only in the strong coupling regime \( g^2 \to \infty \), while one needs \( g^2 \to 0 \) for the continuum limit. A question arises what happens with lattice systems when \( g^2 \) is decreased. In particular, does an actual picture of the dependence of the string tension on \( g^2 \) look like that in Fig. 13? We know from statistical mechanics that lattice systems can undergo phase transitions with changing the parameters, say the temperature, which completely alter macroscopic properties. A simplest example is that of a first-order phase transition which occurs in a teapot.

First-order phase transitions very often happen in the lattice gauge theories. They are usually seen as a discontinuity in the \( J(1/g^2) \) -dependence of the plaquette average (3.50) as is depicted in Fig. 14. The form of \( W_{\text{op}}(J) \) at small \( J \) is given to the leading order of the strong coupling expansion by Eq. (3.57), while at large \( J \) is prescribed by the lattice perturbation theory\(^{10}\) to be

\[ W_{\text{op}}(J) = 1 - \frac{d_{\text{op}}}{3d} + \mathcal{O}(J^{-2}). \]  

(4.1)

\(^{10}\)It is often called, for obvious reasons, the weak coupling expansion.
where \( d_c \) is the dimensionality of the gauge group \( (d_c = N_c^2 - 1 \text{ for SU}(N_c), \ d_c = N_c^2 \text{ for U}(N_c)) \) and \( d \) is the dimensionality of the lattice as before.

This behavior of the plaquette average is quite analogous to a dependence of the internal energy per unit volume (called the specific energy) in statistical systems. In order to see an analogy between the specific energy and \( (1 - W_p) \), let us remember that \( \beta \) is an analog of the inverse temperature and rewrite Eq. (3.50) as

\[
W_p(\beta) = 1 + \frac{1}{N_p \beta} \ln Z(\beta),
\]

where the partition function is given by Eq. (3.24) and the number of plaquettes \( N_p \) is an analog of the volume of a statistical system.

The first-order phase transitions of the type in Fig. 14 are usually harmless and are not associated with deconfinement. They are related with dynamics of some lattice degrees of freedom (say, with large fluctuations of the link variable \( U_{link} \) which occur independently at adjacent links) which do not affect the continuum limit and are called lattice artifacts. Moreover, these lattice degrees of freedom become frozen for \( \beta > \beta_c \) which is necessary for the continuum limit to exist. A brief description of some lattice artifacts and of the related phase transitions can be found in the Section 3 of the review article [23].

Another possibility for a lattice system is to undergo a second-order phase transition in analogy with spin systems. In this case \( W_p \) is continuous but the derivative \( \partial W_p / \partial \beta \) becomes infinite at the critical point \( \beta = \beta_c \) as is depicted in Fig. 15. Given Eq. (4.2), this derivative is to be considered as an analog of the specific heat of statistical systems. Its behavior at small and large \( \beta \) is governed by Eqs. (3.57) and (3.41), respectively.

Differentiating Eq. (3.50) with respect to \( \beta \) the derivative \( \partial W_p / \partial \beta \) can be expressed via the sum of the connected correlators:

\[
\frac{\partial W_p}{\partial \beta} = \frac{1}{2} \sum_{\text{oriented } p'} \left( \frac{1}{N_c} \text{tr} U_{p'} - \frac{1}{N_c} \text{tr} U_{p''} \right)_{\text{cns}}.
\]

This formula shows also that \( \partial W_p / \partial \beta \) is positive definite, since the RHS can be rewritten using translational invariance as

\[
\frac{1}{2} \sum_{\text{oriented } p'} \left( \frac{1}{N_c} \text{tr} U_{p'} - \frac{1}{N_c} \text{tr} U_{p''} \right)_{\text{cns}} = \frac{1}{4N_c} \left( \sum_{\text{oriented } p'} \frac{1}{N_c} \text{tr} U_{p'} \right)^2 - \frac{1}{2N_c} \left( \sum_{\text{oriented } p'} \frac{1}{N_c} \text{tr} U_{p'} \right)^2 \geq 0,
\]

where the equality is possible only for a Gaussian averaging, i.e. for a free theory. This repeats the standard proof of the positivity of specific heat in statistical mechanics.

Since each term of the sum in Eq. (4.3) is finite (remember that a trace of a unitary matrix takes on values between \( -N_c \) and \( N_c \)), the only possibility for the RHS to diverge is for the sum over plaquettes \( p'/p'' \) to diverge. This is possible only when long-range (in the units of the lattice spacing) correlations are essential or, in other words, the correlation length is infinite. Thus, we have once again reproduced the argument that the continuum limit of lattice theories is reached at the points of second-order phase transitions.

Such a second-order phase transition seems to occur in compact QED (i.e. the U(1) lattice gauge theory with fermions) at \( e_c^2 \sim 1 \). It is associated there with deconfinement of electrons. Electrons are confined for \( e^2 > e_c^2 \), similar to quarks in the lattice QCD, and are liberated for \( e^2 < e_c^2 \). The interaction potential looks like that of Fig. 12b for \( e^2 < e_c^2 \) and like that of Fig. 12c in the confinement region \( e^2 > e_c^2 \). In order to reach the continuum limit with deconfined electrons, the bare charge \( e^2 \) should be chosen slightly below the critical value. Then the renormalized physical charge can be made as small as the experimental value \( (\alpha = 1/137) \) according to the renormalization group arguments which are presented in the Remarks to Subsect 3.7.

The nature of the phase transition in a four-dimensional compact U(1) lattice gauge theory without fermions was investigated by numerical methods. While the very first paper [24] indicated that the phase transition is of second order, some more advanced recent investigations say that it may be weakly first order (see, e.g., the talks at the Lattice Conference [25]).

\[\footnote{The latter statement is not quite correct due to the possibility of creating electron-positron pairs out of vacuum.}\]
Part 2.7). Anyway, we need fermions which usually weaken a phase transition that happens in a pure lattice gauge theory.

There are no indications that a second-order phase transition occurs in non-Abelian pure lattice gauge theories at intermediate values of $\beta$. This very strongly supports a behavior of the string tension of the type depicted in Fig. 13. The second-order phase transition occurs in four dimensions at $\beta = \infty$ (or $g^2 = 0$) according to the general arguments of Subsect. 3.7, which is necessary for the continuum limit to exist.

**Remark on confinement in $4 + \epsilon$ dimensions**

In $4 + \epsilon$ dimensions ($\epsilon > 0$), a second-order deconfining phase transition always occurs in non-Abelian pure lattice gauge theories at some finite value of $\beta < \infty$ (or $g^2 > 0$). The case of $\epsilon \ll 1$ can be considered analogous to the $\epsilon$-expansion in statistical mechanics [26]. An ultraviolet-stable fixed point now exists at $g^2 \sim \epsilon$ since the theory is asymptotically free in $d = 4$. This phase transition is associated with deconfinement quite analogously to compact QED in $d = 4$.

**4.2 Mean-field method**

The idea to apply the mean-field method, which is widely used in statistical systems, to study phase transitions in the lattice gauge theories was proposed by Wilson [1] and first implemented for Abelian theories by Balitski, Drouffe and Itzykson [17]. A mean field usually works well when there are many neighbor degrees of freedom, interacting with a given one.

In the simplest version of the mean-field method, the link variable $U_{x,a}$ is replaced by the mean-field value $m$ everywhere but at a given link (see Fig. 15) at which the self-consistency condition:

$$\langle [U_{x,a}]^0 \rangle_0 = m \delta^{ij}$$

is imposed.
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*Fig. 15:* Graphic representation of the self-consistency condition (4.7). The link variables are replaced by $m \cdot 1$ at all links except for a given one denoted by the bold line.
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*Fig. 17:* Typical behavior of the solutions of the self-consistency equation (4.7). The only solution with $m = 0$ exists for $\beta < \beta_c$. Two more solutions appear for $\beta > \beta_c$. The one depicted by the dashed line is unstable. The actual value of $m$ versus $\beta$ is depicted by the bold lines. A first-order phase transition is associated with $\beta = \beta_c$.

The average on the LHS of Eq. (4.5) is calculated with the action which is obtained from (3.15) by the substitution of $m \cdot 1$ for all the link variables (or their Hermitian conjugate) except at the given link. Since the given link enters $2(d - 1)$ plaquettes, the average on the LHS of Eq. (4.5) is to be calculated with the action

$$S_p[U] = 2(d - 1) m^2 \text{Tr} U_{x,a} + \text{const}.$$ (4.6)

Therefore, the self-consistency condition (4.5) can be written by the substitution of the mean-field ansatz into the lattice partition function (3.24) as

$$\frac{\int dU e^{i S_p[U] + \frac{1}{N_f} \text{Tr} U}}{\int dU e^{i S_p[U]}} = m \quad (4.7)$$

with

$$\tilde{\beta} = 2(d - 1) m^2 \frac{\beta}{N_f^2}.$$ (4.8)

The meaning of Eq. (4.7) is very simple: the average of the trace of the link variable at the given link should coincide with $m$ which is substituted for all other links of the lattice.

In order to verify whether the self-consistency condition (4.7) admits nontrivial solutions, one should first calculate the group integral on the LHS and then solve the self-consistency equation for $m$ versus $\beta$. A typical behavior of the solution is depicted in Fig. 17. For all values of $\beta$, there exists a trivial solution $m = 0$ which is associated with no mean field. At some value $\beta_c$, two more solutions of the self-consistency equation appear. The upper of them is associated with positive specific heat while the lower one corresponds to negative one. This can be seen by noting that

$$W_{op} = m^4$$ (4.9)

in the mean-field approximation which follows from the substitution of the link variables in the definition (3.50) by the mean-field values. This nontrivial solution is preferred for $\beta > \beta_c$. 
since the partition function for it is larger (or the free energy is smaller) than for the \( m = 0 \) solution. The value of \( \beta \) is often associated with the point of a first-order phase transition.

The mean-field method in such a simple form was first applied to non-Abelian lattice gauge theories in Ref. [27, 28]. For the cases when a first-order phase transition occurs (say, for the SU(2) groups with \( N_c > 3 \) or for the SO(3) group), agreement with numerically calculated positions of the phase transitions is remarkable.

### 4.3 Mean-field method (variational)

There are some puzzles with the simplest mean-field ansatz described above. First of all, the average value of the link variable \( U_{x,a} \) in a lattice gauge theory must vanish due to the gauge invariance (remember that \( U_{x,a} \) changes under the gauge transformation according to Eq. (3.12) while the action and the measure are gauge invariant). This is in accordance with Elitzur's theorem [29] which says that a local gauge symmetry cannot be spontaneously broken, so that any order parameter for phase transitions in lattice gauge theories must be gauge invariant.

A way out is to reformulate the mean-field method in lattice gauge theories as a variational method [17] which is similar to that proposed by R. Peierls in thirties. It is based on Jensen's inequality\(^\text{12}\)

\[
\langle e^{f} \rangle_0 \geq e^{\langle f \rangle_0}
\]

(4.10)

which is due to the convexity of the exponential function, where \( \langle \ldots \rangle_0 \) means averaging with respect to a trial action.

Let us choose the trial partition function

\[
Z_0 = \int \prod_{x,a} dU_{x,a} e^{\beta N_c \sum_{x,a} \text{Re} \text{tr} U_{x,a}}
\]

(4.11)
as a product of one-link integrals. Adding and subtracting the trial action, we write down the following bound on the partition function (3.24):

\[
Z \geq Z_0 e^{\langle \frac{\beta}{N_c} \sum_{x,a} \text{Re} \text{tr} U_{x,a} \rangle_0 - \beta N_c \sum_{x,a} \text{Re} \text{tr} U_{x,a} \rangle_0}.
\]

(4.12)

Here \( \langle \ldots \rangle_0 \) means averaging with respect to the same action as in Eq. (4.11).

Since the expression which is averaged in the exponent in Eq. (4.12) is linear in each of the link variables, it can be calculated via the one-matrix integral given by the LHS of Eq. (4.7). Therefore, we get

\[
\langle \frac{\beta}{N_c} \sum_{x,a} \text{Re} \text{tr} U_{x,a} \rangle_0 - \beta N_c \sum_{x,a} \text{Re} \text{tr} U_{x,a} \rangle_0 = \beta N_c \mu^4 - \beta N_c^2 N_c \mu^4.
\]

(4.13)

where Eq. (4.9) has been used.

\[^{12}\text{More detail can be found, e.g., in the book [30].}\]

### 4.4 LATTICE METHODS

The idea of the variational mean-field method is to fix \( \beta \) from the condition for the trial ansatz (4.11) to give the best approximation to \( Z \) in the given class. Calculating the derivative of the RHS of Eq. (4.12) with respect to \( \beta \) and taking into account that \( m \) depends on \( \beta \) according to Eq. (4.7), we find the maximum at \( \beta \) given by Eq. (4.8), which reproduces the simplest version of the mean-field method described above.

To restore Elitzur's theorem, a more sophisticated trial ansatz \([31]\) can be considered:

\[
Z_0 = \int \prod_{x,a} dU_{x,a} e^{\sum_{x,a} \text{Re} \text{tr} U_{x,a}},
\]

(4.14)

where we choose \( B_{x,a} \) to be an arbitrary complex \( N_c \times N_c \) matrix. Now the best approximation is reached for

\[
B_{x,a} = \tilde{\beta} \Omega_x \Omega_x^*,
\]

(4.15)

where \( \tilde{\beta} \) is given by exactly the same equation as before, while \( \Omega_x \in \text{SU}(N_c) \) is arbitrary otherwise. Now \( \langle U_{\mu x} \rangle_0 \) vanishes after summing over equivalent maxima which results in integrations over \( d\Omega_x \).

For the ansatz (4.14), the analog of Eq. (4.13) reads

\[
\langle \frac{\beta}{N_c} \sum_{x,a} \text{Re} \text{tr} U_{x,a} \rangle_0 - \beta N_c \sum_{x,a} \text{Re} \text{tr} B_{x,a} U_{x,a} \rangle_0 = \frac{\beta}{N_c} \sum_{x,a} \text{Re} \text{tr} M_{x,a} - \beta N_c \sum_{x,a} \text{Re} \text{tr} B_{x,a} M_{x,a},
\]

(4.16)

where we have denoted

\[
M_{\mu x} = \sum_{x,a} \text{Re} \text{tr} M_{x,a} - \sum_{x,a} \text{Re} \text{tr} B_{x,a} M_{x,a}.
\]

The inequality (4.12) takes the form

\[
Z \geq Z_0 e^{\langle \frac{\beta}{N_c} \sum_{x,a} \text{Re} \text{tr} U_{x,a} \rangle_0 - \beta N_c \sum_{x,a} \text{Re} \text{tr} U_{x,a} \rangle_0}.
\]

(4.18)

\( B_{x,a} \) can now be determined by maximizing with respect to \( B_{x,a} \) and taking into account Eq. (4.17).

It is easy to see that if \( B_{x,a} = \beta \cdot 1 \) is a solution as before, then (4.15) is also a solution. Therefore, we get

\[
\langle U_{\mu x} \rangle_0 = m \int d\Omega_x d\Omega_x^* \Omega_x \Omega_x^* = \Omega_x \Omega_x^* \Omega_x^*.
\]

(4.19)

where the integration over \( \Omega \) takes into account different equivalent maxima. Thus, all gauge invariant quantities for the ansatz (4.14) are the same as for the ansatz (4.11) while gauge noninvariant quantities now vanish in agreement with Elitzur's theorem.
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Fig. 18: Lattice renormalization group transformation (4.20). The thin lines of the old lattice a) represent links on which integration is performed. The new lattice b) has the lattice spacing 2a but the same spatial extent L.

Remark on the criterion for phase transition

Another puzzle with the simplest mean-field method is why the point of the first-order phase transition is chosen as is explained in Fig. 17 but not when the free energy of both phases coincide (the standard Maxwell rule in statistical physics). Perhaps, the criterion of Fig. 17 should be chosen if a barrier between two phase is impenetrable which happens at large $N_c$ or if quantum fluctuations are not taken into account as for the simplest mean field. The mean-field calculations of Ref. [32], which take into account fluctuations around the mean-field solution (4.15), agree for the Maxwell-rule criterion with numerical data. These results are reviewed in Ref. [15].

4.4 Lattice renormalization group

While the mean-field method is useful for studying the first-order phase transitions, the second-order phase transitions in lattice statistical systems are better described by the renormalization group method (see, e.g., the review by Wilson and Kogut [26]). The idea to apply a similar method to lattice gauge theories is due to Migdal [18].

A simple renormalization group transformation in lattice gauge theories is associated with doubling of the lattice spacing $\alpha$. One has originally a lattice depicted in Fig. 18a. The lattice renormalization group transformation consists in integrating over the link variables $U_{x,\alpha}$ on the links shown by the thin lines which results in a lattice with spacing 2$a$.

\[ a \rightarrow 2a. \]  

(4.20)

which is depicted in Fig. 18b. The space size of the lattice is $L$ before the transformation and becomes $L/2$ after the transformation.

\[ L \rightarrow \frac{L}{2}. \]  

(4.21)

so that the lattice extent is $L \cdot \alpha$ in both cases which is expected to reduce an influence of finite size effects on the transformation.

The Wilson action on the lattice of Fig. 18a becomes a more general one under the renormalization group transformation:

\[ S[U] = \sum_p \frac{1}{N_c} \text{tr} U_p \]

\[ S'[U] = \sum_p \frac{1}{N_c} \text{tr} U_p' + \sum_{p1} \frac{1}{N_c} \text{tr} U_{p1}' + \sum_{p2} \frac{1}{N_c} \text{tr} U_{p2}' + \ldots \]  

(4.22)

The new action $S'[U]$ is not necessarily a single-plaquette action and can involve traces of the Wilson loops for boundaries of double plaquettes, triple plaquettes and so on.

The new action would be the same as the old one only at a fixed point. This usually happens after the renormalization group transformation is applied several times when the lattice theory does have a fixed point. The resulting action is then associated with an action of a continuum theory.

The great success of non-Abelian lattice gauge theories with the Wilson action in describing the continuum limit even at a relatively small spatial extent or, which is the same, at relatively large $g^2$ and $\alpha$, is because it is not far away from the fixed-point action of the renormalization group. The proper numerical results are presented below in this Subsection.

If both actions $S[U]$ and $S'[U]$ are the single-plaquette Wilson actions, then

\[ \beta \rightarrow 2\beta \rightarrow \beta = \beta - \Delta \beta \]

(4.23)

under the renormalization group transformation on the lattice.

Since the Gell-Mann–Low function $B(g^2)$ in the continuum is known, $\Delta \beta$ versus $\beta$ is determined by the equation

\[ \int_{\beta - \Delta \beta}^{\beta} \frac{dz}{z^{3/2}} B^{-1} \left( \frac{6}{z} \right) = \frac{2 \ln 2}{\sqrt{6}}. \]  

(4.24)

Here the $\ln 2$ on the RHS is due to Eq. (4.20) and the relation (3.25) between $\beta$ and $g^2$ is used with $N_c = 3$.

For the pure SU(3) gauge theory, we get from Eq. (4.24)

\[ \Delta \beta = 0.579 + \frac{0.204}{\beta} + O \left( \frac{1}{\beta^2} \right) \]

(4.25)

at asymptotically large $\beta$.

One can integrate over the thin links in Fig. 18a either approximately or numerically. The following procedure for an approximate integration is known as Migdal–Kadanoff recursion relations.

Let us expand the exponential of the old action in characters

\[ e^{-S[U]} = \sum L \delta_{\lambda, \lambda'} \left( U' \right) \]  

(4.26)
where $d_r = \chi_r(1)$ is the dimension of a given representation $r$ and $f_{rs}$ are the coefficients which depend on the form of $S[U]$.

Migdal [18] proposed to approximate the new action, which appear after

$$
a \to \rho a , \tag{4.27}
$$

by the formula

$$
e^{-S[U]} = \left[ \sum_r f_r \rho^r d_r \chi_r(U) \right]^{d_r-1} , \tag{4.28}
$$

which is exact in $d = 2$ dimensions. Kadanoff [19] slightly modified the recursion relation (4.28).

The study of the Migdal-Kadanoff recursion relations was historically the first argument that second-order phase transitions do not occur in the non-Abelian lattice gauge theory when $\rho^2$ is decreased. Moreover, these relations in $d = 4$ are the same as for spin systems (with the same symmetry group) in $d = 2$ where this phenomenon is known. A disadvantage of the method is that $\rho$ is difficult to estimate its accuracy.

A final answer to the question of whether or not a second-order phase transition occurs in the non-Abelian lattice gauge theory was done by the numerical integration. This is known as the Wilson Monte Carlo renormalization group. Some typical results [33] for the $\Delta \beta$, which is defined by Eq. (4.23), versus $\beta$ are depicted in Fig. 19. The solid line represents the asymptotics (4.25). The agreement confirms that the continuum limit is reached already at these values of $\beta$, while the deviation of the Monte Carlo data from the asymptotics for smaller values of $\beta$ is due to lattice non-perturbative effects.

## 4.5 Monte Carlo method

The idea of the Monte Carlo method is to calculate the partition function (3.24) and the averages (3.32) for arbitrary values of $\beta$ numerically, using the fact that the multiplicity of the integral is large. For a $L \times L \times L \times L$ lattice in four dimensions, a typical multiplicity of the integral is as large as $4 \cdot (N^2 - 1) \cdot L^4$ ($\sim 10^7$ for $L = 24$). It is hopeless to calculate such an integral exactly. On the contrary, the larger the multiplicity the better the Monte Carlo method works.

As usual, the Monte Carlo method is applied not to sequential integrals over $U_{x,\mu}$ at each link but rather to the multiple integral as a whole, which can be viewed as a sum over states of a statistical system.

A state is identified with a gauge field configuration which is described by the values of the link variables at all the links of the lattice:

$$
C = \{ U_{x,\mu} \} . \tag{4.29}
$$

There are as many positions in this row as the multiplicity of the integral. Then the sequential integral can be represented as

$$
\int \prod_{x,\mu} dU_{x,\mu} \cdots = \sum_C \cdots . \tag{4.30}
$$

The averages (3.32) can be rewritten as

$$
\langle F(C) \rangle = \frac{\sum_C e^{-\beta S(C)} F(C)}{\sum_C e^{-\beta S(C)}} , \tag{4.31}
$$

where $S(C)$ and $F(C)$ are the values of $F$ and $S$ for the given configuration $C$.

The task of Monte Carlo calculations is to sum over all possible configurations whose number is infinite but rather to construct an ensemble, say, of $N$ configurations

$$
E = \{ C_1 , \ldots , C_N \} \tag{4.32}
$$

such that for a given configuration $C_n$ to encounter with the Boltzmann probability

$$
P_{\text{Boltzmann}}(C_n) = Z^{-1}(\beta) e^{-\beta S(C_n)} . \tag{4.33}
$$

Such a sample of configurations is called the equilibrium ensemble.

Given an equilibrium ensemble, the averages (4.31) take the form of the arithmetic mean

$$
\langle F[U] \rangle = \frac{1}{N} \sum_{n=1}^N F(C_n) \tag{4.34}
$$

because each configuration "weights" already as much as is required. In particular, the Wilson loop average for a rectangular contour is given by

$$
W_{R \times \tau} = \frac{1}{N} \sum_{n=1}^N \frac{1}{N} \text{tr} U_{R \times \tau}(C_n) . \tag{4.35}
$$

If all configurations in the equilibrium ensemble are independent, then the RHS of Eq. (4.35) will approximate the exact value of $W_{R \times \tau}$ with an accuracy $\sim \sqrt{N}$. 
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An analogy of this method of calculating averages with statistical physics is obvious. The equilibrium ensemble simulates actual states of a statistical system while the index \( n \) describes a time evolution.

A crucial point in the Monte Carlo method is to construct the equilibrium ensemble. It is not simple to do that because the Boltzmann probability is not known at the outset. A way out is to establish a random process for which each new configuration in the sequence (4.32) is obtained from the previous one by a definite algorithm but stochastically. In other words, the random process is completely determined by the probability \( P(C_{n-1} \rightarrow C_n) \) for a transition from a state \( C_{n-1} \) to a state \( C_n \) and does not depend on the history of the system, i.e.

\[
P(C_{n-1} \rightarrow C_n) = P(C_{n-1}, C_n).
\]

(4.36)

Such a random process is known as the Markov process.

The transition probability \( P(C, C') \) should be chosen in such a way to provide the Boltzmann distribution (4.33). This is ensured if \( P(C, C') \) satisfies the detailed balance condition

\[
e^{-\beta S(C)} P(C, C') = e^{-\beta S(C')} P(C', C).
\]

(4.37)

Then

1) an equilibrium sequence of states will transform into another equilibrium sequence,
2) a nonequilibrium sequence will approach an equilibrium one when moving through the Markov chain.

These statements can be proven using the detailed balance condition (4.37).

Specific Monte Carlo algorithms differ in the choice of the transition probability \( P(C, C') \) while the detailed balance condition (4.37) is always satisfied. The two most popular algorithms, which act at one link, are:

**Heat bath algorithm**: A new link variable \( U_{l,m} \) is selected randomly from the group manifold with a probability given by the Boltzmann factor \( P(U_{l,m}) \propto e^{-\beta S(C)} \). Then this procedure is repeated for the next link and so on until the whole lattice is passed.

This can be imagined as if a reservoir with a temperature \( 1/\beta \) touches each link of the lattice in succession. It is clear from physical intuition that the system will be brought to the thermodynamic equilibrium sooner or later.

**Metropolis algorithm**: This algorithm is used in statistical physics since the fifties and consists of several steps.

a) A trial new link variable \( U'_{l,m} \) is selected (e.g., randomly on the group manifold).

b) The difference between the action for this trial configuration and that for the old one is calculated: \( \Delta S = S(C') - S(C) \).

c) A random number \( r \in [0,1] \) is generated.

d) If \( e^{-\beta \Delta S} > r \), then \( U'_{l,m} \) is rejected and the old value \( U_{l,m} \) is kept.

e) All this is repeated for the next links.

![Fig. 20: Monte Carlo data by Creutz [22] for the string tension in the SU(2) pure lattice gauge theory.](image)

A new configuration \( C' \), which is obtained by applying either Monte Carlo algorithm to each links of the lattice once (this procedure is often called the Monte Carlo sweep), will be strongly correlated with the old one \( C \). This is because the lattice action depends not only on the variable at the given link but also on those at the neighboring link which form plaquettes with the given one. In order for \( C' \) to become independent on \( C \), this procedure should be repeated many times or special tricks to reduce the correlations should be implemented. Then this new configuration can be added to the equilibrium ensemble (4.32) as \( C_n \).

More detail about the Monte Carlo algorithms as well as their practical implementation in lattice gauge theories can be found in the review [34] and the book by Creutz [14].

4.6 Some Monte Carlo results

The first Monte Carlo calculation in non-Abelian lattice gauge theories, which is relevant for the continuum limit, was that by Creutz [22] who evaluated the string tension for the SU(2) gauge group. His result is reproduced in Fig. 20 and looks very much like what is expected in Fig. 13. This calculation was the first demonstration that the continuum limit sets in for relatively large \( g^2 \approx 1.9 \) (\( \beta \approx 2.2 \)) and that results for the continuum can therefore be extracted from relatively small lattices.

The restoration of rotational symmetry for these values of \( g^2 \) was explicitly demonstrated by Land and Rehda [35]. They calculated equipotential surfaces for the interaction between static quarks. In the strong coupling region \( g^2 \rightarrow \infty \), they appear as in Fig. 21a since the interaction potential is given by

\[
E(x, y, z) = K(\sqrt{z^2 + |y| + |x|})
\]

(4.38)

because the distance between the quarks is measured along the lattice. This is associated
with a cubic symmetry on the lattice (i.e., rotations through an angle which is a multiple of $\pi/2$ around each axis and translations by a multiple of the lattice spacing along each axis) rather than with the Poincaré group. The rotational symmetry must be restored in the continuum limit.

The Monte Carlo data by Land and Rebbi [35] shown in Figs. 21b, c demonstrate the restoration of rotational symmetry when passing from $\beta = 2$ (Fig. 21b) to $\beta = 2.25$ (Fig. 21c).

The old Monte Carlo calculations played an important role for developing the method. A dramatic improvement of the Monte Carlo technology in lattice gauge theories happened during the last ten years. The Proceeding of the Lattice Conference [25] are very useful, as is already mentioned, for today's look at the subject.

5 Fermions on a lattice

It turned out to be most difficult in the lattice approach to QCD to deal with fermions. Putting fermions on a lattice is an ambiguous procedure since the cubic symmetry of a lattice is less restrictive than the continuous Lorentz group.

The simplest chiral-invariant formulations of lattice fermions lead to a doubling of fermionic degrees of freedom, as was first noted by Wilson [13], and described from 16 to 4 relativistic continuum fermions, depending on the formulation. One half of them has a positive axial charge and the other half has a negative one, so that the chiral anomaly cancels. There is a no-go theorem which says that the fermionic doubling is always present under natural assumptions about a lattice gauge theory.

A practical way out is to choose the fermionic lattice action to be explicitly noninvariant under the chiral transformation and to have, by tuning a mass of the lattice fermion, a relativistic fermion in the continuum and the masses of the doublers to be of the order of the inverse lattice spacing. The chiral anomaly is recovered in this way.

We consider in this Section various formulations of lattice fermions and the doubling problem. We discuss briefly the results on spontaneous breaking of chiral symmetry in QCD.

5.1 Chiral fermions

The quark fields are generically matter fields, whose gauge transformation in the continuum is given by Eqs. (2.20) and (2.22), and can be put on a lattice according to Eq. (3.6). Then the lattice gauge transformation is

$$
\begin{align*}
\bar{\psi}_x \rightarrow \frac{\Omega_{x} \bar{\psi}_x}{\Omega_{x}}, \\
\psi_x \rightarrow \frac{\Omega_{x} \psi_x}{\Omega_{x}}.
\end{align*}
$$

(5.1)

The lattice analog of the QCD action (2.33) reads

$$
S[\bar{\psi}, \psi] = \S_{\text{lat}}[\bar{\psi}_x] + M \sum_x \bar{\psi}_x \psi_x + \frac{1}{2} \sum_{x, \mu, \nu} \left[ \bar{\psi}_x \gamma_\mu U_{x,\mu}^\dagger \psi_{x+\mu} - \bar{\psi}_{x+\mu} \gamma_\mu U_{x,\mu} \psi_x \right].
$$

(5.2)

The first term on the RHS is the pure gauge lattice action (3.15). The second term is a quark mass term on a lattice. The sum in the third term is over all lattice links (i.e. over all sites $x$ and positive directions $\mu$). This action is Hermitian and invariant under the lattice gauge transformation (3.12), (5.1) at a finite lattice spacing.

The partition function of lattice QCD with fermions is defined by

$$
Z(\beta, M) = \int \prod_x d\bar{\psi}_x \prod_x d\psi_x e^{-S[\bar{\psi}, \psi]}.
$$

(5.3)

A standard formula differs from this one by an interchange of $U$ and $U^\dagger$ due to the inverse ordering of matrices in the phase factors. It does not matter how to define $U_{x,\mu}$ since the Haar measure is invariant under Hermitian conjugation.
where the action is given by Eq. (5.2). The integration over $U_{x,\mu}$ is as in Eq. (3.24), and the integral over the quark field is the Grassmann one. The averages are defined by
\[ \langle F[U, \hat{\psi}, \bar{\psi}] \rangle = Z^{-1}(\lambda, M) \int \prod_{x,\mu} \prod_{\hat{\psi}} d\hat{\psi}_x d\bar{\psi}_x e^{-S[U, \hat{\psi}, \bar{\psi}]} \langle F[U, \hat{\psi}, \bar{\psi}] \rangle , \tag{5.4} \]
which extends Eq. (3.32) to the case of fermions. Since both the action and the measure in Eq. (5.4) are gauge invariant at finite lattice spacing, a nonvanishing result is only when the integrand $F[U, \hat{\psi}, \bar{\psi}]$, is gauge invariant as well.

In order to show how the lattice action (5.2) reproduces (2.33) in the naive continuum limit $a \to 0$, let us assume that the lattice quark field $\hat{\psi}$ slowly varies from site to site and substitute
\[ \begin{align*}
\hat{\psi}_x & \to a^{3/2} \psi(x), \\
\hat{\psi}_{x+\mu} & \to a^{3/2} (\psi(x) + a \partial_\mu \psi(x))
\end{align*} \tag{5.5} \]
in $d = 4$. Here $\psi(x)$ is a continuum quark field and the power of $a$ is due to dimensional consideration (remember that $\hat{\psi}$ is dimensionless).

Equation (5.5) together with Eq. (3.9) yields
\[ \hat{\psi}_x \gamma_\mu U_{x,\mu} \hat{\psi}_{x+\mu} \to a^2 \bar{\psi} \gamma_\mu \psi + a^2 \bar{\psi} \gamma_\mu \gamma_5 \gamma_\mu \psi + O(a^3), \tag{5.6} \]
where there is no summation over $\mu$ in the second term as before. The first term cancels when substituted into Eq. (5.2) while the second one reproduces the fermionic part of the continuum action. The mass term is also reproduced if $M = ma$.

The fermionic lattice action (5.2) was proposed in Ref. [1]. For $M = 0$ it is invariant under the global chiral transformation
\[ \hat{\psi}_x \xrightarrow{cL} e^{i\alpha} \hat{\psi}_x, \quad \bar{\psi}_x \xrightarrow{cL} \bar{\psi}_x e^{-i\alpha}. \tag{5.7} \]
For this reason, these lattice fermions are called chiral fermions. Since the lattice action is both gauge and chiral invariant, there is no Adler–Bell–Jackiw anomaly according to the general arguments.

### 5.2 Fermion doubling

As is pointed out at the end of the previous Subsection, the lattice fermionic action (5.2) is both gauge and chiral invariant (for $M = 0$) so that there is no axial anomaly in the continuum. Since the anomaly is present for one continuum fermion, this suggests that the action (5.2) is associated with more than one species of continuum fermions.

In order to verify this explicitly, let us calculate the poles of the lattice fermionic propagator.

As usual, it is easier to work with the Fourier image of $\hat{\psi}_x$:
\[ \hat{\psi}_k = a^{3/2} \sum_x \hat{\psi}_x e^{-ikx}. \tag{5.8} \]

The free fermionic action then reads
\[ S_0[\hat{\psi}, \bar{\psi}] = \int \frac{d^4k}{(2\pi)^4} \bar{\psi}_k G^{-1}(k) \psi_k \tag{5.9} \]
with
\[ G^{-1}(k) = \begin{cases} 
\frac{1}{v} \sum_{\mu=1}^3 \gamma_\mu k_\mu = i \hat{k} & \text{for } M = 0.
\end{cases} \tag{5.10} \]

In the naive continuum limit, the $\sin$ in Eq. (5.10) can be expanded in the power series in $a$, which results in the free (inverse) continuum propagator
\[ G^{-1}(k) \to i \sum_{\mu=1}^3 \gamma_\mu k_\mu = i \hat{k}. \tag{5.11} \]

The Lorentz invariance has been restored after summing over $a$.

When passing from the lattice expression (5.10) to the continuum one (5.11), it was saliently assumed that the momentum $k_\mu$ is not of order of $1/a$ because otherwise the $\sin$ cannot be expanded in $a$. The doubling of relativistic continuum fermionic states occurs exactly for this reason.

To find the poles of the propagator, let us return to Minkowski space substituting $k_4 = iE$ with $E$ being the energy. The poles are then determined by the dispersion law
\[ \sinh^2 E_Eu = \sum_{\mu=1}^3 \sin^2 p_\mu a. \tag{5.12} \]

Let us look for solutions of Eq. (5.12) with positive energy $E > 0$ (solutions with negative energy are associated as usual with antiparticles). Suppose that a particle moves along the $z$-axis so that components of the four-momentum
\[ p^{(1)} = (E, 0, 0, p_z) \tag{5.13} \]
are related by
\[ \sinh E_Eu = \sin p_\mu a. \tag{5.14} \]

which follows from the substitution of (5.13) into the dispersion law.

Since the $\sin$ is a periodic function, the four-vector
\[ p^{(2)} = \left( E, 0, \frac{\pi}{a} - p_z \right) \tag{5.15} \]
is also a solution of Eq. (5.14) if (5.13) is. Quite analogously, the four-vectors
\[ p^{(3)} = \left( E, \frac{\pi}{a}, 0, p_z \right), \]
\[ \ldots, \]
\[ p^{(8)} = \left( E, -\frac{\pi}{a} - \frac{\pi}{a}, -p_z \right), \tag{5.16} \]

are solutions of Eq. (5.12).
which are obtained from \( p^{(1)} \) and \( p^{(2)} \) by changing zeros for \( \pi/a \), also satisfy Eq. (5.14).

The quark states with the four-momenta \( p^{(1)}, \ldots, p^{(8)} \) are different states. Their wave functions equal

\[
\Psi^{(\alpha)}(t, x, y, z) \propto \exp \left( iEt - i p^{(1)}_x x - i p^{(1)}_y y - i p^{(1)}_z z \right). \tag{5.17}
\]

The wave function in the state with the momentum \( p^{(s)} \) differs, say, from the wave function in the state \( p^{(1)} \) by an extra factor \( (-1)^{\alpha} \). In other words, it strongly changes as \( a \to 0 \) with one step along the lattice in the \( x \)-direction. One more step returns the initial value.

For such functions, the naive continuum limit of the lattice action (5.2) is as good as for the slowly varying functions when Eq. (5.5) holds. In order to see that, let us rewrite the action (5.2) as

\[
S[U, \psi, \bar{\psi}] = J_S \left[ U + M \right] + \sum_x \bar{\psi}_x \psi_x - \frac{1}{2} \sum_{x, \alpha, \beta} \bar{\psi}_{x+\alpha} \gamma_\mu \left( U_{x, \alpha}^\dagger \psi_{x+\beta} - U_{x, \beta}^\dagger \psi_{x-\alpha} \right). \tag{5.18}
\]

Even if \( \psi_x \) has opposite signs at neighboring lattice sites along the \( \mu \)-axis, as is illustrated by Fig. 22a, i.e.

\[
\psi_{x+\alpha} \to -\psi_x, \tag{5.19}
\]

then the difference \( \psi_{x+\alpha} - \psi_{x-\alpha} \) on the RHS of Eq. (5.18) is still of the correct order in \( a \):

\[
\psi_x \to \sqrt{\frac{1}{2}} \psi(x), \quad \psi_{x+\alpha} - \psi_{x-\alpha} \to -2a\sqrt{\frac{1}{2}} \gamma_\mu \psi(x), \tag{5.20}
\]

so that the continuum fermionic action is reproduced except for the sign of the \( \gamma_\mu \)-matrix which is opposite to that in Eq. (2.33).

This extra minus sign can be absorbed in the redefinition of the continuum fermionic field \( \psi(x) \to i\gamma_\mu \gamma_5 \psi(x) \), which changes its chirality. Therefore, the axial charge of the doublers is opposite. Analogously, four of the eight doublers have positive axial charge and four others have negative one depending on whether the sign of \( \psi_x \) alters at neighboring sites along even or odd number of axes (see Fig. 22). In Euclidean space the doubling occurs also along the temporal axis, so the number of doublers is equal to \( 2^M = 16 \): 8 of them with positive and 8 with negative axial charge. This explains why the chiral anomaly cancels.

The fermion doubling is intimately related [36] to the invariance of the lattice action (5.2) under the transformations

\[
\psi_x \to T_\alpha \psi_x, \quad \bar{\psi}_x \to \bar{\psi}_x T_\alpha^\dagger \tag{5.21}
\]

with

\[
T_\alpha = 1, \gamma_\mu \gamma_5 (-1)^{\alpha \mu}, \gamma_\mu \gamma_5 (-1)^{(\alpha \mu + \nu \rho)}_a (\mu > \nu), \gamma_4 (-1)^{(z+x+y)} \gamma_4, \gamma_4 (-1)^{(z+x+y)} \gamma_4, \gamma_4 (-1)^{(z+x+y+1)} \gamma_4. \tag{5.22}
\]

There are all together \( 1 + 4 + 6 + 4 + 1 = 16 \) independent transformations which tie the continuum fermion doublers.

It is worth noting that the mass term in Eq. (5.2) is not \( \gamma_5 \) invariant but does not remove the fermionic doubling.

One might think of removing the doubling problem by modifying the expression for the inverse lattice propagator \( G^{-1}(k) \) in the free fermionic lattice action (5.9), for instance, by adding next-to-neighbor terms. It is easy to see that it does not help if the function \( G^{-1}(k) \) is periodic as it should be on a lattice. A typical form of \( G^{-1}(k) \) as a function of, say, \( k_4 \) is depicted in Fig. 23. The behavior around \( k_4 = 0 \) is prescribed by Eq. (5.11) and is just a straight line with a positive slope. Therefore, \( G^{-1}(k) \) will have a zero at

\[
k_4 = \pi/a \text{ due to periodicity.}
\]

This is the difference between the fermionic and bosonic cases. For bosons \( G^{-1}(k) \) is quadratic in \( k_4 \) near \( k_4 = 0 \) rather than linear as for fermions. A typical behavior of \( G^{-1}(k) \) for bosons is shown in Fig. 24. There is no doubling of states in the bosonic case.

**Remark on the Nielsen–Ninomiya theorem**

A general proof of the theorem which says that there is no way to avoid the fermion doubling under natural assumptions about the structure of a lattice gauge theory was given by Nielsen.
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and Ninomiya [37]. It is formulated sometimes as an absence of neutrinos on a lattice. In other words, this is a no-go theorem for putting theories with unequal number of left- and right-handed massless Weyl particles on a lattice, such as in the standard electroweak theory.

A way to bypass the Nielsen-Ninomiya theorem is, say, to choose a fermionic lattice action which is highly nonlocal. Then it is possible to replace 
\[ k_n \] by 
\[ k_n \mathcal{A} \] itself to get an expression which is similar to the continuum propagator (5.11). However, such a nonlocal modification is useless for practical calculations. Some other modern approaches to resolving the fermion doubling problem can be found in the Proceedings of the Lattice Conference [25].

5.3 Kogut-Susskind fermions

The number of continuum fermion species is not necessarily equal to 16. It can be reduced down to 4 by the trick which was proposed for the Hamiltonian formulation in Refs. [9, 38], and elaborated for the Euclidean formulation in Refs. [39, 40].

Let us substitute
\[ \psi_2 \rightarrow \gamma_1 \gamma_2 \psi_2, \]
\[ \gamma_3 \gamma_4 \psi_2, \]
\[ \gamma_5 \gamma_6 \psi_2, \]
\[ \gamma_7 \gamma_8 \psi_2, \]
into the free fermionic action (5.9). Then it takes the form
\[ S_0 [ \bar{\psi}, \psi ] = - \frac{1}{2} \sum_x \sum_{p<0} \eta_{x,p} \left( \phi_2^R \phi_2^L \phi_2 \right), \]
where is diagonal with respect to the spinor indices since
\[ \eta_{x,p} = \langle \phi_2^R, \phi_2^L, \phi_2 \rangle. \]

or explicitly
\[ \eta_{x,p} = 1 \quad \text{for } \mu = 1, \]
\[ \eta_{x,p} = ( -1 )^{p/2} \quad \text{for } \mu = 2, \]
\[ \ldots, \]
\[ \eta_{x,p} = ( -1 )^{x_1 + \cdots + x_4 + p/2} \quad \text{for } \mu = d. \]
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does not depend on spinor indices.

The idea is to leave only one component of \( \phi_2^L \) in order to reduce the degeneracy:
\[ \phi_2^L = \begin{pmatrix} \chi_x \\ 0 \\ 0 \\ 0 \end{pmatrix}, \]
\[ \phi_2^L = \begin{pmatrix} \chi_x \\ 0 \\ 0 \end{pmatrix}. \]

These lattice fermions are known as the staggered fermions since \( \eta_{x,p} \) is staggering from one lattice site to another. They are more often called the Kogut-Susskind fermions due to their relation to those of Refs. [9, 38].

The action of the Kogut-Susskind fermions is
\[ S [ U, \psi ] = \beta \text{Str}_4 [ U ] + M \sum_x \chi_x \chi_x + \frac{1}{2} \sum_{x,p<0} \eta_{x,p} \left( \chi_x U_{x,p}^L \chi_{x+p} - \chi_{x+p} U_{x,p}^R \chi_x \right). \]

It describes \( 2^{d/2} = 4 \) species for complex \( \chi_x \) or \( 2^{d/2-1} = 2 \) species for Majorana \( \chi_x \). Components of a continuum bispinor are distributed in this approach over four lattice sites.

There is no axial anomaly for the Kogut-Susskind fermions as with the chiral fermions.

Remark on four generations

It is suggestive to identify four species of Kogut-Susskind fermions with four generations of quarks and leptons (see, e.g., Ref. [41]). Remember that one of the motivations to add the fourth generation to the standard model is to cancel the anomaly. However, there are problems with this idea concerning the splitting of fermion masses for the four generations.

5.4 Wilson fermions

The chiral lattice fermions were proposed by Wilson [1]. Soon after that he recognized [13] the problem of fermion doubling and proposed a lattice fermionic action which describes only one relativistic fermion in the continuum. The latter fermions are called Wilson fermions.

The lattice action for the Wilson fermions reads
\[ S [ U, \psi ] = \beta \text{Str}_4 [ U ] + M \sum_x \chi_x \psi_x + \frac{1}{2} \sum_{x,p<0} \left[ \bar{\chi}_x (1 - \gamma_5) U_{x,p} \psi_{x+p} + \bar{\psi}_{x+p} (1 + \gamma_5) U_{x,p} \chi_x \right]. \]

The difference between this action and the action (5.2) for chiral fermions is due to the projector operators \( (1 \pm \gamma_5) \) which pick only one fermionic state.

Substituting the expansion (5.5) in the action (5.29), we get, in the naive continuum limit, the continuum fermionic action (2.33) with the mass being
\[ m = \frac{M - 4}{2}. \]
Therefore, the Wilson lattice fermions describe a relativistic fermion of the mass \( m \) in the continuum when

\[
M \to 4 + ma .
\] (5.31)

In order to see that there are no other relativistic fermion states in the limit (5.31), let us consider the fermionic propagator which is given by

\[
G^{-1}(k) = M - \frac{1}{2} \sum_{\mu=1}^{4} \left[ (1 - \gamma_{0}) e^{ik_{\mu}a} + (1 + \gamma_{0}) e^{-ik_{\mu}a} \right] .
\] (5.32)

Introducing the Minkowski-space energy \( E = -ik_{\mu} \), we get the following dispersion law

\[
\cosh E_{a} = \frac{1 + \left( M - \sum_{\mu=1}^{4} \cos p_{\mu}a \right)^{2} + \sum_{\mu=1}^{4} \sin^{2} p_{\mu}a}{2 \left( M - \sum_{\mu=1}^{4} \cos p_{\mu}a \right)}.
\] (5.33)

Let a particle be at rest, i.e. \( p_{1} = p_{2} = p_{3} = 0 \) and \( E = m > 0 \). Then Eq. (5.33) reduces for \( ma \ll 1 \) to the relation (5.31). It is easy to show that a particle at rest is the only solution to Eq. (5.33) whose energy is finite as \( a \to 0 \).

The difference between the dispersion laws for the chiral and Wilson fermions is because the function on the RHS of Eq. (5.33) is no longer periodic. It reduces for \( a \to 0 \) and \( M \to 4 \) to a usual relation

\[
E = \sqrt{p^2 + m^2}
\] (5.34)
between the energy and momentum of a relativistic particle.

For \( M \approx 4 \), we can replace the LHS of Eq. (5.33) by 1 and substitute \( M = 4 \) on the RHS. Then the dispersion law (5.33) reduces to the equation for spatial components of the four-momentum:

\[
\left( 3 - \sum_{\mu=1}^{3} \cos p_{\mu}a \right)^{2} + \left( 3 - \sum_{\mu=1}^{3} \sin^{2} p_{\mu}a \right) = 0 ,
\] (5.35)
whose unique solution is \( p_{1} = p_{2} = p_{3} = 0 \) since both terms on the LHS are non-negative.

It is instructive to discuss what happens with the fermion doublers under the change of \( \pm \gamma_{0} \) by \( (1 \pm \gamma_{0}) \) in the lattice fermionic action. Let us consider one of such states, say, that with \( p_{1} = \pi/a, p_{2} = p_{3} = 0 \). Its energy is determined by Eq. (5.33) to be \( \sim 1/a \) so that this state is inessential as \( a \to 0 \).

The chiral anomaly is correctly recovered by the Wilson fermions. The 15 states of the mass \( \sim 1/a \) play thereat a role of regulators which result in the anomaly as \( a \to 0 \).

### Remark on backtrackings for Wilson fermions

Another way to understand why the doubling problem is removed for the Wilson fermions is to consider how they propagate on a lattice. The projectors

\[
P_{\mu}^{\pm} = \frac{1 \pm \gamma_{\mu}}{2}
\] (5.36)

restrict the propagation of the Wilson fermions. One half of the states propagates only in the positive directions and the other half propagates only in the negative ones. In particular, there are no backtrackings in the (lattice) sum over paths since

\[
P_{\mu}^{+} P_{\mu}^{-} = 0 .
\] (5.37)
This removes the doubling.

### Ramark on lattice fermion propagator

The fermion propagator in an external Yang-Mills field can be represented on a lattice as a sum over lattice paths by expanding in \( 1/M \). Let us first rescale the fermion field, absorbing the parameter \( M \) in front of the mass term. The fermionic part of the new action reads

\[
S_{\psi} = \sum_{x} \bar{\psi}_{x} \gamma_{\mu} \psi_{x} - \kappa \sum_{x, y, z \neq 0} \left[ \bar{\psi}_{x} P_{\mu} U_{x, y} \bar{\psi}_{y} + \bar{\psi}_{x} P_{\mu} U_{x, y} \bar{\psi}_{z} \right] .
\] (5.38)
where \( \kappa = 1/M \) is usually called the hopping parameter. The large mass expansion in \( 1/M \) is now represented as the hopping parameter expansion in \( \kappa \).

It is convenient to depict each of the two terms in the square brackets in Eq. (5.38) by a string bit as in Fig. 5 with the quark fields at the ends and the gauge field at the link. The first term corresponds to the negative direction of the link, and the second term corresponds to the positive direction. Substituting Eq. (5.38) into the definition (5.14) and expanding the exponential in \( \kappa \), we get a combination of terms constructed from the string bits. A nonvanishing contribution to the quark propagator

\[
G_{\psi}(x, y; U) = \langle \bar{\psi}_{x} (x) \psi_{y} (y) \rangle ,
\] (5.39)

where \( i, j \) and \( m, n \) represent, respectively, color and spinor indices, emerges when the links form a path \( \Gamma_{x} \) that connects \( x \) and \( y \) on the lattice as is depicted in Fig. 25. Otherwise, the average over \( \bar{\psi} \) and \( \psi \) vanishes due to the rules of integration over Grassmann variables.

Therefore, we get

\[
G_{\psi}(x, y; U) = \sum_{\Gamma_{x}} \frac{1}{M^{N_{x}+N_{y}}} U^{\Gamma_{x}} \left[ \prod_{\mu} P_{\mu}^{+} \right]_{x,y} ,
\] (5.40)
where \( P_{\mu}^{+} \) or \( P_{\mu}^{-} \) are associated with the positive or negative direction of a given link in \( \Gamma_{x} \).

For the Wilson fermions, they are given by Eq. (5.36), while

\[
P_{\mu}^{\pm} = \frac{1 \pm \gamma_{\mu}}{2}
\] (5.41)
for chiral fermions. The sum in Eq. (5.40) runs over all the paths between \( x \) and \( y \) on the lattice, while \( L(\Gamma) \) stands for the length of the path \( \Gamma_{x} \) in the lattice units. Eq. (5.40) is a lattice analog of the continuum formula (2.50) for the case of fermions.
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Fig. 25: A path $\Gamma_x$ made out of the string bits, which leads to a nonvanishing term of the hopping parameter expansion for the quark propagator (5.39) on a lattice. Each site involves at least two quark fields (depicted by the circles). Otherwise the Grassmann integral at a given site vanishes.

Remark on the induced action

The integral over fermions in Eq. (5.3) can also be represented as a sum over closed paths on a lattice by expanding in $1/M$. The calculation is analogous to that of the previous Remark. The result reads

$$\int \prod_x d\bar{\psi}_x d\psi_x e^{-S_\text{ind}} = e^{-S_\text{ind}[U]} \quad (5.42)$$

with

$$S_\text{ind}[U] = -\sum_\Gamma \frac{\text{tr} \left[ U^{-1}\Gamma \right]}{L(\Gamma) M^2} \text{sp} \prod_p \Gamma_p \quad (5.43)$$

where the combinatoric factor $1/L(\Gamma)$ is due to identity of $L$ links forming the closed contour $\Gamma$, and the minus sign is because of fermions.

Equation (5.43) defines an effective action of a pure lattice gauge theory, which is nonlocal since involves arbitrary loops. However, it can be made the single-plaquette lattice action (3.15) by introducing many flavors of lattice fermions [42, 43].

5.5 Quark condensate

The lattice action (5.29) is not invariant under the chiral transformation. Therefore, the chiral symmetry is explicitly broken for the Wilson fermions.

Nevertheless, one expects a restoration of chiral symmetry as $a \to 0$ when the relativistic fermion is massless (say, for $M = 4$ in the free case) while heavy states with $m \sim 1/a$ play the role of regulators. For the interacting theory, this restoration happens at some value $M = M_c$, which is no longer equal to 4. A signal of this restoration is the vanishing of the mass of the $\pi$-meson (as is illustrated by Fig. 26). $m_a = 0$ is usually associated with the fact that the chiral symmetry is realized in a spontaneously broken phase and the $\pi$-meson is the corresponding Goldstone boson.

For the chiral or Kogut–Susskind fermions with $M = 0$, the lattice action is invariant under the global chiral transformation (5.7). The order parameter for breaking the chiral symmetry is

$$\bar{\psi} \psi \xrightarrow{a \to 0} \bar{\psi} e^{i\alpha} \psi \quad (5.44)$$

which is not invariant under the chiral transformation. Therefore, the average of $\bar{\psi} \psi$ must vanish if the symmetry is not broken spontaneously\textsuperscript{14}. Such spontaneous breaking results in

$$\langle \bar{\psi} \psi \rangle \neq 0 \quad (5.45)$$

This nonvanishing value of the average of $\bar{\psi} \psi$ does not depend on $x$ due to translational invariance and is called the quark condensate.

The spontaneous breaking of the chiral symmetry in QCD was demonstrated by the Monte Carlo calculations of the quark condensate. This quantity has a dimension of $[\text{mass}]^3$ and should depend on $q^2$ at small $q^2$ as is prescribed by the asymptotic scaling. The Monte Carlo data for the quark condensate from the pioneering paper by Hambur and Parisi [44] are shown in Fig. 27. Its agreement with asymptotic scaling demonstrates that the chiral symmetry is spontaneously broken in the continuum QCD.

\textsuperscript{14}Spontaneous symmetry breaking usually occurs when the vacuum state is not invariant under the symmetry transformation.
Remark on Monte Carlo with fermions

Monte Carlo simulations with quarks are much more difficult than in a pure gauge theory. Integrating over the quark fields, one is left with the determinant, say for the Kogut-Susskind fermions, of the matrix

\[ D[U] = M \delta_{xy} + \sum_{\mu>0} \left[ y_{x,\mu} U_{x,\mu} U_{x+\mu, y} - y_{y,\mu} U_{x+\mu, y} U_{x, y} \right] \]  (5.46)

for a given configuration of the gluon field \( U_{x,\mu} \). This results in a pure gauge-field problem with the effective action given by

\[ e^{-S_{eff}} \]  (5.47)

The matrix that appears in this determinant has at least \( N_c L^4 \times N_c L^4 \) elements, and is to be calculated at each Monte Carlo upgrading of \( U_{x,\mu} \).

Several methods are proposed to manage the quark determinant approximately. The simplest one is not to take it into account at all. This approximation is known as the *quenched* approximation when only valence quarks are considered, while the effects of virtual quark loops are disregarded. Recently a progress in the full theory has been achieved using some tricks for evaluating the quark determinants (see Ref. [25] for a review of the subject).

6 1/N-expansion of vector models

The simplest models, which become solvable in the limit of a large number of field components, deal with a field which has \( N \) components forming an \( O(N) \) vector in an internal symmetry space. A model of this kind was first considered by Stanley [45] in statistical mechanics and is known as the spherical model. The extension to quantum field theory was done by Wilson [46] both for the four-Fermi and \( \varphi^4 \) theories.

In the framework of perturbation theory, the four-Fermi interaction is renormalizable only in \( d = 2 \) dimensions and is non-renormalizable for \( d > 2 \). The \( 1/N \)-expansion resums perturbation-theory diagrams after which the four-Fermi interaction becomes renormalizable to each order in \( 1/N \) for \( 2 \leq d < 4 \). An analogous expansion exists for the nonlinear \( O(N) \) sigma model. The \( \varphi^4 \) theory remains trivial in \( d = 4 \) to each order of the \( 1/N \)-expansion while has a nontrivial infrared-stable fixed point for \( 2 < d < 4 \).

The \( 1/N \)-expansion of the vector model is associated with a resummation of Feynman diagrams. A very simple class of diagrams — the bubble graphs — survives to the leading order in \( 1/N \). This is why the large-\( N \) limit of the vector models is solvable. Alternatively, the large-\( N \) solution is nothing but a saddle-point solution in the path-integral approach. The existence of the saddle point is due to the fact that \( N \) is large. This is to be distinguished from a perturbation-theory saddle point which is due to the fact that the coupling constant is small. Taking into account fluctuations around the saddle-point results in the \( 1/N \)-expansion of the vector models.

We begin this Section with a description of the \( 1/N \)-expansion of the \( N \)-component four-Fermi theory analyzing the bubble graphs. Then we introduce functional methods and construct the \( 1/N \)-expansion of the \( O(N) \)-symmetric \( \varphi^4 \) theory and nonlinear sigma model. At the end we discuss the factorization in the \( O(N) \) vector model at large \( N \).

6.1 Four-Fermi theory

The action of the \( O(N) \)-symmetric four-Fermi theory in a \( d \)-dimensional Euclidean space\(^{15}\) is defined by

\[ S[\psi, \bar{\psi}] = \int d^dx \left( \bar{\psi} \tilde{D} \psi + m \bar{\psi} \psi - \frac{G}{2} (\bar{\psi} \psi)^2 \right). \]  (6.1)

Here \( \tilde{D} = \gamma_\mu \partial_\mu \) and

\[ \psi = (\psi_1, \ldots, \psi_N) \]  (6.2)

is a spinor field which forms an \( N \)-component vector in an internal-symmetry space so that

\[ \bar{\psi} \psi = \sum_{i=1}^N \bar{\psi}_i \psi_i. \]  (6.3)

\(^{15}\)In \( d = 2 \) this model was studied in the large-\( N \) limit in Ref. [47] and is often called the Gross-Neveu model.
The dimension of the four-Fermi coupling constant $G$ is

$$\dim[G] = m^{2-d}. \quad (6.4)$$

For this reason, the perturbation theory for the four-Fermi interaction is renormalizable in $d = 2$ but is non-renormalizable for $d > 2$ (and, in particular, in $d = 4$). This is why the old Fermi theory of weak interactions was replaced by the modern electroweak theory, where the interaction is mediated by the $W$ and $Z$ bosons.

The action (6.1) can be equivalently rewritten as

$$S[\psi, \chi] = \int d^4x \left( \bar{\psi} \partial \psi + m \bar{\psi} \psi - \chi \bar{\psi} \psi + \frac{\chi^4}{2G} \right). \quad (6.5)$$

where $\chi$ is an auxiliary field. The two forms of the action, (6.1) and (6.5), are equivalent due to the equation of motion which reads in the operator notation as

$$\chi = G \bar{\psi} \psi. \quad (6.6)$$

where $\ldots$ stands for the normal ordering of operators. Equation (6.6) can be derived by varying the action (6.5) with respect to $\chi$.

In the path-integral quantization, where the partition function is defined by

$$Z = \int \mathcal{D}\chi \mathcal{D}\psi \mathcal{D}\bar{\psi} e^{-S[\psi, \chi]} \quad (6.7)$$

with $S[\psi, \chi]$ given by Eq. (6.5), the action (6.1) appears after performing the Gaussian integral over $\chi$. Therefore, one alternatively gets

$$Z = \int \mathcal{D}\bar{\psi} \mathcal{D}\psi e^{-S[\bar{\psi}, \psi]} \quad (6.8)$$

with $S[\bar{\psi}, \psi]$ given by Eq. (6.1).

The perturbative expansion of the $O(N)$-symmetric four-Fermi theory can be conveniently represented using the formulation (6.5) via the auxiliary field $\chi$. Then the diagrams are of the type of those in Yukawa theory, and resemble the ones for QED with $\bar{\psi}$ and $\psi$ being an analog of the electron-positron field and $\chi$ being an analog of the photon field. However, the auxiliary field $\chi(x)$ does not propagate, since it follows from the action (6.5) that

$$D_\chi(x-y) \equiv \langle \chi(x)\chi(y) \rangle_{\text{Gauss}} = G \delta^{(0)}(x-y) \quad (6.9)$$

or

$$D_\chi(p) \equiv \langle \chi(-p)\chi(p) \rangle_{\text{Gauss}} = G \quad (6.10)$$

---

\[^{16}\text{The introduction of the auxiliary field is often referred to as the Hubbard-Stratonovich transformation in analogy with statistical mechanics.}\]
 Remark on four-Fermi theory in $d = 2$

The one-loop Gell-Mann-Low function of the four-Fermi theory in $d = 2$ is given by the diagrams in Fig. 28 which are logarithmically divergent in $d = 2$. Noting that the diagrams in Fig. 29 do not contribute to the wave-function renormalization of the $\psi$-field, which emerges to the next order in $G$, one gets

$$B(G) = - \frac{(N - 1) G^2}{2\pi}.$$  \hfill (6.12)

The four-Fermi theory in 2 dimensions is asymptotically free as was first noted by 't Hooft [48] and rediscovered in Ref. [47].

The vanishing of the one-loop Gell-Mann-Low function in the Gross-Neveu model for $N = 1$ is related to the same phenomenon in the Thirring model. The latter model is associated with the vector-like interaction $\left( \bar{\psi} \gamma_\mu \psi \right)^2$ of one species of fermions with $\gamma_\mu$ being the $\gamma$-matrices in 2 dimensions. Since a Wilson line has in $d = 2$ only two components $\psi_1$ and $\psi_2$, the vector-like and the scalar-like interaction (6.1) for $N = 1$ reduce to $\bar{\psi}_1 \psi_2 \bar{\psi}_2 \psi_2$ since the square of a Grassmann variable vanishes. Therefore, these two models coincide. For the Thirring model, the vanishing of the Gell-Mann-Low function for any $G$ was shown by Johnson [49] to all loops.

6.2 Bubble graphs as zeroth order in $1/N$

The perturbation-theory expansion of the $O(N)$-symmetric four-Fermi theory contains, in particular, the diagrams of the type depicted in Fig. 30 which are called bubble graphs. Since each bubble has a factor of $N$, the contribution of the $n$-bubble graph is $G^{n+1} N^n$ which is of the order of

$$G^{n+1} N^n \sim G$$

as $N \to \infty$ since

$$G \sim \frac{1}{N}.$$  \hfill (6.14)

Therefore, all the bubble graphs are essential to the leading order in $1/N$.

Let us denote

$$\cdots = G + \ldots + G^2 \bullet + G^{n+1} \bullet \cdots + \ldots$$  \hfill (6.15)

Fig. 30: Bubble diagram which survives the large-$N$ limit of the $O(N)$ vector models.

6.3 One-loop expansion in $d = 2$

In fact the wavy line is nothing but the propagator $D$ of the $\chi$ field with the bubble corrections included. The first term $G$ on the RHS of Eq. (6.15) is nothing but the free propagator (6.10).

Summing the geometric series of the fermion-loop chains on the RHS of Eq. (6.15), one gets analytically\footnote{Recall that the free Euclidean fermionic propagator is given by $S_0(p) = (\bar{p} + m)^{-1}$ due to Eqs. (6.5), (6.7) and the additional minus sign is associated with the fermion loop.}

$$D^{-1}(p) = \frac{1}{G} \int \frac{d^2 k}{(2\pi)^2} \left( \bar{k} + m \right) \left( \bar{k} + \bar{p} + i m \right).$$  \hfill (6.16)

This determines the exact propagator of the $\chi$ field at large $N$. It is $O(N^{-1})$ since the coupling $G$ is included in the definition of the propagator.

The idea is now to change the order of summation of diagrams of perturbation theory using $1/N$ rather than $G$ as the expansion parameter. Therefore, the zeroth-order propagator of the expansion in $1/N$ is defined as the sum over the bubble graphs (6.15) which is given by Eq. (6.16). Some of the diagrams of the new expansion for the four-Fermi vertex are depicted in Fig. 31. The first diagram is proportional to $G$ while the second and third ones are proportional to $G^2$ or $G^3$, respectively, and therefore are of order $O(N^{-2})$ or $O(N^{-3})$ with respect to the first diagram. The perturbation theory is thus rearranged as the $1/N$-expansion.

The general structure of the $1/N$-expansion is the same for all vector models, say, for the $N$-component $\varphi^4$ theory which is considered in the next Subsection.

The main advantage of the expansion in $1/N$ for the four-Fermi interaction over the perturbation theory, is that it is renormalizable in $d < 4$ while the perturbation-theory expansion in $G$ is renormalizable only in $d = 2$. Moreover, the $1/N$-expansion of the four-Fermi theory in $2 < d < 4$ demonstrates [46] an existence of an ultraviolet-stable fixed point, i.e. a nontrivial zero of the Gell-Mann-Low function.

Remark on renormalizability of four-Fermi theory

The $1/N$-expansion of the four-Fermi theory is renormalizable in $2 \leq d < 4$ (but not in $d = 4$). In order to demonstrate renormalizability, let us analyze indices of the diagrams of
the 1/N-expansion.

First of all, we get rid of an ultraviolet divergence of the integral over the d-momentum \( k \) in Eq. (6.16). The divergent part of the integral is proportional to \( \Lambda^{d-2} \) (logarithmically divergent in \( d = 2 \)) with \( \Lambda \) being an ultraviolet cutoff. It can be cancelled by choosing

\[
G = \frac{g^2}{N} \Lambda^{d-2}.
\]

(6.17)

where \( g^2 \) is a proper dimensionless constant which is not necessarily positive since the four-Fermi theory is stable with either sign of \( G \). The power of \( \Lambda \) in Eq. (6.17) is consistent with the dimension of \( G \). This prescription works for \( 2 < d < 4 \) where there is only one divergent term while another divergence \( \propto p^2 \ln \Lambda \) emerges additionally in \( d = 4 \). This is why the consideration is not applicable in \( d = 4 \).

The propagator \( D(p) \) is therefore finite, and behaves at large momenta \( |p| \gg m \) as

\[
D(p) \sim \frac{1}{|p|^{d-2}}.
\]

(6.18)

The standard power-counting arguments then show that the only divergent diagrams appear in the propagators of the \( \psi \) and \( \chi \) fields, and in the \( \psi \chi \psi \chi \) three-vertex. These divergences can be removed by a renormalization of the coupling \( g \), mass, and wave functions of \( \psi \) and \( \chi \), which is a property of renormalizable theory. For more detail about the renormalizability of the 1/N-expansion for the four-Fermi theory in \( 2 < d < 4 \), see Ref. [50].

**Remark on scale invariance at fixed point**

The renormalization group says that

\[
\mu = \Lambda \exp \left[ - \int \frac{dg^2}{B(g^2)} \right].
\]

(6.19)

which is the same as Eq. (3.72) since the correlation length \( \sim \mu \). If \( B \) has a nontrivial fixed point \( g_*^2 \) from which

\[
B(g^2) = b (g^2 - g_*^2)
\]

(6.20)

with \( b < 0 \), then the substitution into Eq. (6.19) gives

\[
g^2 = g_*^2 + \left( \frac{\mu}{\Lambda} \right)^b.
\]

(6.21)

Therefore, the approach to the critical point is power-like rather than logarithmic as for the case of \( g_*^2 = 0 \) when

\[
B(g^2) = bg^4.
\]

(6.22)

The latter behavior of \( B \) results, after the substitution into Eq. (6.19), in the logarithmic dependence

\[
g^2 = \frac{1}{b \ln \frac{\mu}{\Lambda}}
\]

(6.23)

when \( b < 0 \) which is associated with asymptotic freedom. If \( g \) is chosen exactly at the critical point \( g_* \), then the renormalization-group equations

\[
\frac{\mu d \ln \gamma}{d \mu} = \gamma \left( g^2 \right).
\]

(6.24)

where \( \gamma \) stands generically either for vertices or for inverse propagators, possess the scale invariant solutions

\[
\gamma \propto \mu^{-\gamma(\xi)}.
\]

(6.25)

This shows the relation between scale invariance and the vanishing of the Gell-Mann-Low function.

For the four-Fermi theory in \( d = 3 \), Eq. (6.25) yields

\[
S(p) = \frac{1}{ip} \left( \frac{p^2}{m^2} \right)^\gamma
\]

(6.26)

\[
D(p) = \frac{8}{Np^2} \left( \frac{m^2}{p^2} \right)^\gamma
\]

(6.27)

\[
\Gamma(p_1, p_2) = \left( \frac{m^2}{p_1^2} \right)^\gamma \left( \frac{m^2}{p_2^2} \right)^\gamma \left( \frac{p_1^2 p_2}{p_1^2 + p_2^2} \right).
\]

(6.28)

where \( f \) is an arbitrary function of the dimensionless ratios which is not determined by scale invariance. The indices here obey the relation

\[
\gamma = \gamma + \frac{1}{2} \gamma_x
\]

(6.29)

which guarantees scale invariance.

**Remark on conformal invariance at fixed point**

Scale invariance implies, in a renormalizable quantum field theory, more general conformal invariance as is first pointed out in Refs. [51, 52]. The conformal group in a \( d \)-dimensional space-time has \( (d + 1)(d + 2)/2 \) parameters as is illustrated by Table 1. More about the conformal group can be found in the lecture by Jackiw [53].

A heuristic proof [51] of the fact that scale invariance implies conformal one is based on the explicit form of the dilatation \( D_\mu \) and conformal \( K_\mu^\nu \) currents, which are associated with the dilatation and the special conformal transformation, via the energy-momentum tensor \( \theta_\mu^\nu \):

\[
D_\mu = x_\nu \theta_\mu^\nu
\]

(6.30)
Remark on broken scale invariance

Scale (and conformal) invariance at a fixed point \( q = q_0 \) holds only for large momenta \( |p| \gg m \). For smaller values of momenta, scale invariance is broken by masses. In fact, any dimensional parameter breaks scale invariance. If the bare coupling \( g \) is chosen in the vicinity of \( q_0 \), according to Eq. (6.21), then scale invariance holds even in the massless case only if \( |p| \gg \mu \) while it is broken if \( |p| \lesssim \mu \).

6.3 Functional methods for \( \varphi^4 \) theory

The large-\( N \) solution of the \( O(N) \) vector models, which is given by the sum of the bubble graphs, can alternatively be obtained by evaluating the path integral at large \( N \) by the saddle-point method. We shall restrict ourselves to the scalar \( O(N) \)-symmetric \( \varphi^4 \) theory while the analysis of the four-Fermi theory is quite analogous.

The action of the \( O(N) \)-symmetric \( \varphi^4 \) theory reads

\[
S[\varphi^a] = \int d^d x \left[ \frac{1}{2} \left( \partial_\mu \varphi^a \right)^2 + \frac{1}{2} m^2 \varphi^a \varphi^a + \frac{\lambda}{8} \left( \varphi^a \varphi^a \right)^2 \right] \tag{6.35}
\]

where

\[
\varphi^a = \left( \varphi^1, \ldots, \varphi^N \right). \tag{6.36}
\]

The coupling \( \lambda \) in the action (6.35) must be positive for the theory to be well defined. The vertices of Feynman diagrams are associated with \( -\lambda \).

Introducing the auxiliary field \( \chi(x) \) as in Subsect. 6.1, the action (6.35) can be rewritten as

\[
S[\varphi^a, \chi] = \int d^d x \left[ \frac{1}{2} \varphi^a \left( -\partial_\mu^2 + m^2 + \chi \right) \varphi^a - \frac{\lambda}{2\lambda} \chi^2 \right] \tag{6.37}
\]

The two forms are equivalent due to the equation of motion

\[
\chi = \frac{\lambda}{2} \varphi^a \varphi^a. \tag{6.38}
\]

In other words \( \chi \) is again a composite field.

The correlators of \( \varphi^a \) and \( \chi \)'s are determined by the generating functional

\[
Z[J^a, K] = \int D\varphi^a(x) \exp \left[ \int d^d x \left( J^a(x) \varphi^a(x) + K(x) \chi(x) \right) + \int d^d x \left( -\varphi^a \varphi^a \right) \right], \tag{6.39}
\]

which is a functional of the sources \( J^a \) and \( K \) for the fields \( \varphi^a \) and \( \chi \).

To make the path integral over \( \chi(x) \) in Eq. (6.39) convergent, we integrate at each point \( x \) over a contour which is parallel to imaginary axis. This is specific to the Euclidean formulation. The propagator of the \( \chi \)-field in the Gaussian approximation reads

\[
D_\varphi(p) = \langle \chi(-p) \chi(p) \rangle_{\text{Gaus}} = -\lambda. \tag{6.40}
\]
which reproduces the four-boson vertex of perturbation theory.

Since the integral over \( \varphi^2 \) is Gaussian, it can be expressed via the Green function
\[
G(x, y; \chi) = \left< \prod\frac{1}{-\partial^2 + m^2 + \chi} \right> \tag{6.41}
\]
as
\[
Z[J^a, K] = \int D\chi(x) e^{\int d^4x \left( \frac{1}{2} \partial^2 + m^2 + \chi \right) + \int d^4x J^a(x) \chi(x) - \frac{\lambda N}{2} \text{Sp} \ln G^{-1}[\chi]} \tag{6.42}
\]
We have used here the obvious notation
\[
G^{-1}[\chi] = -\partial^2 + m^2 + \chi \tag{6.43}
\]
It will also be convenient to use the short-hand notation
\[
y \circ f = (y[f]) \equiv \int d^4x f(x)g(x) \tag{6.44}
\]
Then, Eq. (6.42) can be rewritten as
\[
Z[J^a, K] = \int D\chi(x) e^{\int d^4x \left( \frac{1}{2} \partial^2 + m^2 + \chi \right) + \int d^4x J^a(x) \chi(x) - \frac{\lambda N}{2} \text{Sp} \ln G^{-1}[\chi]} \tag{6.45}
\]
The exponent in Eq. (6.45) is \( O(N) \) at large \( N \) so the path integral can be evaluated as
\( N \to \infty \) by the saddle-point method. The saddle-point field configuration
\[
\chi(x) = \chi_{\text{sp}}(x) \tag{6.46}
\]is determined (implicitly) by the saddle-point equation
\[
\chi_{\text{sp}}(x) - \frac{\lambda N}{2} G(x, x; \chi_{\text{sp}}) + \frac{\lambda}{2} J^a \circ G(\cdot, x; \chi_{\text{sp}}) G(x, \cdot; \chi_{\text{sp}}) \circ J^a + \lambda K(x) = 0. \tag{6.47}
\]
If \( K \sim 1/\lambda \), each term here is \( O(1) \) since
\[
\lambda \sim \frac{1}{N} \tag{6.48}
\]in analogy with Eq. (6.14).

When the sources \( J^a \) and \( K \) vanish so that the last two terms on the LHS of Eq. (6.47)
equal zero, this equation reduces to
\[
\chi_{\text{sp}} - \frac{\lambda N}{2} G(x, x; \chi_{\text{sp}}) = 0. \tag{6.49}
\]Its solution is \( x \) independent due to translational invariance and can be parametrized as
\[
\chi_{\text{sp}} = m_R^2 - m^2 \tag{6.50}
\]where \( m \) and \( m_R \) are the bare and renormalized mass, respectively. Equation (6.49) then reduces to the standard formula [46]
\[
m^2 = m_R^2 - \frac{\lambda N}{2} \int d^4k \frac{1}{(2\pi)^4 (k^2 + m_R^2)} \tag{6.51}
\]for the mass renormalization at large \( N \).

To take into account fluctuations around the saddle point, we expand
\[
\chi(x) = \chi_{\text{sp}} + \delta \chi(x) \tag{6.52}
\]where
\[
\delta \chi(x) \sim \sqrt{\lambda} \sim N^{-1/2} \tag{6.53}
\]The Gaussian integration over \( \delta \chi(x) \) determines the pre-exponential factor in (6.45).

To construct the \( 1/N \) expansion of the generating functional (6.45), it is convenient to use the generating functional for connected Green’s functions. It is usually denoted by \( W[J^a, K] \) and is related to the partition function (6.39) by
\[
Z[J^a, K] = e^{W[J^a, K]} \tag{6.46}
\]Then we get
\[
W[J^a, K] = \frac{1}{2\lambda} \chi_{\text{sp}} \circ \chi_{\text{sp}} - \frac{N}{2} \text{Sp} \ln G^{-1}[\chi_{\text{sp}}] + \frac{\lambda}{2} J^a \circ G[\chi_{\text{sp}}] \circ J^a + K \circ \chi_{\text{sp}} - \frac{\lambda}{2} \text{Sp} \ln (\lambda D^{-1}[\chi_{\text{sp}}]) + O(N^{-1}) \tag{6.55}
\]where
\[
D^{-1}(x, y; \chi_{\text{sp}}) = \frac{1}{\lambda} \delta^{(4)}(x - y) - \frac{N}{2} G(x, y; \chi_{\text{sp}}) G(y, x; \chi_{\text{sp}}) + J^a \circ G(\cdot, y; \chi_{\text{sp}}) G(x, \cdot; \chi_{\text{sp}}) \circ J^a \tag{6.56}
\]This operator emerges when integrating over the Gaussian fluctuations around the saddle point. The corresponding (last) term on the RHS of Eq. (6.55) is associated with the pre-exponential factor and, therefore, is \( \sim 1 \).

The next terms of the \( 1/N \) expansion can be calculated in a systematic way by substituting (6.52) in Eq. (6.45) and performing the perturbative expansion in \( \delta \chi \).

If the sources \( J^a \) and \( K \) vanish so that the saddle-point value \( \chi_{\text{sp}} \) is given by the constant (6.50), then the RHS of Eq. (6.56) simplifies to
\[
D^{-1}(x, y; \chi_{\text{sp}}) = \frac{1}{\lambda} \delta^{(4)}(x - y) - \frac{N}{2} G(x, y; \chi_{\text{sp}}) G(y, x; \chi_{\text{sp}}) \tag{6.57}
\]Remembering the definition (6.41) of \( G \) and passing to the momentum-space representation, we get
\[
D^{-1}(p) = \frac{1}{\lambda} - \frac{N}{2} \int \frac{d^4k}{(2\pi)^4} \frac{1}{((k + p)^2 + m_R^2)} \tag{6.58}
\]
The sign of the first term on the RHS is consistent with Eq. (6.40).

Equation (6.58) is an analog of Eq. (6.16) in the fermionic case and can be alternatively obtained by summing bubble graphs of the type in Fig. 30 for

\[ D(p) = \langle \chi(-p)\chi(p) \rangle. \]  

(6.59)

The extra symmetry factor 1/2 in Eq. (6.58) is the usual combinatoric one for bosons. Therefore, the large-N saddle-point calculation of the propagator (6.59) results precisely in the zeroth-order of the 1/N-expansion.

We see from Eq. (6.55) the difference between perturbation theory and the 1/N-expansion. The perturbation theory in \( \lambda \) can be constructed as an expansion (6.52) around the saddle point \( \lambda_0 \) given again by Eq. (6.47), with the omitted second term on the LHS, which is now justified by the fact that \( \lambda \) is small (even for \( N \sim 1 \)). The second term on the RHS of Eq. (6.55), which is associated with a one-loop diagram, appears in perturbation theory as a result of Gaussian fluctuations around this saddle-point.

**Remark on Gell-Mann–Low theory of \( \varphi^4 \) theory**

The one-loop Gell-Mann–Low theory of the \( O(N) \)-symmetric \( \varphi^4 \) theory in \( d = 4 \) is given by diagrams similar to those of Fig. 28, though now the arrows are not essential since the field is real. The diagrams are logarithmically divergent in 4 dimensions. Each diagram contribute with the positive sign while the diagram of Fig. 28b has a combinatoric factor of 1/2. The diagrams of Fig. 29 result in a mass renormalization and there is no wave-function renormalization of the \( \varphi \)-field in one loop so that one gets

\[ B(\lambda) = \frac{(N + 8)\lambda^2}{16\pi^2}. \]  

(6.60)

The positive sign in this formula is the same as for QED and is associated with “triviality” of the \( \varphi^4 \) theory in 4 dimensions. It is also worth noting that the coefficient \((N + 8)\) is large even for \( N = 1 \).

### 6.4 Nonlinear sigma model

The nonlinear \( O(N) \) sigma model\(^{19}\) in 2 Euclidean dimensions is defined by the partition function:

\[ Z = \int D\eta \delta \left( \bar{n}^2 - \frac{1}{g^2} \right) e^{-\frac{1}{2} \int d^2x \bar{n}_a \eta^{a} \eta^{a}} \]  

(6.61)

where

\[ \bar{n} = (n_1, \ldots, n_N) \]  

(6.62)

\(^{19}\)The name comes from elementary particle physics where a nonlinear sigma model in 4 dimensions is used as an effective Lagrangian for describing low-energy scattering of the Goldstone \( \pi \)-mesons.

is an \( O(N) \) vector. While the action in Eq. (6.61) is pure Gaussian, the model is not free due to the constraint

\[ \bar{n}^2(x) = \frac{1}{g^2}. \]  

(6.63)

which is imposed on the \( \bar{n} \) field via the (functional) delta-function.

The sigma model in \( d = 2 \) is sometimes considered as a toy model for QCD since it possesses:

1) asymptotic freedom \[^{56}\];
2) instantons for \( N = 3 \) \[^{57}\].

The action in Eq. (6.61) is \( \sim N \) as \( N \to \infty \) but the entropy, i.e. a contribution from the measure of integration, is also \( \sim N \) so that a straightforward saddle point is not applicable.

To overcome this difficulty, we proceed as in the previous Subsection, introducing an auxiliary field \( u(x) \), which is \( \sim 1 \) as \( N \to \infty \), and rewrite the partition function (6.61) as

\[ Z \propto \int D\eta D\eta(x) e^{-\frac{1}{2} \int d^2x \eta_a(x) \left( \frac{1}{g^2} \right) \eta^a(x)} \]  

(6.64)

where the contour of integration over \( u(x) \) is parallel to the imaginary axis.

Doing the Gaussian integration over \( \bar{n} \), we get

\[ Z \propto \int D\eta (x) e^{-\frac{N}{2} \text{Sp} \ln \left( -\frac{1}{g^2} + u(x) \right)} \int d^2x \eta(x). \]  

(6.65)

The first term in the exponent is as before nothing but the sum of one-loop diagrams in 2 dimensions

\[ \frac{N}{2} \text{Sp} \ln \left( -\nabla^2 + u(x) \right) = \sum_{n} \frac{1}{n} \]  

(6.66)

where the auxiliary field \( u \) is denoted again by the wavy line. Equation (6.65) looks very much like Eq. (6.45) if we put there \( \eta_0 = K = 0 \). The difference is that the exponent in (6.65) involves the term which is linear in \( u \), while the analogous term in (6.45) is quadratic in \( \chi \).

Now the path integral over \( u(x) \) in Eq. (6.65) is a typical saddle-point one: the action \( \sim N \) while the entropy \( \sim 1 \) since only one integration over \( u \) is left. The saddle-point equation for the nonlinear sigma model

\[ \frac{1}{g^2} - NG(x, x; u(x)) = 0 \]  

(6.67)

is quite analogous to Eq. (6.49) for the \( \varphi^4 \) theory while \( G \) is defined by

\[ G(x, y; u) = \left\langle \left. \frac{1}{g^2} - \nabla^2 + u \right| \right\rangle, \]  

(6.68)
which is an analog of Eq. (6.41).

The coupling $g^2$ in Eq. (6.67) is $\sim 1/N$ as is prescribed by the constraint (6.63) which involves a sum over $N$ terms on the LHS. This guarantees that a solution to Eq. (6.67) exists. Next orders of the $1/N$-expansion for the 2-dimensional sigma model can be constructed analogously to the previous Subsection.

The $1/N$-expansion of the 2-dimensional nonlinear sigma model has many advantages over perturbation theory, which is usually constructed solving explicitly the constraint (6.63), say, choosing

$$ n_N = \frac{1}{g^2} \sqrt{1 - \frac{N^2}{g^2} \sum_{a=1}^{N-1} n_a^2} \quad (6.69) $$

and expanding the square root in $g^2$. Only $N-1$ dynamical degrees of freedom are left so that the $O(N)$-symmetry is broken in perturbation theory down to $O(N-1)$. The particles in perturbation theory are massless (like Goldstone bosons) and it suffers from infrared divergencies.

On the contrary, the solution to Eq. (6.67) has the form

$$ u_N = u_{m} \equiv N^2 e^{-\frac{m^2}{2N^2}} \quad (6.70) $$

where $\Lambda$ is an ultraviolet cutoff. Therefore, all $N$ particles acquire the same mass $m_N$ in the $1/N$-expansion so that the $O(N)$ symmetry is restored. This appearance of mass is due to dimensional transmutation which says in this case that the parameter $m_N$ rather than the renormalized coupling constant $g_N^2$ is observable. The emergence of the mass cures the infrared problem.

In order to show that (6.70) is a solution to Eq. (6.67), we substitute a translationally invariant ansatz

$$ u_N(x) \equiv u_{m} \quad (6.71) $$

Then Eq. (6.67) in the momentum space reads

$$ \frac{1}{g^2} = N \int \frac{d^4k}{(2\pi)^4} \frac{1}{k^2 + m_N^2} = \frac{N}{4\pi} \int_0^{\Lambda^2} \frac{d\Lambda^2}{k^2 + m_N^2} = \frac{N}{4\pi} \frac{1}{m_N^2} \ln \frac{\Lambda^2}{m_N^2}. \quad (6.72) $$

The exponentiation results in Eq. (6.70).

Equation (6.72) relates the bare coupling $g^2$ and the cutoff $\Lambda$ and allows us to calculate the Gell-Mann–Low function yielding

$$ B(g^2) \equiv \frac{dA^2}{d\Lambda} = \frac{-N g^2}{2\pi}. \quad (6.73) $$

The analogous one-loop perturbation-theory formula for any $N$ reads [56]

$$ B(g^2) = 1 \frac{(N-2)g^4}{2\pi}. \quad (6.74) $$

Thus, the sigma-model is asymptotically free in 2-dimensions for $N > 2$ which is the origin of the dimensional transmutation. There is no asymptotic freedom for $N = 2$ since $O(2)$ is Abelian.

### 6.5 Large-$N$ factorization in vector models

The fact that a path integral has a saddle point at large $N$ implies a very important feature of large-$N$ theories — the factorization. It is a general property of the large-$N$ limit and holds not only for the $O(N)$ vector models. However, it is useful to illustrate it by the following examples.

The factorization at large $N$ holds for averages of single operators, for example

$$ \langle u(x_1) \ldots u(x_k) \rangle \equiv Z^{-1} \int D\mu e^{-\frac{1}{2} \sum_{a=1}^{N-1} \mu_a^2 + \phi^2} \int dx^N u(x_1) \ldots u(x_k) \quad (6.75) $$

in the 2-dimensional sigma model.

Since the path integral has a saddle point at some $u(x) = u_m(x), \quad (6.76)$

we get to the leading order in $1/N$:

$$ \langle u(x_1) \ldots u(x_k) \rangle = \langle u(x_1) \ldots u_m(x_k) \rangle + O\left(\frac{1}{N}\right). \quad (6.77) $$

which can be written in the factorized form

$$ \langle u(x_1) \ldots u(x_k) \rangle = \langle u(x_1) \rangle \ldots \langle u(x_k) \rangle + O\left(\frac{1}{N}\right). \quad (6.78) $$

Therefore, $u$ becomes “classical” as $N \to \infty$ in the sense of the $1/N$-expansion. This is an analog of the WKB-expansion in $\hbar = 1/N$. “Quantum” corrections are suppressed as $1/N$.

We shall return to discussing the large-$N$ factorization in the next Section when considering the large-$N$ limit of QCD.

---

20 This saddle point is, in fact, $x$-independent due to translational invariance.
7 Multicolor QCD

The method of the $1/N_c$ expansion can be applied to QCD. This was done by 't Hooft [2] using the inverse number of colors for the gauge group $SU(N_c)$ as an expansion parameter.

For a $SU(N_c)$ gauge theory without virtual quark loops, the expansion goes in $1/N_c^2$ and rearranges diagrams of perturbation theory according to their topology. The leading order in $1/N_c^2$ is given by planar diagrams, which have a topology of a sphere, while the expansion in $1/N_c^2$ plays a role of a topological expansion. This reminds an expansion in the string coupling constant in string models of the strong interaction, which also has a topological character.

Virtual quark loops can be easily incorporated in the $1/N_c$-expansion. One distinguishes between the 't Hooft limit when the number of quark flavors $N_f$ is fixed as $N_f \rightarrow \infty$ and the Veneziano limit [58] when the ratio $N_f/N_c$ is fixed as $N_c \rightarrow \infty$. Virtual quark loops are suppressed in the 't Hooft limit as $1/N_c$ and lead in the Veneziano limit to the same topological expansion as dual-resonance models of strong interaction.

The simplification of QCD in the large-$N_c$ limit is due to the fact that the number of planar graphs grows with the number of vertices only exponentionally rather than factorially as do the total number of graphs. Correlators of gauge invariant operators factorize in the large-$N_c$ limit which looks like the leading-order term of a "semiclassical" WKB-expansion in $1/N_c$.

We begin this Section with a description of the double-line representation of diagrams of QCD perturbation theory and rearrange it as the topological expansion in $1/N_c$. Then we discuss some properties of the $1/N_c$-expansion for a generic matrix-valued field.

7.1 Index graphs or fatgraphs

In order to describe the $1/N_c$-expansion of QCD, whose extension to $N_c$ colors has already been considered in Subsect. 2.2, it is convenient to use the matrix-field representation (2.24). In this Section we shall use a slightly different definition

\[ [A^\mu(x)]^\alpha_\beta = \sum_i A^\mu_i(x) [\sigma^\alpha]^i_\beta, \]  
(7.1)

which is similar to that used by 't Hooft [2] and differs from (2.24) by a factor of $ig$

\[ A^\mu_i(x) = igA^\mu_i(x). \]  
(7.2)

The matrix (7.1) is Hermitian.

The propagator of the matrix field $A^\mu(x)$, in this notation, takes on the form

\[ \left< A^\mu_i(x) A^\nu_j(y) \right>_{\text{Gauss}} = \frac{1}{2} \left( \delta^\mu_\nu \delta^i_j - \frac{1}{N_c} \delta^i_\nu \delta^j_\mu \right) D_{\mu\nu}(x - y), \]  
(7.3)

where we have assumed, as usual, a gauge fixing to define the propagator in perturbation theory. For instance, one has

\[ D_{\mu\nu}(x - y) = \frac{1}{4\pi^2} \frac{\delta_{\mu\nu}}{(x - y)^2}. \]  
(7.4)

in the Feynman gauge.

Equation (7.3) can be derived from the standard formula

\[ \left< A^\mu_i(x) A^\nu_j(y) \right>_{\text{Gauss}} = \delta^\mu_\nu D_{\mu\nu}(x - y) \]  
(7.5)

multiplying by the generators of the $SU(N_c)$ gauge group according to the definition (2.24) and using the completeness condition

\[ \sum_{k=1}^{N_c^2-1} (c^k)^i_\beta (c^k)^j_\alpha = \frac{1}{2} \left( \delta^i_\alpha \delta^j_\beta - \frac{1}{N_c} \delta^i_\beta \delta^j_\alpha \right) \quad \text{for } SU(N_c), \]  
(7.6)

where the factor of $1/2$ is due to the normalization (2.25).

We concentrate in this Section only on the structure of diagrams in the index space, i.e. the space of the indices associated with the $SU(N_c)$ group. We shall not consider, in most cases, space-time structures of diagrams which are prescribed by Feynman’s rules.

Omitting at large $N_c$ the second term in parentheses on the RHS of Eq. (7.3), we depict the propagator by the double line

\[ \left< A^\mu_i(x) A^\nu_j(y) \right>_{\text{Gauss}} \propto \delta^\mu_\nu \delta^i_j = \begin{array}{c} j \cr k \end{array} \]  
(7.7)

Each line represents the Kronecker delta-symbol and has orientation which is indicated by arrows. This notation is obviously consistent with the space-time structure of the propagator which describes a propagation from $x$ to $y$.

The arrows are due to the fact that the matrix $A^\mu_i$ is Hermitian and its off-diagonal components are complex conjugate. The independent fields are, say, the complex fields $A^\mu_i$ for $i > j$ and the diagonal real fields $A^\mu_i$. The arrow represents the direction of the propagation of the complex field $A^\mu_i$ for $i > j$ while the complex-conjugate one, $A^\mu_j = (A^\mu_i)^*$, propagates in the opposite direction. For the real fields $A^\mu_i$, the arrows are not essential.

The double-line notation (7.7) looks similar to that of Subsect. 3.5. The reason for that is deep: double lines appear generally in all models describing matrix fields in contrast to vector (in internal symmetry space) fields whose propagators are depicted by single lines as in the previous Section.

The three-gluon vertex, which is generated by the action (2.33), is depicted in the double-line notations as

\[ \begin{array}{c} 1 \cr 2 \end{array} + \begin{array}{c} 1 \cr 3 \end{array} - \begin{array}{c} 2 \cr 3 \end{array} \times \left( \delta^{12} \delta^{31} \delta^{23} + \delta^{13} \delta^{23} \delta^{31} + \delta^{21} \delta^{31} \delta^{13} \right) \]  
(7.8)

where the subscripts 1, 2 or 3 refer to each of the three gluons. The relative minus sign is due to the commutator in the cubic in $A$ term in the action (2.33). The color part of the three-vertex is antisymmetric under interchanging the gluons. The space-time structure, which reads in the momentum space as

\[ \gamma_{\mu\nu\rho\delta}(p_1, p_2, p_3) = \delta_{\mu\nu} \delta_{\rho\delta}(p_1 - p_2)_{\mu\delta} + \delta_{\nu\rho} \delta_{\mu\delta}(p_2 - p_3)_{\mu\delta} + \delta_{\rho\delta} \delta_{\mu\nu}(p_3 - p_1)_{\mu\nu}, \]  
(7.9)
This dependence on $N_5$ is similar to Eqs. (6.14) and (6.48) for the vector models and is prescribed by the asymptotic-freedom formula

$$ g^2 = \frac{2\pi^2}{11N_s \ln (\Lambda / M_{QCD})} $$

(7.14)

of the pure SU($N_5$) gauge theory.

Thus, the contribution of the diagram of Fig. 32 is of order

$$ g^2 N_s \sim 1 $$

(7.15)

in the large-$N_s$ limit.

The double lines of the diagram in Fig. 32 can be viewed as bounding a piece of a plane. Therefore, these lines represent a two-dimensional object rather than a one-dimensional one as the single lines do in vector models. These double-line graphs are often called in mathematics the bond graphs or fat graphs. We shall see below their connection with Riemann surfaces.

**Remark on the U($N_s$) gauge group**

As is said above, the second term in the parentheses on the RHS of Eq. (7.6) can be omitted at large $N_s$. Such a completeness condition emerges for the U($N_s$) group whose generators $T^A$ ($A = 1, \ldots, N_s^2$) are

$$ T^A = \left( \epsilon^A, \frac{1}{2\pi} \right), \quad \text{tr} T^A T^B = \frac{1}{2} \delta^{AB}. $$

(7.16)

They obey the completeness condition

$$ \sum_{A=1}^{N_s^2} (T^A)^{ij} (T^A)^{kl} = \frac{1}{2} \delta^{ij} \delta^{kl} \quad \text{for U($N_s$)}. $$

(7.17)

The point is that elements of both the SU($N_s$) group and the U($N_s$) group can be represented in the form

$$ U = e^{i R}, $$

(7.18)

where $B$ is a general Hermitian matrix for U($N_s$) and a traceless Hermitian matrix for SU($N_s$).

Therefore, the double-line representation of perturbation-theory diagrams which is described in this Section holds, strictly speaking, only for the U($N_s$) gauge group. However, the large-$N_s$ limit of both the U($N_s$) group and the SU($N_s$) group is the same.
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Fig. 33: Double-line representation of a four-loop diagram for the gluon propagator. The sum over the $N_c$ indices is associated with each of the four closed index lines whose number is equal to the number of loops. The contribution of this diagram is $\sim g^4 N_c^3 \sim 1$. 

Fig. 34: Double-line representation of a three-loop non-planar diagram for the gluon propagator. The diagram has six three-gluon vertices but only one closed index line (while three loops?). The order of this diagram is $\sim g^3 N_c \sim 1/N_c^2$.

7.2 Planar and non-planar graphs

The double-line representation of perturbation theory diagrams in the index space is very convenient to estimate their orders in $1/N_c$. Each three- or four-gluon vertex contributes a factor of $g$ or $g^2$, respectively. Each closed index line contributes a factor of $N_c$. The order of $g$ in $1/N_c$ is given by Eq. (7.13).

Let us consider a typical diagram for the gluon propagator depicted in Fig. 33. It has eight three-gluon vertices and four closed index lines which coincides with the number of loops. Therefore, the order of this diagram in $1/N_c$ is

$$\text{Fig. 33} \sim (g^3 N_c)^4 \sim 1.$$  \hspace{1cm} (7.19)

The diagrams of the type in Fig. 33, which can be drawn on a sheet of a paper without crossing any lines, are called the planar diagrams. For such diagrams, an adding of a loop inevitably results in adding of two three-gluon (or one four-gluon) vertex. A planar diagram with $n_3$ loops has $n_3$ closed index lines. It is of order

$$n_3\text{-loop planar diagram} \sim (g^3 N_c)^{n_3} \sim 1,$$  \hspace{1cm} (7.20)

so that all planar diagrams survive in the large-$N_c$ limit.

Let us now consider a non-planar diagram of the type depicted in Fig. 34. This diagram is a three-loop one and has six three-gluon vertices. The crossing of the two lines in the middle does not correspond to a four-gluon vertex and is merely due to the fact that the diagram cannot be drawn on a sheet of a paper without crossing the lines. The diagram has only one closed index line. The order of this diagram in $1/N_c$ is

$$\text{Fig. 34} \sim g^3 N_c \sim 1/N_c^2.$$  \hspace{1cm} (7.21)

It is therefore suppressed at large $N_c$ by $1/N_c^2$.

The non-planar diagram in Fig. 34 can be drawn without line-crossing on a surface with one handle which is usually called in mathematics a torus or the surface of genus one. A plane is then equivalent to a sphere and has genus zero. Adding a handle to a surface produces a hole according to mathematical terminology. A general Riemann surface with $h$ holes has genus $h$.

The above evaluations of the order of the diagrams in Figs. 32-34 can now be described by the unique formula

$$\text{genus-}
\text{h diagram} \sim \left(\frac{1}{N_c^2}\right)^{\text{genus}}.$$  \hspace{1cm} (7.22)

Thus, the expansion in $1/N_c$ rearranges perturbation-theory diagrams according to their topology [2]. For this reason, it is referred to as the topological expansion or the genus expansion. The general proof of Eq. (7.22) for an arbitrary diagram is given in Subsect. 7.3.

Only planar diagrams, which are associated with genus zero, survive in the large-$N_c$ limit. This class of diagrams is an analog of the bubble graphs in the vector models. However, the problem of summing the planar graphs is much more complicated than that of summing the bubble graphs. Nevertheless, it is simpler than the problem of summing all the graphs, since the number of the planar graphs with $n_0$ vertices grows at large $n_0$ exponentially [59, 60]

$$\#_p(n_0) \equiv \# \text{ of planar graphs} \sim \text{const}^{n_0}.$$  \hspace{1cm} (7.23)

while the number of all the graphs grows with $n_0$ factorially. There is no dependence in Eq. (7.23) on the number of external lines of a planar graph which is assumed to be much less than $n_0$.

It is instructive to see the difference between the planar diagrams and, for instance, the ladder diagrams which describe $e^+e^-$ elastic scattering in QED. Let the ladder has $n$ runs. Then there are $n!$ ladder diagrams, but only one of them is planar. This simple example shows why the number of planar graphs is much smaller than the number of all graphs, most of which are non-planar.

In the rest of these lecture notes, we shall discuss what is known about solving the problem of summing the planar graphs.

7.3 Planar and non-planar graphs (the boundaries)

Equation (7.22) holds, strictly speaking, only for the gluon propagator while the contribution of all planar diagrams to a connected $n$-point Green's function is $\sim g^{2n-2}$ which is its natural order in $1/N_c$. Say, the three-gluon Green's function is $\sim g$, the four-gluon one is $\sim g^2$ and so on. In order to make contributions of all planar diagrams to be of the same order $\sim 1$ in
Fig. 35: Generic index diagram with \( n_0 = 10 \) vertices, \( n_1 = 10 \) gluon propagators, \( n_3 = 4 \) closed index lines, and \( B = 1 \) boundary. The color indices of the external lines are contracted by the Kronecker deltas (represented by the single lines) in a cyclic order. The extra factor of \( 1/N_c \) is due to the normalization (7.24). Its order in \( 1/N_c \) is \( \sim 1/N_c^2 \) in accord with Eq. (7.22).

The large-\( N_c \) limit, independently of the number of external lines, it is convenient to contract the Kronecker deltas associated with external lines.

Let us do this in a cyclic order as is depicted in Fig. 35 for a generic connected diagram with three external gluon lines. The extra deltas which are added to contract the color indices are depicted by the single lines. They can be viewed as a boundary of the given diagram. The actual size of the boundary is not essential — it can be shrunk to a point. Then a bounded piece of a plane will be topologically equivalent to a sphere with a puncture.

I shall prefer to draw planar diagrams in a plane with an extended boundary (boundaries) rather than in a sphere with a puncture (punctures).

It is clear from the graphic representation that the diagram in Fig. 35 is associated with the trace over the color indices of the three-point Green’s function

\[
G_{\mu \nu \rho}^{(3)}(x_1, x_2, x_3) \equiv \frac{(i g)^3}{N_c} \left( \text{tr} \left[ A_\mu(x_1) A_\nu(x_2) A_\rho(x_3) \right] \right) .
\]  

(7.24)

We have introduced here the factor \( g^3/N_c \) to make \( G_3 \) of \( O(1) \) in the large-\( N_c \) limit and inserted \( g^3 \) for later convenience. Therefore, the contribution of the diagram in Fig. 35 having one boundary should be divided by \( N_c \), while the factor \( g^3 \) is naturally associated with three extra vertices which appear after the contraction of color indices.

The extension of Eq. (7.24) to multi-point Green’s functions is obvious:

\[
G_{\mu_1 \nu_1 \cdots \mu_n}^{(n)}(x_1, \ldots, x_n) \equiv \frac{(i g)^n}{N_c} \left( \text{tr} \left[ A_{\mu_1}(x_1) \cdots A_{\mu_n}(x_n) \right] \right) .
\]  

(7.25)

The factor \( 1/N_c \), which normalizes the trace, provides the natural normalization \( G^{(0)} = 1 \) of the averages.

Though the two terms in the index-space representation (7.8) of the three-gluon vertex looks very similar, their fate in the topological expansion is quite different. When the color indices are contracted anti-clockwise, the first term leads to the planar contributions to \( G^{(3)} \), the simplest of which is depicted in Fig. 36a. The anti-clockwise contraction of the color indices in the second term leads to a non-planar graph in Fig. 36b which may be drawn without crossing of lines only on a torus. Therefore, the two color structures of the three-gluon vertex contribute to different orders of the topological expansion. The same is true for the four-gluon vertex.

**Remark on oriented Riemann surfaces**

Each line of an index graph of the type depicted in Fig. 35 is oriented. This orientation continues along a closed index line while the pairs of index lines of each double line have opposite orientations. The overall orientation of the lines is prescribed by the orientation of the external boundary which we choose to be, say, anti-clockwise like in Fig. 35a. Since the lines are oriented, the faces of the Riemann surface associated with a given graph are oriented too — all in the same way — anti-clockwise. Vice versa, such an orientation of the Riemann surfaces unambiguously fixes the orientation of all the index lines. This is the reason why we omit the arrows associated with the orientation of the index lines: their directions are obvious.

**Remark on cyclic-ordered Green’s functions**

The cyclic-ordered Green’s functions (7.25) naturally arise in the expansion of the trace of the non-Abelian phase factor for a closed contour (see Eq. (2.48)). One gets

\[
\left( \frac{1}{N_c} \text{tr} \left[ P e^{i \oint \kappa^a A_\kappa(x)} \right] \right) = \sum_{n_0, n_1, \ldots} \int \left( \frac{dx_1^{a_1}}{i} \right) \left( \frac{dx_2^{a_2}}{i} \right) \cdots \left( \frac{dx_n^{a_n}}{i} \right) G^{(n)}_{\mu_1 \nu_1 \cdots \mu_n}(x_1, \ldots, x_n) .
\]  

(7.26)

The reason is because the ordering along a closed path implies the cyclic-ordering in the index space.
Remark on generating functionals for planar graphs

By connected or disconnected planar graphs, we mean, respectively, the graphs which were connected or disconnected before the contraction of the color indices as is illustrated by Fig. 37. The graph in Fig. 37a is connected planar while the graph in Fig. 37b is disconnected planar.

The usual relation (6.54) between the generating functionals $W[J]$ and $Z[J]$ for connected graphs and all graphs does not hold for the planar graphs. The reason is that an exponentiation of such a connected planar diagram for the cyclic-ordered Green's functions (7.25) can give disconnected non-planar ones.

The generating functionals for all and connected planar graphs can be constructed [61] by means of introducing non-commutative sources $J_{\mu}(x)$. "Non-commutative" means that there is no way to transform $J_{\mu}(x)J_{\nu}(x)$ into $J_{\nu}(x)J_{\mu}(x)$. This non-commutativity of the sources reflects the cyclic-ordered structure of the Green's functions (7.25) which possess only cyclic symmetry.

Using the short-hand notations (6.44) where the symbol $\circ$ includes the sum over the $d$-vector (or whatever available) indices except for the color ones:

$$ j \circ A = \sum_{\mu} \int d^d x \, j_{\mu}(x) A_{\mu}(x) ,$$

(7.27)

we write down the definitions of the generating functionals for all planar and connected planar graphs, respectively, as

$$ Z[j] = \sum_{n=0}^{\infty} \left( \frac{1}{N_c} \right)^n \frac{1}{N_c} \operatorname{tr} \left( j \circ \mathcal{A} \right)^n ,$$

(7.28)

and

$$ W[j] = \sum_{n=0}^{\infty} \left( \frac{1}{N_c} \right)^n \frac{1}{N_c} \operatorname{tr} \left( j \circ \mathcal{A} \right)^n \big|_{\text{conn}} .$$

(7.29)

The planar contribution to the Green's functions (7.25) and their connected counterparts can be obtained, respectively, from the generating functionals $Z[j]$ and $W[j]$ applying the non-commutative derivative which is defined by

$$ \frac{\delta}{\delta j_{\mu}(x)} f(j) = \delta_{\mu\nu} \delta(x-y) / f(j) ,$$

(7.30)

where $f$ is an arbitrary function of $J_{\mu}$'s. In other words, the derivative picks up only the leftmost variable.

The relation which replaces Eq. (6.54) for planar graphs is

$$ Z[j] = W[jZ[j]] ,$$

(7.31)

while the cyclic symmetry says


(7.32)

A graphic derivation of Eqs. (7.31) and (7.32) is given in Fig. 38. In other words, given $W[j]$, one should construct an inverse function as the solution to the equation

$$ j_{\mu}(x) = J_{\mu}(x)W[j] ,$$

(7.33)

after which Eq. (7.31) says


(7.34)

Equation (7.33) can be iteratively solved in the Gaussian case where only $G_{\mu\nu}$ is nonvanishing which yields

$$ W[j] = 1 - g^2 j \circ D \circ j .$$

(7.35)

Here the propagator $D$ is given by Eq. (7.4). Using Eq. (7.31), we get explicitly


(7.36)

While this equation for $Z[j]$ is quadratic, its solution can be written only as a continued fraction due to the non-commutative nature of the variables. In order to find it, we rewrite Eq. (7.36) as

$$ Z[j] = \frac{1}{1 + g^2 \int d^d x d^d y D_{\mu}(x-y) J_{\mu}(x) Z[j] J_{\mu}(y) Z[j]} .$$

(7.37)
whose iterative solution reads [61]

\[ Z[j] = \frac{1}{1 + g^2 J} \phi D^{-} j \phi D^{+} j \]  

(7.38)

More about this approach to the generating functionals for planar graphs can be found in Ref. [62].

### 7.4 Topological expansion and quark loops

It is easy to incorporate quarks in the topological expansion. A quark field belongs to the fundamental representation of the gauge group SU\((N_c)\) and its propagator is represented by a single line

\[ \langle \psi_i \bar{\psi}_j \rangle \propto \delta_{ij} \]  

(7.39)

The arrow indicates, as usual, the direction of propagation of a (complex) field \( \psi \). We shall omit these arrows for simplicity.

The diagram for the gluon propagator which involves one quark loop is depicted in Fig. 39a. It has two three gluon vertices and no closed index lines so that its order in \( 1/N_c \) is

\[ \text{Fig. 39a} \sim g^2 \sim \frac{1}{N_c} \]  

(7.40)

Analogously, the order of a more complicated tree-loop diagram in Fig. 39b, which involves one quark loop and two closed index lines, is

\[ \text{Fig. 39b} \sim g^2 N_c^2 \sim \frac{1}{N_c} \]  

(7.41)

It is evident from this consideration that quark loops are not accompanied by closed index lines. One should add a closed index line for each quark loop in order for a given
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**Fig. 39**: Diagrams for the gluon propagator with a quark loop which is represented by the single line. The diagram a) involves one quark loop and has no closed index lines so that its order is \( g^2 \sim 1/N_c \). The diagram b) involves three loops one of which is a quark loop. Its order is \( g^2 N_c^2 \sim 1/N_c \).

### 7.5 Generic diagram

The single-line representation of the quark loops is similar to the one of the external boundary in Fig. 35, more, such a diagram emerges when one calculates perturbative gluon corrections to the vacuum expectation value of the quark operator

\[ \langle \bar{\psi} \psi \rangle \]  

(7.42)

The order in \( 1/N_c \) is introduced to make it \( O(1) \) in the large-\( N_c \) limit. Therefore, the external boundary can be viewed as a single line associated with valence quarks. The difference between virtual quark loops and external boundaries is that each of the latter comes along with the factor of \( 1/N_c \) due to the definitions (7.25) and (7.43).

In order to prove Eqs. (7.22) and its quark counterpart (7.42), let us consider a generic diagram in the index space which has \( v^{(3)} \) three-point vertices (either three-gluon or quark-gluon ones), \( v^{(4)} \) four-gluon vertices, \( n_t \) propagators (either gluon or quark ones), \( n_c \) closed index lines, \( L \) virtual quark loops and \( B \) external boundaries. A typical such diagram is depicted in Fig. 40. Its order in \( 1/N_c \) is

\[ \frac{1}{N_c} g^{v^{(3)}+v^{(4)}+n_t} N_c^{n_c} \sim N_c^{-v^{(3)}-v^{(4)}-n_t-n_c} \]  

(7.44)

as is already explained. The extra factor of \( 1/N_c^3 \) is due to the extra normalization factor of \( 1/N_c \) in operators associated with external boundaries.

The number of propagators and vertices are related by

\[ 2n_t = 3n^{(3)} + 4n^{(4)} \]  

(7.45)
since three- and four-point vertices emit three or four propagators, respectively, and each propagator connects two vertices. Using the relation (7.45), we rewrite the RHS of (7.44) as

$$N_{N - n_0}^{N_{\gamma_0}^{(n - 2)} - n_0^{(4)}} = N_{n - n_0}^{N_{\gamma_0}^{(n - 1) + n_0}} 	ag{7.46}$$

where the total number of vertices

$$n_0 = n_0^{(3)} + n_0^{(4)} 	ag{7.47}$$

is introduced.

The exponent on the RHS of Eq. (7.46) can be expressed via the Euler characteristics $\chi$ of a given graph of genus $h$. Let us first mention that a proper Riemann surface, which is associated with a given graph, is open and has $B + L$ boundaries (represented by single lines). This surface can be closed by attaching a cap to each boundary. The single lines then become double lines together with the lines of the boundary of each cap. We have already considered this procedure when deducing Eq. (7.42) from Eq. (7.22).

The number of faces for a closed Riemann surface constructed in such a manner is $n_2 + L + B$, while the number of edges and vertices are $n_1$ and $n_0$, respectively. Euler's theorem says that

$$\chi = 2 - 2h = n_2 + L + B - n_1 + n_0. \tag{7.48}$$

Therefore the RHS of Eq. (7.46) can be rewritten as

$$N_{n_2 + n_1 + n_0}^{N_{\gamma_0}^{(n - 2)} - n_0^{(4)}} = N_{n_2 + n_1 + n_0}^{N_{\gamma_0}^{(n - 2)} - n_0^{(4)}} \tag{7.49}$$

We have thus proven that the order in $1/N_c$ of a generic graph does not depend on its order in the coupling constant and is completely expressed via the genus $h$ and the number of virtual quark loops $L$ and external boundaries $B$ by

$$\text{generic graph} \sim \left( \frac{1}{N_c} \right)^{2h + L + 2(n - 1)}. \tag{7.50}$$

For $B = 1$, we recover Eqs. (7.22) and (7.42).

**Remark on the order of gauge action**

We see from Eq. (7.25) that the natural variables for the large-$N_c$ limit are the calligraphic matrices $A_{\mu}$ which include the extra factor of $\gamma$ with respect to $A_{\mu}$ (see Eq. (7.2)). For these matrices

$$\frac{1}{N_c} \left( \text{tr} \left[ A_{\mu} (x_1) \cdots A_{\nu} (x_n) \right] \right) = G_{\mu \nu}^{(n)} (x_1, \ldots, x_n) \tag{7.51}$$

so that they are $O(1)$ in the large-$N_c$ limit since the trace is $O(N_c)$.

In these variables, the gluon part of the QCD action (2.33) takes on the simple form

$$S = - \frac{1}{2 g^2} \int d^4 x \text{tr} F_{\mu \nu} (x). \tag{7.52}$$

Since $g^2$ in this formula is $\sim 1/N_c$ and the trace is $\sim N_c$, the action is $O(N_c^2)$ at large $N_c$.

This result can be anticipated from the free theory because the kinetic part of the action involves the sum over $N_f^2 - 1$ free gluons. Therefore, the non-Abelian field strength is $\sim 1$ for $g^2 \sim 1/N_c$.

The fact that the action is $O(N_c^2)$ in the large-$N_c$ limit is a generic property of the models describing matrix fields. It will be crucial for developing saddle-point approaches at large $N_c$ which are considered below.

The formula (7.50) can be easily rederived using the calligraphic notation. The propagator of the $A$-field is $\sim g^2$ while both three- and four-gluon vertices are now $\sim g^2$ as a consequence of Eq. (7.52).

The contribution of a generic graph is now of the order

$$\left( g^2 \right)^{N_{\gamma_0}^{(n - 2)} - n_0^{(4)}} \sim N_{n_2 + n_1 + n_0}^{N_{\gamma_0}^{(n - 2)} - n_0^{(4)}} \tag{7.53}$$

for $g^2 \sim 1/N_c$. This coincides with the RHS of Eq. (7.46) which results in Eq. (7.50).

**7.5 t’ Hooft versus Veneziano limits**

In QCD there are several species of flavors of quarks ($u$, $d$, $s$ and so on). We denote the number of flavors by $N_f$ and associate a Greek letter $\alpha$ or $\beta$ with a flavor index of the quark field.

The quark propagator then has the Kronecker delta with respect to the flavor indices in addition to Eq. (7.39).

$$\langle \bar{q}_{\alpha} (x) q_{\beta} (y) \rangle \propto \delta_{\alpha \beta} \delta_{x y}. \tag{7.54}$$

Their contraction results in

$$\sum_{\alpha = 1}^{N_f} \delta_{\alpha \alpha} = N_f. \tag{7.55}$$

Therefore, an extra factor of $N_f$ corresponds to each closed quark loop for the $N_f$ flavors.

The limit when $N_f$ is fixed as $N_c \to \infty$, as was considered in the original paper by ’t Hooft [2], is called the ’t Hooft limit. Only valence quarks are left in the ’t Hooft limit. Hence, it is associated with the quenched approximation which was discussed in the Remark to Subsect. 5.5. For all mesons to decay into other mesons built out of quarks, say for a $\rho$-meson to decay into a pair of $\pi$-mesons, a quark-antiquark pair must be produced out of the vacuum. Consequently, the ratios of meson widths to their masses are

$$\frac{\Gamma_{\text{total}}}{M} \sim \frac{N_f}{N_c} \tag{7.56}$$

in the ’t Hooft limit. The ratio on the LHS of Eq. (7.56) is experimentally 10–15% for the $\rho$-meson. A hope to solve QCD in the ’t Hooft limit is a hope to describe QCD with this accuracy.

An alternative large-$N_c$ limit of QCD when $N_f \sim N_c$ as $N_c \to \infty$ was proposed by Veneziano [58]. Some diagrams for the gluon propagator, which involve one quark loop, are
The diagrams in Fig. 41 contribute, respectively,

\[ \text{Fig. 41a} \sim g^2 N_f \sim \frac{N_f}{N_c} \]  \hspace{1cm} (7.57)

and

\[ \text{Fig. 41b} \sim g^2 N_f^2 \sim \frac{N_f}{N_c} \]  \hspace{1cm} (7.58)

in the limit (7.13). Likewise, a more general diagram with \( L \) quark loops will contribute

\[ L \text{ quark loops} \sim \left( \frac{N_f}{N_c} \right)^L \left( \frac{1}{N_f} \right)^{\text{perm}}. \]  \hspace{1cm} (7.59)

This formula obviously follows from Eq. (7.42) since each quark loop results in \( N_f \).

We see from Eq. (7.59) that quark loops are not suppressed at large \( N_c \) in the Veneziano limit

\[ N_f \sim N_c \rightarrow \infty \]  \hspace{1cm} (7.60)

if the diagram is planar. Furthermore, the representation of a flavored quark by one solid and one dashed line is obviously similar to the double-line representation of a gluon. All what is said above about the topological expansion of pure gluodynamics holds for QCD with quarks in the Veneziano limit.

It is the Veneziano limit (7.60) that is related to the hadronic topological expansion in the dual-resonance models. Hadrons can have, in the Veneziano limit, finite widths according to Eq. (7.56). I refer the reader to the original paper by Veneziano [58] for more detail.

There is an alternative way to show why virtual quarks are suppressed in the 't Hooft limit and survive in the Veneziano limit. Let us integrate over the quark fields which yields

\[ \int D\bar{c} Dc e^{-\int d^4x (\bar{c}i\gamma^\mu D^\mu c)} = e^{\alpha_b (\vec{\alpha} + m)}. \]  \hspace{1cm} (7.61)

### Remark on asymptotic freedom in the Veneziano limit

Though the number of flavors becomes large in the Veneziano limit, this does not mean that asymptotic freedom is lost. The leading-order coefficient of the \( B \)-function of QCD with \( N_c \) colors and \( N_f \) flavors reads

\[ b = \frac{11}{3} N_c + \frac{2}{3} N_f. \]  \hspace{1cm} (7.63)

It is still negative if \( N_f/N_c < 11/3 \) in the Veneziano limit.

### Remark on phenomenology of multicolor QCD

While \( N_c = 3 \) in the real world, there are phenomenological indications that \( 1/N_c \) may be considered as a small parameter. We have already mentioned some of them in the text—the simplest one is that the ratio of the \( \rho \)-meson width to its mass, which is \( \sim 1/N_c \), is small.

Considering \( 1/N_c \) as a small parameter immediately leads to qualitative phenomenological consequences which are preserved by the planar diagrams associated with multicolor QCD, but are violated by the non-planar diagrams.

The most important consequence is the relation of the \( 1/N_c \)-expansion to the topological expansion in the dual-resonance model of hadrons. Vast properties of hadrons are explained by the dual-resonance model. A very clear physical picture behind this model is that hadrons are excitations of a string with quarks at the ends.

I shall briefly list some consequences of multicolor QCD:

- **Fig. 42:** Diagram with two quark loops in the Veneziano limit. The diagram is
  \[ \sim g^2 N_f N_f^2 \sim \frac{N_f}{N_c}. \]

  The trace in the exponent involves summation both over color and flavor indices, so that
  \[ \text{Sp} \ln (\vec{\alpha} + m) \sim N_f N_f. \]  \hspace{1cm} (7.62)

  The order in \( N_c \) of the pure gluon action is \( O(N_c^0) \) as it is already discussed. Hence, the quark contribution to the action is \( \sim N_f/N_c \) in comparison to the gluon one. The quark determinant can be disregarded in the 't Hooft limit, but is essential in the Veneziano limit.

  The consideration of the previous paragraph also explains why each quark loop contributes a factor \( \sim N_f/N_c \). The exponent on the RHS of Eq. (7.61) is associated with one-loop diagrams. A diagram with \( L \) quark loops corresponds to the \( L \)-th term of the expansion of the exponential. This explains the factor \( (N_f/N_c)^L \) in Eq. (7.59). A diagram with two quark loops, which appears to the second order of this expansion, is depicted in Fig. 42.
1) The "naive" quark model of hadrons emerges at \( N_c = \infty \). Hadrons are built out of (valence or constituent) quark and antiquark \( q \bar{q} \), while exotic states like \( uu \bar{u} \) do not appear.

2) The partial width of decay of the \( \phi \)-meson, which is built out of \( s \bar{s} \) (the strange quark and antiquark), into \( K^+K^- \) is \( \sim 1/N_c \), while that into \( \pi^+\pi^-\pi^0 \) is \( \sim 1/N_c^2 \). This explains Zweig's rule. The masses of the \( \rho \) and \( \omega \)-mesons are degenerate at \( N_c = \infty \).

3) The coupling constant of meson-meson interaction is small at large \( N_c \).

4) The widths of glueballs are \( \sim 1/N_c^2 \), i.e. they should be even narrower than mesons built out of quarks. The glueballs do not interact or mix with mesons at \( N_c = \infty \).

All these hadron properties (except the last one) approximately agree with experiment, and were well-known even before 1974 when multicolor QCD was introduced. Glueballs are not yet detected experimentally (maybe because of their property listed in the item 4).

### 7.6 Large-\( N_c \) factorization

The vacuum expectation values of several colorless or white operators, which are singlets with respect to the gauge group, factorize in the large-\( N_c \) limit of QCD (or other matrix models). This property is similar to that already discussed in Subsect. 6.5 for the vector models.

The simplest gauge-invariant operator in a pure SU(\( N_c \)) gauge theory is the square of the non-Abelian field strength:

\[
O(x) = \frac{1}{N_c^2} \text{tr} F_{\mu \nu}^2(x).
\]  

(7.64)

The normalizing factor provides the natural normalization

\[
\left\langle \frac{1}{N_c^2} \text{tr} F_{\mu \nu}^2(x) \right\rangle = \left\langle \frac{1}{2 N_c^2} F_{\mu \nu}^2(x) F_{\mu \nu}^2(x) \right\rangle \sim 1.
\]  

(7.65)

In order to verify the factorization in the large-\( N_c \) limit, let us consider the index space diagrams for the average of two colorless operators \( O(x_1) \) and \( O(x_2) \), which are depicted in Fig. 43.

The graph in Fig. 43a represents the zeroth order of perturbation theory. It involves four closed index lines (the factor \( N_c^4 \)) and the normalization factor \( 1/N_c^4 \) according to the definition (7.64). Its contribution is

\[
\text{Fig. 43a} \sim \frac{1}{N_c^2} N_c^2 \times \frac{1}{N_c^2} N_c^2 \sim 1,
\]  

(7.66)

i.e. \( O(1) \) in accord with the general estimate (7.65).

The graph in Fig. 43b involves a gluon line which is emitted and absorbed by the same operator \( O(x_1) \). It has five closed index lines (the factor \( N_c^5 \)), the normalization factor \( 1/N_c^4 \), and \( g^2 \) due to three gluon vertices. Its contribution is

\[
\text{Fig. 43b} \sim g^2 N_c \sim 1,
\]  

(7.67)

i.e. \( O(1) \) in accord with the general estimate (7.65).

The graph in Fig. 43c involves the average of the operator (7.64) to zeroth order in \( g \). The diagrams a) and b), which are associated with the factorized part of the average on the LHS of Eq. (7.70), are \( O(1) \). The diagrams c) and d), which would violate the factorization, are suppressed by \( 1/N_c^2 \).

\[
\text{i.e. also } O(1) \text{ in the limit (7.13)}.
\]

The graph in Fig. 43c is of the same type as the graph in Fig. 43a, but the double lines now connect two different operators. It has two closed index lines (the factor \( N_c^2 \)) and the normalization factor \( 1/N_c^4 \), so that its contribution

\[
\text{Fig. 43c} \sim \frac{1}{N_c^2}
\]  

(7.68)

is suppressed by \( 1/N_c^2 \).

The graph in Fig. 43d, which is of the same order in the coupling constant as the graph in Fig. 43b, involves only three closed index lines (the factor \( N_c^3 \)) and is of order \( 1/N_c^2 \):

\[
\text{Fig. 43d} \sim g^2 \frac{1}{N_c} \sim \frac{1}{N_c^2}.
\]  

(7.69)

Therefore, it is suppressed by \( 1/N_c^2 \) in the large-\( N_c \) limit. For this graph, the gluon line is emitted and absorbed by different operators \( O(x_1) \) and \( O(x_2) \).

This lowest-order example illustrates the general property that only (planar) diagrams with gluon lines emitted and absorbed by the same operators survive as \( N_c \to \infty \). Hence, correlations between the colorless operators \( O(x_1) \) and \( O(x_2) \) are of order \( 1/N_c^2 \), so that the factorization property holds as \( N_c \to \infty \):

\[
\left\langle \frac{1}{N_c^2} \text{tr} F^2(x_1) \right\rangle \left\langle \frac{1}{N_c^2} \text{tr} F^2(x_2) \right\rangle = \left\langle \frac{1}{N_c^2} \text{tr} F^2(x_1) \right\rangle \left\langle \frac{1}{N_c^2} \text{tr} F^2(x_2) \right\rangle + O\left( \frac{1}{N_c^2} \right).
\]  

(7.70)

For a general set of gauge-invariant operators \( O_1, \ldots, O_n \), the factorization property can be represented by

\[
\langle O_1 \cdots O_n \rangle = \langle O_1 \rangle \cdots \langle O_n \rangle + O\left( \frac{1}{N_c^2} \right).
\]  

(7.71)
This is analogous to Eq. (6.78) for the vector models.

The factorization in large-$N_c$ QCD was first discovered by A.A. Migdal in the late seventies. An important observation that the factorization implies a semiclassical nature of the large-$N_c$ limit of QCD was done by Witten [63]. We shall discuss this in the next two Subsections.

The factorization property also holds for gauge-invariant operators constructed from quarks like in Eq. (7.43). For the case of several flavors $N_f$, we normalize these quark operators by

$$O_f = \frac{1}{N_f N_c} \bar{\psi} \Gamma \psi.$$  

Here $\Gamma$ stands for one of the combination of the gamma-matrices:

$$\Gamma = 1, \gamma_5, \gamma_\mu, \gamma_5 \gamma_\mu, \gamma_\mu, \gamma_{\rho \sigma}, \frac{1}{2i}[\gamma_\mu, \gamma_\nu] \ldots .$$  

Estimation of the order in $1/N_c$ of diagrams for the average of two quark operators (7.72) is analogous to that for the pure gluon graphs in Fig. 43.

Thus, the factorization of the gauge-invariant quark operators holds both in the 't Hooft and Veneziano limits:

$$(O_{\gamma_1} \cdots O_{\gamma_N}) = \langle O_{\gamma_1} \cdots O_{\gamma_N} \rangle + O \left( \frac{1}{N_f N_c} \right).$$  

The non-factorized part, which is associated with connected diagrams, is $\sim 1/N_c$ in the 't Hooft limit. This leads, in particular, to the coupling constant of meson-meson interaction of order $1/N_c$, clarifying the property of multicolor QCD listed above. The Veneziano limit is analogous to pure gluodynamics as is already mentioned.

It is worth noting that the factorization can be seen (at all orders of perturbation theory) from Eq. (7.50) for the contribution of a generic connected graph of genus $g$ with $B$ external boundaries which are precisely associated with the quark operators $O_{\gamma_i}$ as is explained in Subsect. 7.1. The diagrams with gluon lines emitted and absorbed by the same operator like in Fig. 43b are products of diagrams having only one boundary. Hence, their contribution is of order 1. Otherwise, the diagrams with gluon lines emitted and absorbed by different operators like in Fig. 43c have two boundaries. According to Eq. (7.50), their contribution is suppressed by $1/N_c^2$. Alternatively, the diagrams like in Fig. 43d (including its planar dressing by gluons) have one boundary. Their contribution is $O(1)$ times $1/(N_f N_c)$ coming from the normalization of the operator (7.72). This proves the factorization property (7.74) at all orders of perturbation theory.

**Remark on factorization beyond perturbation theory**

The large-$N_c$ factorization can be also verified at all orders of the strong coupling expansion in the $SU(N_c)$ lattice gauge theory. A non-perturbative proof of the factorization will be given in the next Section by using quantum equations of motion (the loop equations).

---

### 7.7 The master field

The large-$N_c$ factorization in QCD assumes that gauge-invariant objects behave as $c$-numbers, rather than as operators. Likewise the vector models, this suggests that the path integral is dominated by a saddle point.

We already saw in Subsect. 6.5 that the factorization in the vector models does not mean that the fundamental field itself, for instance $\hat{u}$ in the sigma-model, becomes "classical". It is the case, instead, for a singlet composite field.

We are now going to apply a similar idea to the Yang-Mills theory whose partition function reads

$$Z = \int D A_\mu e^{-\int d^4 x \frac{1}{4} F_{\mu \nu} F_{\mu \nu}}.$$  

(7.75)

The action, $\sim N_c^2$, is large as $N_c \to \infty$, but the "entropy" is also $\sim N_c^2$ due to the $N_c^2 - 1$ integrations over $A_\mu$:

$$D A_\mu \sim e^{N_c^2}.$$  

(7.76)

Consequently, the saddle-point equation of the large-$N_c$ Yang-Mills theory is not the classical one which reads

$$\frac{\delta S}{\delta A_\mu} = (\nabla_\mu F_{\nu \mu})^* = 0.$$  

(7.77)

The idea is to rewrite the path integral over $A_\mu$ for the Yang-Mills theory as that over a colorless composite field $\Phi [A]$, likewise it was done in Subsect. 6.4 for the sigma-model. The expected new path-integral representation of the partition function (7.75) would be something like

$$Z \propto \int D \Phi \frac{1}{S_c} e^{-N_c^2 S_c^2}.$$  

(7.78)

The Jacobian

$$\frac{\partial \Phi [A]}{\partial A_\mu} \equiv e^{N_c^2 S_c^2}$$  

(7.79)

in Eq. (7.78) is related to the old entropy factor, so that $J[\Phi] \sim 1$ in the large-$N_c$ limit.

The original partition function (7.75) can be then rewritten as

$$Z \propto \int D \Phi e^{-N_c^2 S_c^2 - N_c^2 S_c^2}.$$  

(7.80)

where $S_c[\Phi]$ represents the Yang-Mills action in the new variables. The new "entropy" factor $D \Phi$ is $O(1)$ because the variable $\Phi [A]$ is a color singlet. The large parameter $N_c$ enters Eq. (7.80) only in the exponent. Therefore, the saddle-point equation can be immediately written:

$$\frac{\delta S_c}{\delta \Phi} = \frac{\delta J}{\delta \Phi}.$$  

(7.81)
Remembering that $\Phi$ is a functional of $A_\mu$: $\Phi \equiv \Phi [A]$, we rewrite the saddle-point equation (7.81) as

$$\frac{\delta S}{\delta A_\mu} = (\nabla_\mu F_\mu_\nu') = \frac{\delta J}{\delta A_\mu}.$$  \hfill (7.82)

It differs from the classical Yang–Mills equation (7.77) by the term on the RHS coming from the Jacobian (7.79).

Given $J[\Phi]$ which depends on the precise form of the variable $\Phi [A]$, Eq. (7.82) has a solution

$$A_\mu(x) = A_\mu^{(0)}(x).$$  \hfill (7.83)

Let us first assume that there exists only one solution to Eq. (7.82). Then the path integral is saturated by a single configuration (7.83), so that the vacuum expectation values of gauge-invariant operators are given by their values at this configuration:

$$\langle O \rangle = \langle A_\mu^{(0)}(x) \rangle.$$  \hfill (7.84)

The factorization property (7.71) will obviously be satisfied.

An existence of such a classical field configuration in multicolor QCD was conjectured by Witten [63]. It was discussed in the lectures by Coleman [64] who called it the master field. Equation (7.82) which determines the master field is often referred to as the master-field equation.

A subtle point with the master field is that a solution to Eq. (7.82) is determined only up to a gauge transformation. To preserve gauge invariance, it is more reasonable to speak about the whole gauge orbit as a solution of Eq. (7.82). However, this will not change Eq. (7.84) since the operator $O$ is gauge invariant.

The conjecture about an existence of the master field has surprisingly rich consequences. Since vacuum expectation values are Poincaré invariant, the RHS of Eq. (7.84) does. This implies that $A_\mu^{(0)}(x)$ must itself be Poincaré invariant up to a gauge transformation: a change of $A_\mu^{(0)}(x)$ under translations or rotations can be compensated by a gauge transformation. Moreover, there must exist a gauge in which $A_\mu^{(0)}(x)$ is space-time independent:

$$A_\mu^{(0)}(x) = A_\mu^{(0)}(0).$$  \hfill (7.85)

In this gauge, rotations must be equivalent to a global gauge transformation, so that $A_\mu^{(0)}(0)$ transforms as a Lorentz vector.

In fact, the idea about such a master field in multicolor QCD may be just wrong as was pointed out by Itah [65]. The conjecture about an existence of only one solution to the master-field equation (7.82) seems to be somewhat incorrect. If several solutions exist, one needs an additional averaging over these solutions. This is a very delicate matter, since this additional averaging must still preserve the factorization property. One might better think about this situation as if $A_\mu^{(0)}(0)$ would be an operator in some Hilbert space rather than a $c$-valued function. This is simply because $A_\mu^{(0)}(0)$ is, in the matrix notation (7.1), a $N_c \times N_c$ matrix which becomes, as $N_c \to \infty$, an infinite matrix, or an operator in Hilbert space. Such an operator-valued master field is sometimes called the master field in the weak sense, while the above conjecture about a single classical configuration of the gauge field, which saturates the path integral, is called the master field in the strong sense.

The concept of the master field is rather vague until a precise form of the composite field $\Phi [A]$, and consequently the Jacobian $J[A]$ that enters Eq. (7.82), is not defined. However, what is important is that the master field (in the weak sense) is time-space independent. This looks like a simplification of the problem of solving large-$N_c$ QCD. A Hilbert space, in which the operator $A_\mu^{(0)}(0)$ acts, should be specified by $\Phi [A]$. We shall consider in the next Subsection a realization of these ideas for the case of $\Phi [A]$ given by the trace of the non-Abelian phase factor for closed contours.

**Remark on non-commutative probability theory**

An adequate mathematical language for describing the master field in multicolor QCD (and, generically, in matrix models at large $N_c$) was found by I. Singer in 1991. It is based on the concept of free random variables of non-commutative probability theory, introduced by Voiculescu [66]. How to describe the master field in this language and some other applications of non-commutative free random variables to the problems of planar quantum field theory are discussed in Refs. [67, 68].

### 7.8 1/$N_c$ as semiclassical expansion

A natural candidate for the composite operator $\Phi [A]$ from the previous Subsection is given by the trace of the non-Abelian phase factor for closed contours — the Wilson loop. It is labeled by the loop $C$ in the same sense as the field $A_\mu(x)$ is labeled by the point $x$, so we shall use the notation

$$\Phi (C) \equiv \Phi [A] = \frac{1}{N_c} \text{tr} P \exp \int d^4x A_\mu(x).$$  \hfill (7.86)

Nobody up to now managed to reformulate QCD at finite $N_c$ in terms of $\Phi (C)$ in the language of path integral. This is due to the fact that self-intersecting loops are not independent (they are related by the so-called Nambu-Goldstone relations [69]), and the Jacobian is huge. The reformulation was done [70] in the language of Schwinger–Dyson equations into which would be described in the next Section.

Schwinger–Dyson equations are a convenient way of performing the semiclassical expansion, which is an alternative to the path integral. Let us illustrate an idea how to do this by an example of the $\psi^d$ theory whose Schwinger–Dyson equations read

$$\left(-\partial^2 + m^2\right) \left(\varphi(x) \varphi(x_2) \ldots \varphi(x_n)\right) + \frac{1}{2} \frac{\lambda}{N_c} \varphi^2(x) \varphi(x_2) \ldots \varphi(x_n)$$

$$= \frac{1}{\hbar} \sum_{j=1}^{n} \delta^d(x - x_j) \left(\varphi(x_2) \ldots \varphi(x_j) \ldots \varphi(x_n)\right),$$  \hfill (7.87)

where $\varphi(x_j)$ means that the corresponding term $\varphi(x_j)$ is missing in the product.
The RHS of Eq. (7.87) is proportional to the Planck's constant $\hbar$. In the semiclassical limit $\hbar \to 0$, we get

$$\left(-\partial^2 + m^2\right) \langle \phi(x_1) \cdots \phi(x_n) \rangle + \frac{\lambda}{2} \langle \phi^2(x_1) \cdots \phi(x_n) \rangle = 0,$$  

(7.88)

whose solution is of the factorized form

$$\langle \phi(x_1) \cdots \phi(x_n) \rangle = \langle \phi(x_1) \rangle \cdots \langle \phi(x_n) \rangle + O(\hbar)$$  

(7.89)

provided that

$$\langle \phi(x) \rangle \equiv \bar{\phi}_0(x)$$  

(7.90)

obeys

$$\left(-\partial^2 + m^2\right) \bar{\phi}_0(x) + \frac{\lambda}{2} \bar{\phi}_0^2(x) = 0.$$  

(7.91)

Equation (7.91) is nothing but the classical equation of motion for the $\phi^3$ theory, which specifies the action. Thus, we have reproduced, using the Schwinger-Dyson equations, the well-known fact that the path integral is dominated by a classical trajectory as $\hbar \to 0$. It is also clear how to perform the semiclassical expansion in $\hbar$ in the language of the Schwinger-Dyson equations: one should solve Eq. (7.87) by iterations.

The reformulation of multicolor QCD in terms of the loop functionals $\Phi(C)$ is, in a sense, a realization of the idea of the master field in the weak sense, when the master field acts as an operator in the space of loops. The loop equation of the next Section will be a sort of the master-field equation in the loop space.

**Remark on the large-$N_c$ limit as statistical averaging**

There is yet another, purely statistical, explanation why the large-$N_c$ limit is a "semiclassical" limit for the collective variables $\Phi(C)$. The matrix $U^U[C_{zz}]$, that describes the parallel transport along a closed contour $C_{zz}$, can be reduced by the gauge transformation to

$$U[C_{zz}] = \Omega[C_{zz}] \text{diag} \left(e^{i\alpha_1[C]} \cdots e^{i\alpha_{N_c}[C]}\right) \Omega^\dagger[C_{zz}].$$  

(7.92)

Then $\Phi(C)$ reads

$$\Phi(C) = \frac{1}{N_c} \sum_{j=1}^{N_c} e^{i\alpha_j[C]}.$$  

(7.93)

The phases $\alpha_j(C)$ are gauge invariant and normalized so that $\alpha_j(C) \sim 1$ as $N_c \to \infty$. For simplicity we omit below all the indices (including space ones) except color.

The commutator of $\Phi$'s can be estimated using the representation (7.93). Since

$$[\alpha_i, \alpha_j] \propto \delta_{ij}.$$  

(7.94)

one gets

$$[\Phi(C), \Phi(C')] \sim g^2 \frac{1}{N_c} \sim \frac{1}{N_c^2}$$  

(7.95)

in the limit (7.13), i.e. the commutator can be neglected as $N_c \to \infty$, and the field $\Phi(C)$ becomes classical.

Note that the commutator (7.95) is of order $1/N_c^2$. One factor $1/N_c$ is because of $g$ in the definition (7.93) of $\Phi(C)$, while the other has a deep reason. Let us image the summation over $j$ in Eq. (7.93) as some statistical averaging. It is well-known in statistics that such averages weakly fluctuate as $N_c \to \infty$, so that the dispersion is of order $1/N_c$. It is the factor which emerges in the commutator (7.95).

We see that the factorization is valid only for the gauge-invariant quantities which involve the averaging over the color indices, like that in Eq. (7.93). There is no reason to expect factorization for gauge invariants which do not involve this averaging, for instance for the phases $\alpha_j(C)$. Moreover, their commutator (7.94) is $\sim 1$, so that $\alpha_j(C)$'s strongly fluctuate even at $N_c = \infty$. An explicit example of such strongly fluctuating gauge-invariant quantities was first constructed in Ref. [65].

The résumé to this Remark is that the factorization is due to the additional statistical averaging in the large-$N_c$ limit. There is no reason to assume an existence of the master field in the strong sense in order to explain the factorization.
8 QCD in loop space

QCD can be entirely reformulated in terms of the colorless composite field \( \Phi(C) \) — the trace of the Wilson loop for closed contours. This fact involves two main steps:

1. All the observables are expressed via \( \Phi(C) \).
2. Dynamics is entirely reformulated in terms of \( \Phi(C) \).

This approach is especially useful in the large-\( N_c \) limit where everything is expressed via vacuum expectation value of \( \Phi(C) \) — the Wilson loop average. Observables are given by summing the Wilson loop average over paths with the same weight as in free theory. The Wilson loop average obeys itself a close functional equation — the loop equation.

We begin this section with presenting the formulas which relate observables to the Wilson loops. Then we translate quantum equation of motion of Yang–Mills theory into loop space. We derive the closed equation for the Wilson loop average as \( N_c \to \infty \) and discuss its various properties, including a non-perturbative regularization. Finally, we briefly comment on what is known about solutions of the loop equation.

8.1 Observables in terms of Wilson loops

All observables in QCD can be expressed via the Wilson loops \( \Phi(C) \) defined by Eq. (7.86). This property was first advocated by Wilson [1] on a lattice. Calculation of QCD observables can be divided in two steps:

1) Calculation of the Wilson loop averages for arbitrary contours.
2) Summation of the Wilson loop averages over the contours with some weight depending on a given observable.

The appropriate formulas for the continuum theory can be found in Ref. [71]. At finite \( N_c \), observables are expressed via the \( n \)-loop averages

\[
W_n(C_1, \ldots, C_n) = \langle \Phi(C_1) \cdots \Phi(C_n) \rangle ,
\]

which are analogous to the \( n \)-point Green functions.

Great simplifications occur in these formulas at \( N_c = \infty \), where all observables are expressed only via the one-loop average

\[
W(C) = \langle \Phi(C) \rangle \equiv \frac{1}{N_c} \text{tr} \, P e^{iS_{YM}} A \rangle .
\]

This is associated with the quenched approximation discussed in the Remark to Subsect. 5.5.

For example, the average of the product of two colorless quark vector currents (7.22) is given at large \( N_c \) by

\[
\left\langle \bar{\psi} \gamma_\mu \psi(x_1) \bar{\psi} \gamma_\nu \psi(x_2) \right\rangle = \sum_{C_{x_1,x_2}} J_{\mu\nu}(C) \langle \Phi(C) \rangle ,
\]

where the sum runs over contours \( C \) passing through the points \( x_1 \) and \( x_2 \) as is depicted in Fig. 44a. An analogous formula for the (connected) correlators of three quark scalar currents reads

\[
\left\langle \bar{\psi} \gamma_\mu \psi(x_1) \bar{\psi} \gamma_\nu \psi(x_2) \right\rangle \text{conn} = \sum_{C_{x_1,x_2,x_3}} J(C) \langle \Phi(C) \rangle .
\]

where the sum runs over contours \( C \) passing through the three points \( x_1, x_2, \) and \( x_3 \) as is depicted in Fig. 44b. A general (connected) correlator of \( n \) quark currents is given by a similar formula with \( C \) passing through \( n \) points \( x_1, \ldots, x_n \) (some of them may coincide).

The weights \( J_{\mu\nu}(C) \) in Eq. (8.3) and \( J(C) \) in Eq. (8.4) are completely determined by free theory. If quarks were scalars rather than spinors, then we would get

\[
J(C) = e^{-\frac{1}{4\pi^2} - \frac{1}{2\pi} \int_0^\tau \bar{\psi}(t) \gamma_4 \psi(t) dt}.
\]

Using the notation (2.6), we can rewrite Eq. (8.4) for scalar quarks as

\[
\left\langle \bar{\psi}(x_1) \bar{\psi}(x_2) \right\rangle = \sum_{C_{x_1,x_2,x_3}} \left\langle \Phi(C) \right\rangle .
\]

Therefore, we get the sum over paths of the Wilson loop, likewise in Subsects. 2.1 and 2.3.

For spinor quarks, an additional disentangling of the gamma-matrices is needed. This can be done in terms of a path integral over the momentum variable, with \( k_\mu(t) (0 \leq t \leq \tau) \) being an appropriate trajectory. The result reads\(^{23}\)

\[
J(C) = \int Dk(t) \text{sp} P e^{i \int_0^\tau \left( \bar{\psi} \gamma_4 \psi + \frac{i}{2} \bar{\psi} \gamma_{\mu} \gamma_5 k^\mu \psi \right) dt}.
\]

\[
J_{\mu\nu}(C) = \int Dk(t) \text{sp} P \left\{ \gamma_\mu(t_1) \gamma_{\nu}(t_2) e^{-\frac{1}{2\pi} \int_0^\tau \left( \bar{\psi} \gamma_4 \psi \right) dt} \right\} .
\]

where the values \( t_1 \) and \( t_2 \) of the parameter \( t \) are associated with the points \( x_1 \) and \( x_2 \) in Eq. (8.3), and the symbol of \( P \)-ordering puts the matrices \( \gamma_\mu \) and \( \gamma_\nu \) at a proper order.

\(^{23}\)See, e.g., Ref. [72].
Remark on renormalization of Wilson loops

Perturbation theory for \( W(C) \) can be obtained by expanding the path-ordered exponential in the definition (8.2) in \( \mu \) (see Eq. (7.26)) and averaging over the gluon field \( A_\mu \). Because of ultraviolet divergencies, we need a (gauge invariant) regularization. After such a regularization introduced, the Wilson loop average for a smooth contour \( C \) of the type in Fig. 45a reads

\[
W(C) = e^{-\frac{g^2}{2N_c} \int_{C} A_\mu(x) A^\mu(x)} W_{\text{ren}}(C),
\]

(8.9)

where \( \alpha \) is the cutoff, \( L(C) \) is the length of \( C \), and \( W_{\text{ren}}(C) \) is finite when expressed via the renormalized charge \( \gamma_\alpha \). The exponential factor is due to the renormalization of the mass of a heavy test quark, which was already discussed in the Remark to Subsect 3.4. This factor does not emerge in the dimensional regularization where \( d = 4 - \varepsilon \). The multiplicative renormalization of the smooth Wilson loop was shown in Refs. [73, 74, 75].

If the contour \( C \) has a cusp (or cusps) but no self-intersections as is illustrated by Fig. 45b, then \( W(C) \) is still multiplicatively renormalizable [76]:

\[
W(C) = Z(\gamma) W_{\text{ren}}(C),
\]

(8.10)

while the (divergent) factor \( Z(\gamma) \) depends on the cusp angle (or angles) \( \gamma \) (or \( \gamma \)’s) and \( W_{\text{ren}}(C) \) is finite when expressed via the renormalized charge \( \gamma_\alpha \).

8.2 Schwinger–Dyson equations for Wilson loop

Dynamics of (quantum) Yang–Mills theory is described by the quantum equation of motion

\[
\nabla^\mu F^\mu_{\nu}(x) \equiv h \frac{\delta}{\delta A^\nu_{\mu}(x)}
\]

(8.11)

which is understood in the weak sense, i.e. for the averages

\[
\left\langle \nabla^\mu F^\mu_{\nu}(x) Q[A] \right\rangle = \hbar \left\langle \frac{\delta}{\delta A^\nu_{\mu}(x)} Q[A] \right\rangle.
\]

(8.12)
8 QCD IN LOOP SPACE

8.3 Path and area derivatives

As we already mentioned, the RHS of Eq. (8.17) is completely represented via the (closed) Wilson loops. It is crucial for the loop-space formulation of QCD that the LHS of Eq. (8.17) can also be represented in loop space as some operator applied to the Wilson loop. To do this we need to develop a differential calculus in loop space.

Loop space consists of arbitrary continuous closed loops, $C$. They can be described in a parametric form by the functions $x_{\mu}(\sigma) \in L^2$ where $\sigma_0 \leq \sigma \leq \sigma_1$ and $\mu = 1, \ldots, d$, which take on values in a $d$-dimensional Euclidean space. The functions $x_{\mu}(\sigma)$ can be discontinuous, generally speaking, for an arbitrary choice of the parameter $\sigma$. The continuity of the loop $C$ implies a continuous dependence on parameters of the type of proper length.

The functions $x_{\mu}(\sigma) \in L^2$ which are associated with the elements of loop space obey the following restrictions:

1) The points $\sigma = \sigma_0$ and $\sigma = \sigma_1$ are identified: $x_{\mu}(\sigma) = x_{\mu}(\sigma_1)$ — the loops are closed.

2) The functions $x_{\nu}(\sigma)$ and $x_{\mu}(\sigma + \alpha_\nu)$ with $\lambda_{\nu\mu}$ and $\alpha_\nu$ independent of $\sigma$, represent the same element of the loop space — rotational and translational invariance.

3) The functions $x_{\mu}(\sigma)$ and $x_{\nu}(\sigma')$ with $\sigma' = f(\sigma)$. $f'(\sigma) \geq 0$ describe the same loop — reparametrization invariance.

An example of functionals which are defined on the elements of loop space is the Wilson loop average (8.2) or, more generally, the $n$-loop average (8.1).

The differential calculus in loop space is built out of the path and area derivatives.

The area derivative of a functional $F(C)$ is defined by the difference

$$\frac{\delta F(C)}{\delta \sigma_{\mu}(x)} = \frac{1}{|\delta \sigma_{\mu}|} \left[ F \left( \begin{array}{c} x \\ \sigma_{\mu} \end{array} \right) - F \left( \begin{array}{c} x \\ \sigma_{\mu} + \delta \sigma_{\mu} \end{array} \right) \right]$$

(8.19)

where an infinitesimal loop $\delta C_{\mu}(x)$ is attached to a given loop at the point $x$ in the $\mu$-plane and $|\delta \sigma_{\mu}|$ stands for the area enclosed by the $\delta C_{\mu}(x)$.

Analogously, the path derivative is defined by

34Let us remind that $L^2$ stands for the Hilbert space of functions $x_{\mu}(\sigma)$ whose square is integrable over the Lebesgue measure: $\int_0^{\sigma_1} d\sigma x^2(\sigma) < \infty$.

$$\frac{\partial F}{\partial \sigma_{\mu}(x)} \equiv \frac{1}{|\delta \sigma_{\mu}|} \left[ F \left( \begin{array}{c} x \\ \sigma_{\mu} \end{array} \right) - F \left( \begin{array}{c} x \\ \sigma_{\mu} + \delta \sigma_{\mu} \end{array} \right) \right]$$

(8.20)

where $\delta x_{\mu}$ is an infinitesimal path along which the point $x$ is shifted from the loop and $|\delta x_{\mu}|$ stands for the length of the $\delta x_{\mu}$.

These two differential operations are well-defined for so-called functionals of the Stokes type which satisfy the backtracking condition — they do not change when an appendix passing back and forth is added to the loop at some point $x$.

$$F \left( \begin{array}{c} x \\ \sigma \end{array} \right) = F \left( \begin{array}{c} x \\ \sigma' \end{array} \right)$$

(8.21)

This condition is equivalent to the Bianchi identity of Yang-Mills theory and is obviously satisfied by the Wilson loop (8.2) due to the properties of the non-Abelian phase factor (see Eq. (2.55)). Such functionals are known in mathematics as Chen integrals.

A simple example of the Stokes functional is the area of the minimal surface, $\mathcal{A}_{\min}(C)$. It obviously satisfies Eq. (8.21). Otherwise, the length $L(C)$ of the loop $C$ is not a Stokes functional, since the lengths of contours on the LHS and RHS of Eq. (8.21) are different.

For the Stokes functionals, the variation on the RHS of Eq. (8.19) is proportional to the area enclosed by the infinitesimally small loop $\delta C_{\mu}(x)$ and does not depend on its shape. Analogously, the variation on the RHS of Eq. (8.20) is proportional to the length of the infinitesimal path $\delta x_{\mu}$ and does not depend on its shape.

If $x$ is a regular point (like any point of the contour for the functional (8.2)), the RHS of Eq. (8.20) vanishes due to the backtracking condition (8.21). In order for the result to be nonvanishing, the point $x$ should be a marked (or irregular) point. A simple example of the functional with a marked point $x$ is

$$\Phi^\mu[C_{\mu}] \equiv \frac{\text{tr}}{N_c} \{ \mathbf{e} \cdot \mathbf{f}_{\mu}(x) \mathbf{A}_{\mu}(y) \}$$

(8.22)

with the SU($N_c$) generator $\mathbf{e}^\mu$ inserted in the path-ordered product at the point $x$.

The area derivative of the Wilson loop is given by the Mandelstam formula

$$\frac{\delta}{\delta \sigma_{\mu}(x)} \left( \frac{1}{N_c} \text{tr} \mathbf{P} \cdot \mathbf{f}_{\mu}(x) \mathbf{A}_{\mu}(y) \right) = \frac{1}{N_c} \text{tr} \mathbf{P} \mathbf{f}_{\mu}(x) \mathbf{A}_{\mu}(y)$$

(8.23)

In order to prove it, it is convenient to choose $\delta \sigma_{\mu}(x)$ to be a rectangle in the $\mu$-$\sigma$-plane, as is depicted in Fig. 3, and straightforwardly use the definition (8.19). The sense of Eq. (8.23) is very simple: $\mathbf{f}_{\mu}$ is a curvature associated with the connection $\mathbf{A}_{\mu}$, as we already mentioned.

The functional on the RHS of Eq. (8.23) has a marked point $x$, and is of the type in Eq. (8.22). When the path derivative acts on such a functional according to the definition (8.20), the result reads

$$\frac{\partial F}{\partial \sigma_{\mu}(x)} \left( \frac{1}{N_c} \text{tr} \mathbf{P} B(x) \cdot \mathbf{f}_{\mu}(x) \mathbf{A}_{\mu}(y) \right) = \frac{1}{N_c} \text{tr} \mathbf{P} \nabla_{\mu} B(x) \cdot \mathbf{f}_{\mu}(x) \mathbf{A}_{\mu}(y)$$

(8.24)
by choosing the appendix in Eq. (8.21) to be an infinitesimal straight line in the $\mu$-direction and geometrically applying the Stokes theorem. Using Eqs. (8.23) and (8.24), Eq. (8.27) can in turn be rewritten as

$$
\epsilon_{\mu \nu \lambda \rho} \frac{1}{N_c} \text{tr} P \nabla_{\rho} F_{\lambda \rho} (x) \cdot \mathbf{e} \cdot e^{\nu} A_{\lambda} = 0. 
$$

Therefore, Eq. (8.27) represents the Bianchi identity (2.38) in loop space.

**Remark on relation to variational derivative**

The standard variational derivative, $\delta / \delta x_i (\sigma)$, can be expressed via the path and area derivatives by the formula

$$
\frac{\delta}{\delta x_i (\sigma)} = \dot{x}_i (\sigma) \frac{\delta}{\delta \mu (x(\sigma))} = \sum_{s=1}^{m} \delta \nu \delta (\sigma - \sigma_s). 
$$

where the sum on the RHS is present for the case of a functional having $m$ marked (irregular) points $x_s \equiv x(\sigma_i)$. A simplest example of the functional with $m$ marked points is just a function of $m$ variables $x_1, \ldots, x_m$.

By using Eq. (8.29), the path derivative can be calculated as the limiting procedure

$$
\dot{\phi}^{(\nu)} = \sum_{\sigma \to \sigma_0} \phi^{(\nu)} - \frac{\delta}{\delta x_i (\sigma)} = \sum_{\sigma \to \sigma_0} \phi^{(\nu)} - \frac{\delta}{\delta x_i (\sigma)} = \sum_{\sigma \to \sigma_0} \phi^{(\nu)} - \frac{\delta}{\delta x_i (\sigma)}.
$$

The result is obviously nonvanishing only when $\phi^{(\nu)}$ is applied to a functional with $x(\sigma)$ being a marked point.

It is nontrivial that the area derivative can also be expressed via the variational derivative [74]:

$$
\frac{\delta}{\delta \mu (x(\sigma))} = \sum_{\sigma \to \sigma_0} \phi^{(\nu)} - \frac{\delta}{\delta x_i (\sigma)} = \sum_{\sigma \to \sigma_0} \phi^{(\nu)} - \frac{\delta}{\delta x_i (\sigma)}.
$$

The point is that the six-component quantity, $\delta / \delta \mu (x(\sigma))$, is expressed via the four-component one, $\delta / \delta x_i (\sigma)$, which is possible because the components of $\delta / \delta \mu (x(\sigma))$ are dependent due to the loop-space Bianchi identity (8.27).

### 8.4 Loop equations

By virtue of Eq. (8.26), Eq. (8.17) can be represented completely in loop space:

$$
\frac{\delta}{\delta \mu (x)} \left\{ \Phi (C) \right\} = \lambda \oint C, \delta \Phi (x-y) \left\{ \Phi (C_{xy}) \Phi (C_{y}) - \frac{1}{N_c^2} \Phi (C) \right\}. 
$$

or, using the definitions (8.1) and (8.2) of the loop averages, as

$$
\frac{\delta}{\delta \mu (x)} W (C) = \lambda \oint C, \delta \Phi (x-y) \left[ W (C_{xy}, C_{y}) - \frac{1}{N_c^2} W (C) \right].
$$
This equation is not closed. Having started from $W(C)$, we obtain another quantity, $\varphi_2(C, C_2)$, so that Eq. (8.33) connects the one-loop average with a two-loop one. This is similar to the case of the (quantum) $\varphi^4$-theory, whose Schwinger–Dyson equations (7.87) connect the $n$-point Green functions with different $n$. We shall derive this complete set of equations for the $n$-loop averages in this Subsection later on.

However, the two-loop average factorizes in the large-$N_c$ limit:

$$W_2(C_1, C_2) = W(C_1) W(C_2) + \mathcal{O}\left(\frac{1}{N_c^2}\right),$$

(8.34)
as was discussed in Subsect. 7.6. Keeping the constant $\lambda$ (defined by Eq. (8.18)) fixed in the large-$N_c$ limit as is prescribed by Eq. (7.13), we get [70]

$$\frac{\lambda}{\lambda} \frac{\delta}{\delta z_1} W(C) = - \frac{1}{\lambda} \int_C d^2 y \delta(0) (x - y) W(C_{x' y'}) W(C_{x'y})$$

(8.35)
as $N_c \to \infty$.

Equation (8.35) is a closed equation for the Wilson loop average in the large-$N_c$ limit. It is referred to as the loop equation or the Makowsky–Moyal equation.

To find $W(C)$, Eq. (8.35) should be solved in the class of Stokes functionals with the initial condition

$$W(0) = 1$$

(8.36)

for loops which are shrunk to points. This is a consequence of the obvious property of the Wilson loop

$$e^{i \theta_4} e^{i A_4} = 1$$

(8.37)

and the normalization $(1) = 1$ of the averages.

The factorization (8.34) can itself be derived from the chain of loop equations. Proceeding as before, we get

$$\frac{1}{\lambda} \frac{\delta}{\delta z_1} W_n(C_1, \ldots, C_n)$$

$$= \int_C d^2 y \delta(0) (x - y) \left[ W_{n+1}(C_{x' y'} \ldots, C_n) - \frac{1}{N_c^2} W_n(C_1, \ldots, C_n) \right]$$

$$+ \sum_{j=2}^{n-1} \frac{1}{N_c^2} \int_C d^2 y \delta(0) (x - y) \left[ W_{n-1}(C_1 C_2, \ldots, C_{j-1}, C_j, \ldots, C_n) - W_n(C_1, \ldots, C_n) \right].$$

(8.38)

Here $x$ belongs to $C_1$; $C_i C_j$ stands for the joining of $C_i$ and $C_j$; $C_j$ means that $C_j$ is omitted.

Equation (8.38) looks like Eq. (7.87) for the $\varphi^4$-theory. Moreover, the number of colors $N_c$ enters Eq. (8.38) simply as a scalar factor $N_c^{-2}$, likewise Planck’s constant $\hbar$ enters Eq. (7.87). It is the major advantage of the use of loop space. What is said in Subsect. 7.8 about the

"semiclassical" nature of the $1/N_c$-expansion of QCD is explicitly realized in Eq. (8.38). Its expansion in $1/N_c$ is straightforward.

At $N_c = \infty$, Eq. (8.38) is simplified to

$$\frac{\delta}{\delta z_1} W_n(C_1, \ldots, C_n) = \lambda \int_C d^2 y \delta(0) (x - y) W_{n+1}(C_{y' x' y} \ldots, C_n).$$

(8.39)

This equation possesses a factorized solution

$$W_n(C_1, \ldots, C_n) = (\Phi(C_1)) \cdots (\Phi(C_n)) + \mathcal{O}\left(\frac{1}{N_c^2}\right)$$

(8.40)

provided $W(C)$ obeys Eq. (8.35) which plays the role of a "classical" equation in the large-$N_c$ limit. Thus, we have given a non-perturbative proof of the large-$N_c$ factorization of the Wilson loops.

8.5 Relation to planar diagrams

The perturbation-theory expansion of the Wilson loop average can be calculated from Eq. (7.26) which we represent in the form

$$W(C) = 1 + \sum_{n=1}^{\infty} \int_C d x_1 \cdots d x_n \theta(x_1, \ldots, x_n) G_{n=1}^{(n-1)}(x_1, \ldots, x_n),$$

(8.41)

where $\theta(x_1, \ldots, x_n)$ orders the points $x_1, \ldots, x_n$ along contour in the cyclic order and $G_{n=1}^{(n-1)}$ is given by Eq. (7.51). This $\theta$-function has the meaning of the propagator of a test heavy particle which lives in the contour $C$.

We assume, for definitiveness, the dimensional regularization throughout this Subsection to make all the integrals well-defined.

Each term on the RHS of Eq. (8.41) can be conveniently represented by the diagram in Fig. 47, where the integration over the contour $C$ is associated with each point $x_i$ lying in the contour $C$.

These diagrams are analogous to those discussed in Subsect. 7.3 with one external boundary — the Wilson loop in the given case. This was already mentioned in the Remark to Subsect. 7.3. In the large-$N_c$ limit, only planar diagrams survive. Some of them, which are of the lowest order in lambda, are depicted in Fig. 48.

The large-$N_c$ loop equation (8.35) describes the sum of the planar diagrams. Its iterative solution in $\lambda$ reproduces the set of planar diagrams for $W(C)$ provided the initial condition (8.36) and some boundary conditions for asymptotically large contours are imposed.

Equation (8.41) can be viewed as an ansatz for $W(C)$ with some unknown functions $G_{n=1}^{(n-1)}(x_1, \ldots, x_n)$ to be determined by the substitution into the loop equation. To preserve symmetry properties of $W(C)$, the functions $G^{(n)}$ must be symmetric under a cyclic permutation of the points $1, \ldots, n$ and depend only on $x_i - x_j$ (translational invariance). A main
advantage of this ansatz is that it automatically corresponds to a Stokes functional, due to the properties of vector integrals, and the initial condition (8.30) is satisfied.

The action of the area and path derivatives on the ansatz (8.41) is easily calculable. For instance, the area derivative reads

\[
\frac{\delta W(C)}{\delta \sigma_{\mu\nu}(z)} = \sum_{n=1}^{\infty} \oint_{C} \prod_{i=1}^{n} \oint_{C} \delta_{\mu}(x_{1}, 1, 2, \ldots, n) \times \left[ \left( \partial_{\mu} \delta_{\nu} - \partial_{\nu} \delta_{\mu} \right) G^{(n+1)}_{\mu\nu}(z, x_{1}, \ldots, x_{n}) + \left( \partial_{\mu} \delta_{\nu} - \partial_{\nu} \delta_{\mu} \right) G^{(n+1)}_{\mu\nu}(z, z, x_{1}, \ldots, x_{n}) \right].
\]

The analogy with the Mandelstam formula (8.23) is obvious.

More about solving the loop equation by the ansatz (8.41) can be found in Refs. [71, 77, 78].

8.6 Loop-space Laplacian and regularization

The loop equation (8.35) is not yet entirely formulated in loop space. It is a d-vector equation whose both sides depend explicitly on the point x which does not belong to loop space. The fact that we have a d-vector equation for a scalar quantity means, in particular, that Eq. (8.35) is overspecified.

A practical difficulty in solving Eq. (8.35) is that the area and path derivatives, \( \partial_{\mu} \sigma_{\nu}(x) \) and \( \partial_{\nu} \sigma_{\mu}(x) \), which enter the LHS are complicated, generally speaking, non-commutative operators. They are intimately related to the Yang-Mills perturbation theory where they correspond to the non-Abelian field strength \( F_{\mu\nu} \) and the covariant derivative \( \nabla_{\mu} \). However, it is not easy to apply these operators to a generic function \( W(C) \) which is defined on elements of loop space.

A much more convenient form of the loop equation can be obtained by integrating both sides of Eq. (8.35) over \( d\nu_{\mu} \) along the same contour \( C \), which yields

\[
\oint_{C} d\nu_{\mu} \partial_{\mu} \frac{\delta}{\delta \sigma_{\mu\nu}(x)} W(C) = \lambda \oint_{C} d\nu_{\mu} \oint_{C} d\nu_{\mu} \delta^{(n)}(x - y) \sigma_{\mu}(x) W(C) W(C_{xy}). \tag{8.43}
\]

Now both the operator on the LHS and the functional on the RHS are scalars without labeled points and are well-defined in loop space. The operator on the LHS of Eq. (8.43) can be interpreted as an infinitesimal variation of elements of loop space.

Equations (8.35) and (8.43) are completely equivalent. A proof of equivalence of scalar Eq. (8.43) and original d-vector Eq. (8.35) is based on the important property of Eq. (8.35), both sides of which are annihilated identically by the operator \( \partial_{\mu}^{2} \). It is a consequence of the identity (see Subsect. 2.2)

\[
\nabla_{\mu} \sigma_{\mu\nu} = -\frac{1}{2} \left[ \sigma_{\mu\nu}, \sigma_{\nu\mu} \right] = 0 \tag{8.44}
\]

in the ordinary case. Due to this property, the vanishing of the contour integral of some vector is equivalent to vanishing of the vector itself, so that Eq. (8.35) can in turn be deduced from Eq. (8.43).

Equation (8.43) is associated with the so-called second-order Schwinger-Dyson equation

\[
\oint d^{2}x \nabla_{\mu} \sigma_{\mu\nu}(x) \frac{\delta}{\delta \sigma_{\mu\nu}(x)} = \hbar \oint d^{2}x d^{2}y \delta^{(4)}(x - y) \delta \frac{\delta \sigma_{\mu\nu}(y)}{\delta \sigma_{\mu\nu}(x)} \tag{8.45}
\]

in the same sense as Eq. (8.35) is associated with Eq. (8.11). It is called "second order" since the RHS involves two variational derivatives with respect to \( \sigma_{\mu}\).

The operator on the LHS of Eq. (8.43) is a well-defined object in loop space. When applied to regular functions which do not have marked points, it can be represented, using Eqs. (8.30) and (8.31), in an equivalent form

\[
\Delta \equiv \oint_{C} d\nu_{\mu} \partial_{\mu} \frac{\delta}{\delta \sigma_{\mu\nu}(x)} = \oint_{C} d\nu_{\mu} \int_{-\infty}^{+\infty} \frac{d\nu_{\mu}}{\sigma_{\mu}(\sigma)} \frac{\delta}{\delta \sigma_{\mu}(\sigma)} \frac{\delta}{\delta \sigma_{\mu}(\sigma)} \tag{8.46}
\]

As was first pointed out by Gervais and Neveu [79], this operator is nothing but a functional extension of the Laplace operator, which is known in mathematics as the Levy operator [80].
Equation (8.43) can be represented in turn as an (inhomogeneous) functional Laplace equation

\[ \Delta W(C) = \lambda \oint \oint d\xi d\eta \delta(\xi) W(C_{\eta}) W(C_{\xi}) . \]  

(8.47)

We shall refer to this equation as the loop-space Laplace equation.

The form (8.47) of the loop equation is convenient for a non-perturbative ultraviolet regularization.

The idea is to start from the regularized version of Eq. (8.45), replacing the delta-function on the RHS by the kernel of the regularizing operator:

\[ \delta^{\alpha\beta}(x-y) \rightarrow \left( \frac{\delta}{\delta A^\alpha}_x \right) \left( \frac{\delta}{\delta A^\beta}_y \right) \]  

with

\[ R^\alpha = \left( e^{i k \cdot x / 2} \right) \delta^\alpha , \]  

(8.49)

where \( \nabla^\alpha \) is the covariant derivative in the adjoint representation. The regularized version of Eq. (8.45) is

\[ \int d^2x \nabla^\rho R^\mu_{\nu}(x) \frac{\delta}{\delta A^\rho}_{x} - \hbar \int d^2x d^2y \left[ \frac{\delta}{\delta A^\rho}_{y} \right] \frac{\delta}{\delta A^\rho}_{x} \left( e^{i k \cdot x / 2} \right) \left( e^{i k \cdot y / 2} \right) \]  

(8.50)

To translate Eq. (8.50) in loop space, we use the path-integral representation (2.53) which gives

\[ \delta \left[ e^{i k \cdot x / 2} \right] \frac{\delta}{\delta A^\rho}_{x} \]  

with

\[ U(\tau_{xy}) = P e^{\int_{\tau_{xy}}^{\tau_{xy}} d\tau A^\rho(\tau) / 2} . \]  

(8.52)

where the integration is over regulator paths \( \tau_{xy}(t) \) from \( x \) to \( y \) whose typical length is \( \sim \alpha \).

The conventional measure is implied in (8.51) so that

\[ \int_{\tau_{xy}}^{\tau_{xy}} d\tau e^{i k \cdot \tau / 2} \frac{\delta}{\delta A^\rho}_{\tau} = \frac{\delta}{\delta A^\rho}_{\tau} \frac{1}{2 \pi i} e^{-\frac{i k \cdot \tau}{2 \alpha}} . \]  

(8.53)

Calculating the variational derivatives on the RHS of Eq. (8.50), using Eq. (8.51) and the completeness condition (7.6), we get as \( N \to \infty \):

\[ \int d^2x d^2y \left[ \frac{\delta}{\delta A^\rho}_{x} \right] \frac{\delta}{\delta A^\rho}_{y} \frac{\delta}{\delta A^\rho}_{\tau} \frac{\delta}{\delta A^\rho}_{\tau} \Phi(C) \]  

\[ = \lambda \oint \oint d\xi d\eta \int_{\tau_{\eta\xi}}^{\tau_{\eta\xi}} d\tau e^{-\frac{i k \cdot \tau}{2}} \Phi(C_{\eta \xi} \Phi(C_{\eta \xi}) . \]  

(8.54)

where the contours \( C_{\eta \xi} \) and \( C_{\eta \xi} \) are depicted in Fig. 49. Averaging over the gauge field and using the large-\( N_c \) factorization, we arrive at the regularized loop-space Laplace equation [81]

\[ \Delta W(C) = \lambda \oint \oint d\xi d\eta \int_{\tau_{\eta\xi}}^{\tau_{\eta\xi}} d\tau e^{-\frac{i k \cdot \tau}{2}} W(C_{\eta \xi}) W(C_{\eta \xi}) . \]  

(8.55)

which manifestly recovers Eq. (8.47) when \( \alpha \to 0 \).

The constructed regularization is non-perturbative while perturbatively reproduces regularized Feynman diagrams. An advantage of this regularization of the loop equation is that the contours \( C_{\eta \xi} \) and \( C_{\eta \xi} \) on the RHS of Eq. (8.55) both are closed and do not have marked points if \( C \) does not have. Therefore, Eq. (8.55) is written entirely in loop space.

**Remark on functional Laplacian**

It is worth noting that the representation of the functional Laplacian on the RHS of Eq. (8.46) is defined for a wider class of functionals than Stocks functionals. The point is that the standard definition of the functional Laplacian from the book by Levy [80] uses solely the concept of the second variation of a functional \( \delta^2 U[\sigma] \), namely the term in the second variation which is proportional to \( (\delta^2 \sigma^2) \):

\[ \delta^2 U[\sigma] = \frac{1}{2} \int_0^\sigma d\tau U_{\tau\tau}[\sigma][\delta^2 \sigma]\phi + \ldots . \]  

(8.56)

The functional Laplacian \( \Delta \) is then defined by the formula

\[ \Delta U[\sigma] = \int_0^\sigma d\tau U_{\tau\tau}[\sigma] . \]  

(8.57)

Here \( U[\sigma] \) can be an arbitrary, not necessarily parametric invariant, functional. To emphasize this obstacle, we use the notation \( U[\sigma] \) for generic functionals which are defined on \( L_2 \) space in comparison to \( U(C) \) for the functionals which are defined on elements of loop space. It is easier to deal with the whole operator \( \Delta \), rather than separately with the area and path derivatives.
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The functional Laplacian is parametric invariant and possesses a number of remarkable properties. While a finite-dimensional Laplacian is an operator of the second order, the functional Laplacian is that of the first order and satisfies the Leibnitz rule

$$\Delta (UV) = \Delta (U)V + U\Delta (V). \quad (8.58)$$

The functional Laplacian can be approximated [82] in loop space by a (second-order) partial differential operator in such a way to preserve these properties in the continuum limit. This loop-space Laplacian can be inverted to determine a Green function $G(C, C')$ in the form of a sum over surfaces $S_{c,c'}$ connecting two loops:

$$G(C, C') = \sum_{S_{c,c'}} \ldots \quad (8.59)$$

which is analogous to the sum-over-path representation of the Green function of the ordinary Laplacian. The standard perturbation theory can then be recovered by iterating Eq. (8.47) (or its regularized version (8.55)) in $\lambda$ with the Green function (8.59).

### 8.7 Survey of non-perturbative solutions

While the loop equations were proposed long ago, not much is known about their non-perturbative solutions. We briefly list some of the results.

It was shown in Ref. [83] that area law

$$W(C) \equiv \langle \Phi(C) \rangle \propto e^{-K_{area}(C)} \quad (8.60)$$

satisfies the large-$N_c$ loop equation for asymptotically large $C$. However, a self-consistency equation for $K$, which should relate it to the bare charge and the cutoff, was not investigated. In order to do this, one needs more detailed information about the behavior of $W(C)$ for intermediate loops.

The free bosonic Nambu–Goto string which is defined as a sum over surfaces spanned by $C$

$$W(C) = \sum_{S, S_{c,c'}} e^{-K_{NG}(S)} \quad (8.61)$$

with the action being the area $A(S)$ of the surface $S$, is not a solution for intermediate loops. Consequently, QCD does not reduce to this kind of string, as was originally expected in Refs. [84, 85, 86]. Roughly speaking, the ansatz (8.61) is not consistent with the factorized structure on the RHS of Eq. (8.35).

Nevertheless, it was shown that if a free string satisfies Eq. (8.35), then the same interacting string satisfies the loop equations for finite $N_c$. Here "free string" means, as usual in string theory, that only surfaces of genus zero are present in the sum over surfaces, while surfaces or higher genera are associated with a string interaction. The coupling constant of this interaction is $O(N_c^{-2})$.
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A formal solution of Eq. (8.35) for all loops was found by Migdal [87] in the form of a fermionic string

$$\Gamma(C) = \sum_{S, S_{c,c'}} \int d^4x e^{-\int d^4x \left[ e^{-K_{area}(C)} + \sum_{c,c'} j_c \bar{c}_{c'} + \bar{c}_{c'} j_{c'} \right]} \quad (8.62)$$

where the world sheet of the string is parametrized by the coordinates $\xi_1$ and $\xi_2$ for which the 2-dimensional metric is conformal, i.e. diagonal. The field $j(c)$ describes 2-dimensional elementary fermions (elves) living in the surface $S$, and $m$ stands for their mass. Elves were introduced to provide factorization which now holds due to some remarkable properties of 2-dimensional fermions. For large loops, the internal fermionic structure becomes frozen, so that the empty string behavior (8.60) is recovered. For small loops, the elves are necessary for asymptotic freedom. However, it is unclear whether or not the string solution (8.62) is practically useful for study of multicolor QCD, since the methods of dealing with the string theory in four dimensions are not yet developed.

A very interesting solution of the large-$N_c$ loop equation on a lattice was found by Eguchi and Kawai [88]. They showed that the $SU(N_c)$ gauge theory on an infinite lattice reduces at $N_c = \infty$ to the model on a hypercube, which is described by the partition function

$$Z_{FK}(\beta) = \prod_{\rho=1}^d d\xi_\rho e^{\beta \sum_{\rho=1}^d \int dx \bar{c}_\rho(x,t) j_\rho(x,t) j_\rho(x,t)} \quad (8.63)$$

Here the matrices $U_{\rho}$ ($\rho = 1, \ldots, d$) depend only on the direction $\rho$, rather than on a space-time point $x$. The equivalence is possible only at $N_c = \infty$, when the space-time dependence is absorbed by the internal symmetry group. More about this large-$N_c$ reduction can be found in the review [89].
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