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Abstract

In this paper we give a review on normally hyperbolic operators of Huygens type. The methods to determine Huygens operators we explain here were essentially influenced and developed by Paul Günther.
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1 Introduction

It is a familiar phenomenon of daily life that waves propagate quite differently in 2 and 3 dimensions. When a pebble falls into water at a certain point \(x_0\), circular waves around \(x_0\) are formed. A given point near \(x_0\) will be hit by an initial ripple and later by residual waves. In 3-dimensionally, the situation is quite different. If we produce a sound localized at the neighbourhood of a point \(x_0\) then someone near \(x_0\) will hear the sound during a certain time interval but no longer. There are no residual waves like those present on the water surface; thus music can exist in \(\mathbb{R}^3\) but not in \(\mathbb{R}^2\). The mathematical reason for this different behaviour is a special property of the fundamental solution of the wave operator \(\Box_m\) of the \(\mathbb{R}^m\) in dimension \(m = 3\). Whereas in general the forward fundamental solution of \(\Box_m\) with respect to the point \(o \in \mathbb{R}^{m+1}\) is supported in the future cone \(J^+(o) = \{(x, t) \in \mathbb{R}^m \times \mathbb{R} \mid ||x|| \leq t\}\) the forward fundamental solution in dimension \(m = 3\) and each other odd dimension \(m \geq 3\) is supported even in the light cone \(C_+(o) = \{(x, t) \in \mathbb{R}^m \times \mathbb{R} \mid ||x|| = t\}\). This produces a "sharp" wave propagation. Operators describing a "sharp" wave propagation such as \(\Box_3\) are called operators of Huygens type or shortly Huygens operators. In 1923, in his Yale Lectures, J. Hadamard posed the problem of finding all normally hyperbolic operators of Huygens type (see [Had23], p.236). In spite of its age this problem is still far from being completely solved.

Already in the beginning of his mathematical work P. Günther dealt with Huygens operators. He found the first geometric conditions for normally hyperbolic operators acting on functions of a 4-dimensional manifold to be of Huygens type [Gün52]. Furthermore he found the first examples of nontrivial Huygens operators on 4-dimensional manifolds (see [Gün65]). Later on he developed in collaboration with V. Wünsch and R. Schimming the idea to characterize the Huygens property by a sequence of conformal invariants, the so-called moments of a normally hyperbolic operator (see [Wün76], [Sch78], [Sch84], [GW85], [GW86], [Gün88]).

Let us briefly define Huygens operators and describe the methods to determine operators of Huygens type. An operator \(P\) acting on a vector bundle \(E\) over an \(n\)-dimensional manifold \(M\) is called normally hyperbolic if its principal symbol is given by a Lorentzian metric \(g\). Because of this property the operator \(P\) admits a Weitzenböck formula; therefore, there is a uniquely determined covariant derivative \(\nabla_P\) in \(E\) and a homomorphism \(H_P\) on \(E\) belonging to \(P\). Each normally hyperbolic operator has uniquely determined local forward and backward fundamental solutions with respect to a point \(x\) of a causal domain of \(M\). As in the case of the wave operator of the \(\mathbb{R}^m\) these fundamental solutions are supported in the future and past cone of \(x\) in
general. An operator is called Huygens operator if there exists a covering of $M$ by causal domains such that all forward and backward fundamental solutions with respect to these domains are supported in the forward or backward light cone. Using this property of the fundamental solution it can be proved that Huygens operators are those operators describing a "sharp" wave propagation i.e. an observer receives a signal from a bounded source only during a bounded time interval. The general properties of the fundamental solution show that there are no Huygens operators in odd dimension $n$ or $n = 2$; so one has to study the problem only in even dimensions $n \geq 4$.

Using methods of Harmonic Analysis Helgason, Olafsson and Schlichtkrull were able to calculate the fundamental solution of the wave operator of non-compact Riemannian symmetric spaces and determine those Riemannian symmetric spaces whose wave operator is of Huygens type ([Hel92], [Hel94], [OS92]).

Another method to find Huygens operators is given by the Hadamard criterion. With the normally hyperbolic operator $P$ and each geodesic normal domain $\Omega$ of $M$ there is associated a series of smooth sections $U_k \in \Gamma(\Omega \times \Omega, E^* \otimes E)$, $k = 1, 2, ..., \frac{n}{2}$, the so-called Hadamard coefficients of $P$, defined by a recursive system of differential equations using the covariant derivative on $E$ assigned to $P$ by its Weitzenböck formula. The operator $P$ is of Huygens type if the Hadamard coefficient $U_{\frac{n}{2}}$ vanishes on a certain subset of $\Omega \times \Omega$. For special classes of normally hyperbolic operators it was possible to calculate the Hadamard coefficients $U_{\frac{n}{2}}$ and to check that they vanish ([Gün65], [Sch71], [BV94a], [BV94b], [Bau96]).

The third method to determine Huygens operators makes use of the conformal gauge invariance of the Huygens property. A normally hyperbolic operator $P$ is of Huygens type if and only if each of its conformal gauge transforms is of Huygens type. Hence, there should be a complete system of conformal gauge invariants which describes the set of Huygens operators in the set of all normally hyperbolic operators acting on a certain vector bundle $E$. Such conformal gauge invariants, the so-called moments of a normally hyperbolic operator, were defined first for special classes of operators in various ways and finally described completely by P. Günther [Gün88]. To define the moments of an operator $P$ one applies a certain differentiation procedure to the tail term of the fundamental solution of $P$. In general a conformal gauge invariant assigned to $P$ after differentiation with respect to the covariant derivative defined by $P$ via its Weitzenböck formula is no longer gauge invariant. Therefore, a new theory of the so-called conformal gauge derivatives was developed. This sort of derivatives respects a slightly larger class of tensors assigned to $P$ than the conformal gauge invariants, namely the tensors with simple transformation law. It turns out that certain combinations of conformal gauge derivatives of the tail term of the fundamental solution of $P$ are conformally gauge invariant. In this way one can assign to each normally hyperbolic operator $P$ acting on a vector bundle $E$ over a manifold $M^n$ of even dimension $n \geq 4$ a sequence $I_k(P) \in \Gamma(S^k(T^*M) \otimes \text{Hom}(E, E))$, $k = 0, 1, ..., \frac{n}{2}$, of trace free conformal gauge invariants of order $k$ and weight $\omega = 1 - \frac{n}{2}$, the moments of $P$. If $P$ is of Huygens type, all of its moments $I_k(P)$ vanish. If $M$ and $P$ are real analytic the vanishing of all moments is also sufficient for the operator to be of Huygens type. In dimension
\[ n = 4 \] there are explicit formulas which express the first five moments in terms of the curvature of the manifold \( M \) and the curvature of the covariant derivative assigned to the operator by its Weitzenböck formula. This provides an effective method to study the Huygens property for operators on 4-dimensional manifolds. In this way, for example, all 4-dimensional Lorentzian manifolds have been found on which the Hodge-Laplace operator on forms and the square of the Dirac operator are of Huygens type and a large class of 4-dimensional manifolds (conjectured to be all) on which the Yamabe operator is Huygens ([McL69], [Sch78], [Wün78], [Wün79], [Wün80], [Wün85], [CM86], [CM87], [CM88], [CCMW91], [AM93], [AM94], [Wün94]).

2 Riesz distributions

2.1 Riesz distributions on Minkowski spaces

In this chapter we recall some properties of the Riesz distributions which we will need to describe the fundamental solution of a normally hyperbolic operator. The proofs can be found in [Gün88], chap. 2.

We consider the Minkowski space \((\mathbb{R}^n, g_0)\), where \(g_0\) is the inner product defined by

\[ g_0(x, y) = -x_1 y_1 + x_2 y_2 + \ldots + x_n y_n. \]

As usual we set \(x = (x_1, x_2, \ldots, x_n)\) and \(y = (y_1, y_2, \ldots, y_n)\). Let \(\sigma(x)\) denote the quadratic distance from the point \(x \in \mathbb{R}^n\) to \(0 \in \mathbb{R}^n\), i.e.

\[ \sigma(x) := g_0(x, x) = -x_1^2 + x_2^2 + \ldots + x_n^2. \]

Then

\[ J_+(0) := \{ x \in \mathbb{R}^n \mid -\sigma(x) \geq 0, x_1 \geq 0 \} \]

is the future of \(0 \in \mathbb{R}^n\) and

\[ C_+(0) := \partial J_+(0) = \{ x \in \mathbb{R}^n \mid \sigma(x) = 0, x_1 \geq 0 \} \]

the future light cone of \(0 \in \mathbb{R}^n\). Similarly, we define \(J_-(0)\) and \(C_-(0)\), where now \(x_1 \leq 0\).

**Definition 2.1** Let \(\alpha \in \mathbb{C}\) be a complex number with \(\text{Re} (\alpha) \geq n = \dim \mathbb{R}^n\). Then we define regular distributions \(R_+(\alpha)\) and \(R_-(\alpha)\) on \(C_0^\infty(\mathbb{R}^n)\) by

\[ \langle R_\pm (\alpha), \varphi \rangle := \frac{\pi \frac{2\alpha}{2} \frac{1 - \alpha}{2}}{\Gamma(\frac{\alpha}{2}) \Gamma(\frac{2 - \alpha}{2} + 1)} \int_{J_\pm(0)} (-\sigma(x))^{\frac{\alpha - n}{2}} \varphi(x) \mu_0(x) \]

for all test functions \(\varphi \in C_0^\infty(\mathbb{R}^n)\). Here \(\Gamma\) denotes the gamma-function and \(\mu_0\) the Lebesgue measure. \(R_+(\alpha)\) and \(R_-(\alpha) \in \mathcal{D}'(\mathbb{R}^n)\) are called Riesz distributions.
Remark

1. For any fixed test function $\varphi$ the function $\langle R_{\pm}(\alpha), \varphi \rangle$ is holomorphic in $\alpha$ in $\{\alpha \in \mathbb{C} \mid \text{Re } \alpha > n\}$. We will say that $R_{\pm}(\cdot)$ are holomorphic distributions in $\{\alpha \in \mathbb{C} \mid \text{Re } \alpha > n\}$.

2. Let $\varphi$ be in $C_0^\infty(\mathbb{R}^n)$. With $\check{\varphi}(x_1, \ldots, x_n) := \varphi(-x_1, x_2, \ldots, x_n)$ we have

$$
\langle R_{-}(\alpha), \varphi \rangle = \langle R_{+}(\alpha), \check{\varphi} \rangle.
$$

The Riesz distributions $R_+(\alpha)$ have the following properties.

**Proposition 2.1** If $\text{Re } \alpha > n$ then

(i) $-\sigma R_{\pm}(\alpha) = \alpha(\alpha - n + 2)R_{\pm}(\alpha + 2)$

(ii) $-\partial_1 \sigma \cdot R_{\pm}(\alpha) = 2\alpha \partial_1 R_{\pm}(\alpha + 2)$

(iii) $R_{\pm}(\alpha) = \Box R_{\pm}(\alpha + 2)$ for $\text{Re } \alpha > n + 2$,

where $\Box = (\partial_1)^2 - (\partial_2)^2 - \ldots - (\partial_n)^2$ is the wave operator of $\mathbb{R}^n$.

From (iii) of Proposition 2.1 we see that for any test function $\varphi \in C_0^\infty(\mathbb{R}^n)$ the function $\langle R_+(\cdot), \varphi \rangle$ admits a holomorphic extension to $\mathbb{C}$. Hence, we obtain

**Proposition 2.2** $R_+(\cdot)$ has a holomorphic extension to $\mathbb{C}$. The properties (i), (ii) and (iii) of Proposition 2.1 are valid for any $\alpha \in \mathbb{C}$.

For $\alpha \notin \{0, -2, -4, -6, \ldots \} \cup \{n - 2, n - 4, n - 6, \ldots \}$ we have

$$
supp R_+(\alpha) = J_+(0), \quad \text{singsupp } R_+(\alpha) \subseteq C_+(0)
$$

and for all other $\alpha$

$$
supp R_+(\alpha) = \text{singsupp } R_+(\alpha) \subseteq C_+(0)
$$

holds.

**Proposition 2.3**

1. Let be $n \geq 3$ and $k \in \{1, 2, \ldots, \left[ \frac{n-1}{2} \right] \}$.

Then we have $\text{supp } R_+(n - 2k) = C_+(0)$.

2. $R_+(0) = \delta_0$, where $\delta_0$ is the Dirac measure with support at the origin.

A look at Proposition 2.3 and property (iii) of Proposition 2.1 now shows

**Corollary 2.1** $\Box R_+(2) = R_+(0) = \delta_0$, i.e. $R_+(2)$ is a fundamental solution of $\Box$. 
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2.2 Riesz distributions on geodesically normal domains in Lorentzian manifolds

During this section let \((M^n, g)\) be a Lorentzian manifold and \(\mu_g\) its volume form.

**Definition 2.2** An open subset \(\Omega\) of \(M^n\) is called a geodesically normal domain if it is a normal neighborhood for each of its points. In particular, for any pair \(x, y\) of points in \(\Omega\) there exists a unique geodesic \(c : [0, 1] \rightarrow \Omega\) with \(c(0) = x\), \(c(1) = y\). Let \(\sigma : \Omega \times \Omega \rightarrow \mathbb{R}\) be the quadratic geodesic distance defined by

\[
\sigma(x, y) := g_{c(t)}(c'(t), c'(t)),
\]

where \(c : [0, 1] \rightarrow \Omega\) is the unique geodesic from \(x\) to \(y\)

and denote \(\sigma_x := \sigma(x, \cdot)\).

Let \(\Omega \subset M^n\) be a space and time oriented geodesically normal domain. Let \(x_0\) be in \(\Omega\). Then

\[
\mathcal{J}^\Omega_+(x_0) := \{x \in \Omega \mid \text{the unique geodesic in } \Omega \text{ from } x_0 \text{ to } x \text{ is causal and future oriented}\}
\]

is the future of \(x_0 \in \Omega\) and

\[
\mathcal{C}^\Omega_+(x_0) := \partial\mathcal{J}^\Omega_+(x_0)
\]

\[= \{x \in \Omega \mid \text{the unique geodesic in } \Omega \text{ from } x_0 \text{ to } x \text{ is light like and future oriented}\}
\]

the future light cone of \(x_0 \in \Omega\). Similarly, we define \(\mathcal{J}^\Omega_-(x_0)\) and \(\mathcal{C}^\Omega_-(x_0)\), where now the geodesic is past oriented.

We fix a point \(x_0 \in \Omega\) and a positive oriented pseudo-orthonormal basis \(X_1, \ldots, X_n\) in the tangent space \(T_{x_0} \Omega\). Here let \(X_1\) be future oriented. We extend this basis parallel along the geodesics through \(x_0\) and obtain a local frame \(X_1(x), \ldots, X_n(x)\) on \(\Omega\). In this way we get the following trivialization \(\pi\) of the tangent space \(T\Omega\):

\[
\pi : \Omega \times \mathbb{R}^n \rightarrow T\Omega
\]

\[
(x, \xi_1, \ldots, \xi_n) \rightarrow \sum_{i=1}^n \xi_i X_i(x).
\]

In particular, \(\pi_x := \pi \mid_{\{x\} \times \mathbb{R}^n}\) is an isometry from the Minkowski space \((\{x\} \times \mathbb{R}^n, g_0)\) to \((T_x \Omega, g_x)\).

For any \(x \in \Omega\) we now define the map

\[
a_x : \mathbb{R}^n \rightarrow T_x \Omega \rightarrow \Omega
\]

\[
(\xi_1, \ldots, \xi_n) \rightarrow \exp_x(\sum_{i=1}^n \xi_i X_i(x)).
\]
These $a_x$ are orientation preserving $C^\infty$-maps. Their restrictions to $a_x^{-1}(\Omega)$ are diffeomorphisms from $a_x^{-1}(\Omega)$ to $\Omega$. The map $a_x^{-1}$ yields the normal coordinates on $\Omega$ relative to $X_1(x), \ldots, X_n(x)$.

Furthermore we define by

$$(a_x)^* \mu_g = m_x \cdot \mu_0$$

positive smooth functions $m_x \in C^\infty(a_x^{-1}(\Omega))$.

Let now $\varphi$ be in $C^\infty_0(\Omega)$. For any $x \in \Omega$ we have the following function $\tilde{\varphi}_x \in C^\infty_0(\mathbb{R}^n)$:

$$\tilde{\varphi}_x(\xi) = \begin{cases} m_x(\xi) \cdot \varphi(a_x(\xi)) & : \xi \in a_x^{-1}(\Omega) \\ 0 & : \text{else} \end{cases}.$$

**Definition 2.3** Let $\Omega$ be a time and space oriented geodesically normal domain and $x \in \Omega$. The Riesz distribution with respect to $x$ on $\Omega$ is defined by

$$\langle R^{D}_{\pm}(\alpha, x), \varphi \rangle := \langle R^{D}_{\pm}(\alpha), \tilde{\varphi}_x \rangle, \quad \varphi \in C^\infty_0(\Omega).$$

The properties of the Riesz distributions on the Minkowski space yield the following properties of the Riesz distributions on $\Omega$.

**Proposition 2.4**

1. $R^{D}_{\pm}(\cdot, x) \in \mathcal{D}'(\Omega)$ is holomorphic on $\mathbb{C}$.

2. If $\Re \alpha > n$ then

$$\langle R^{D}_{\pm}(\alpha, x), \varphi \rangle = \frac{\pi^{\frac{n+\alpha}{2}} 2^{1-\alpha}}{\Gamma(\frac{\alpha}{2}) \Gamma(\frac{n+1}{2} - \frac{\alpha}{2})} \int_{\mathcal{J}^{D}_{\pm}(x)} (-\sigma_x(y))^{\alpha-n} \varphi(y) \mu_\varphi(dy).$$

3. The multiplication by $-\sigma_x$ increases the value of $\alpha$:

$$-\sigma_x \cdot R^{D}_{\pm}(\alpha, x) = \alpha(\alpha - n + 2) R^{D}_{\pm}(\alpha + 2, x)$$

4. Let $Y \in \mathfrak{X}(\Omega)$ be a smooth vector field on $\Omega$. If we consider $Y$ as a differential operator then

$$Y(-\sigma_x) \cdot R^{D}_{\pm}(\alpha, x) = 2\alpha \cdot Y R^{D}_{\pm}(\alpha + 2, x)$$

holds.

5. For $\alpha \not\in \{0, -2, -4, -6, \ldots\} \cup \{n - 2, n - 4, n - 6, \ldots\}$ we have

$$\text{supp} R^{D}_{\pm}(\alpha, x) = \mathcal{J}^{D}_{\pm}(x), \quad \text{singsupp} R^{D}_{\pm}(\alpha, x) \subseteq C^{D}_{\pm}(x)$$

and for all other $\alpha \in \mathbb{C}$ we get

$$\text{supp} R^{D}_{\pm}(\alpha, x) = \text{singsupp} R^{D}_{\pm}(\alpha, x) \subseteq C^{D}_{\pm}(x).$$

6. If $n \geq 3$ and $k \in \{1, 2, \ldots, \left\lfloor \frac{n-1}{2} \right\rfloor \}$ then $\text{supp} R^{D}_+(n - 2k, x) = C^{D}_+(x)$.

7. $R^{D}_+(0, x) = \delta_x$ where $\delta_x$ is the Dirac distribution with respect to $x$. 
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3 Normally hyperbolic operators

In this section we define normally hyperbolic operators and explain some of their fundamental analytic properties.

3.1 Definition and examples

**Definition 3.1** Let $M^n$ be a smooth $n$-dimensional manifold, $(E, p, M)$ a real or complex vector bundle over $M$.

A differential operator $P : \Gamma(E) \to \Gamma(E)$ of second order on $E$ is called normally hyperbolic if there exists a Lorentzian metric such that the principal symbol $\sigma(P)$ of $P$ is given by $\sigma(P)_x(\xi) = -g_x(\xi, \xi)\text{Id}_{E_x}$, where $x \in M$ and $\xi \in TM^* \setminus 0$.

We denote by $\mathcal{N}(E)$ the set of all normally hyperbolic operators on $E$.

**Remark** In local coordinates on $M$ and a local trivialization of $E$ a normally hyperbolic operator can be expressed in the form

$$P = -\sum_{i,j=1}^n g^{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{k=1}^n A^k(x) \frac{\partial}{\partial x_k} + B(x)$$

where $(g^{ij})$ is the inverse matrix of the coefficients of the Lorentzian metric.

**Examples**

1. The wave operator of a Riemannian manifold

  Let $(X, h)$ be a Riemannian manifold and let $\Delta_X$ be the Laplace-Beltrami operator of $(X, h)$. Consider the Lorentzian product $M := \mathbb{R} \times X$; $g := -dt^2 + h$.

  Then the wave operator

  $$\Box_X := -\frac{\partial^2}{\partial t^2} + \Delta_X : C^\infty(M) \to C^\infty(M)$$

  is normally hyperbolic.

2. The Yamabe operator of a Lorentzian manifold

  Let $(M^n, g)$ be a Lorentzian manifold with scalar curvature $R$ and let $\Delta_0$ denote the Laplace-Beltrami operator of $(M^n, g)$. Then the Yamabe operator

  $$Y = \Delta_0 + \frac{n-2}{4(n-1)} R : C^\infty(M) \to C^\infty(M)$$

  is normally hyperbolic.

3. The Hodge-Laplace operator on forms of a Lorentzian manifold

  Let $(M^n, g)$ be an oriented Lorentzian manifold. Then the Hodge-Laplace operator on $k$-forms

  $$\Delta_k = dd^* + d^*d : \Omega^k(M) \to \Omega^k(M)$$

  is normally hyperbolic.
4. The Dirac operator of a Lorentzian spin manifold

Let \((M, g)\) be an oriented Lorentzian spin manifold with spinor bundle \(S\). Then the square of the Dirac operator \(D\)

\[ D^2 : \Gamma(S) \rightarrow \Gamma(S) \]

is normally hyperbolic. The same is true for coupled Dirac operators.

3.2 The Weitzenböck formula

To each normally hyperbolic operator a covariant derivative and a homomorphism can be associated which we will define now.

Let \(\nabla\) be a covariant derivative on a vector bundle \(E\) over a Lorentzian manifold \((M, g)\). Let denote by \(\nabla^{T^*M \otimes E}\) the covariant derivative defined by the Levi-Civita connection of \((M, g)\) and \(\nabla\). The operator

\[ \Delta^\nabla := -\text{Trace}_g(\nabla^{T^*M \otimes E} \circ \nabla) \]

is called Bochner Laplace operator defined by \(\nabla\).

A normally hyperbolic operator has the following property

**Proposition 3.1** Let \(P : \Gamma(E) \rightarrow \Gamma(E)\) be a normally hyperbolic operator on \(E\) and let us denote by \(gp\) the Lorentzian metric given by the principal symbol of \(P\). Then there exist a uniquely determined covariant derivative \(\nabla^P : \Gamma(E) \rightarrow \Gamma(T^*M \otimes E)\) and a homomorphism \(H_P \in \Gamma(\text{Hom}(E, E))\) such that

\[ P = \Delta^\nabla^P + H_P \]  

(3)

**Notation** In the following we will write \(\Delta^P\) instead of \(\Delta^\nabla^P\).

**Proof.** For an arbitrary covariant derivative \(\nabla\), a function \(f \in C^\infty(M)\), and a section \(s \in \Gamma(E)\) we have

\[ [\Delta^\nabla, f]s := \Delta^\nabla(fs) - f\Delta^\nabla s = -2\nabla_{\text{grad}(f)}^s + (\Delta_0 f) s \]

Hence, if \(\nabla\) is a covariant derivative such that \(P - \Delta^\nabla\) is a homomorphism, then \(\nabla\) has to satisfy the condition

\[ \nabla_{\text{grad}(f)}^s = \frac{1}{2} h \left\{ (\Delta_0 f) s - P(fs) + f P(s) \right\} \]  

(4)

But, (4) defines a covariant derivative on \(E\) for which (3) is satisfied. \(\square\)

(3) is called Weitzenböck formula for \(P\). Hence, a Lorentzian metric on \(M\), a covariant derivative and a homomorphism on \(E\) are associated to each normally hyperbolic operator \(P \in \mathcal{N}^\mathcal{H}(E)\).
Examples

1. Yamabe operator

For the Yamabe operator $Y$ the covariant derivative is given by $\nabla_X f = X(f)$ and the homomorphism is $H = \frac{n-2}{4(n-1)} R$.

2. Hodge-Laplace operator on forms

For the Hodge-Laplace operator on $k$-forms the covariant derivative is given by the Levi-Civita connection of the Lorentzian manifold $(M, g)$ and the homomorphism can be expressed by the curvature of $g$. For example, for 1-forms the homomorphism $H$ is the Ricci curvature of $g$ which is considered as homomorphism on $T^*M$.

3. Dirac operator

For the square of the classical Dirac operator $D^2 : \Gamma(S) \rightarrow \Gamma(S)$ on a Lorentzian spin manifold the covariant derivative is the usual spinor derivative $\nabla^S$ and the homomorphism is $\frac{1}{4} R$.

Let $A$ be a connection in a principal fibre bundle $Q$ and let $F^A$ denote the curvature defined by $A$ in a vector bundle $E$ associated to $Q$. Then, for the square of the Dirac operator $D^2_A : \Gamma(S \otimes E) \rightarrow \Gamma(S \otimes E)$ coupled to the connection $A$, the covariant derivative and the homomorphism corresponding to $D_A^2$ are given by

\[
\nabla = \nabla^S \otimes 1 + 1 \otimes \nabla^A \\
H = \frac{1}{4} R + \sum_{i<j} s_i \cdot s_j \cdot \otimes F^A(s_i, s_j)
\]

where $(s_1, ..., s_n)$ denotes a local orthonormal basis on $(M, g)$ and $\cdot$ is the Clifford multiplication by the vector field $X$.

3.3 Hadamard coefficients

For two vector bundles $E$ and $F$ over $M^n$ we denote by $E \boxtimes F$ the external tensor product of these bundles over $M \times M$:

\[
E \boxtimes F := pr_1^* E \otimes pr_2^* F.
\]

We often identify the fibre of $E^* \boxtimes E$ over a point $(x, y) \in M \times M$ with the set of homomorphisms $\operatorname{Hom}(E_x, E_y)$. Let $\Omega \subset M$ be a geodesically normal domain in $M$. To each normally hyperbolic operator $P$ we can associate a sequence of smooth sections $U_k \in \Gamma(\Omega \times \Omega, E^* \boxtimes E)$, $k = 0, 1, 2, ...$, the so-called Hadamard coefficients of $P$, which we will define in the following.

Let $r_x$ denote the radial vector field on $\Omega$ with respect to $x \in \Omega$ and recall that $\sigma : \Omega \times \Omega \rightarrow \mathbb{R}$ is the quadratic geodesic distance function on $\Omega$ and $\sigma_x : \Omega \rightarrow \mathbb{R}$ is
given by \( \sigma_x(y) := \sigma(x, y) \). Then

\[
\begin{align*}
\mathbf{r}_x &= \frac{1}{2} \text{grad} \sigma_x \\
\mathbf{r}_x(\gamma(t)) &= t \gamma'(t)
\end{align*}
\]  

(5)  

(6)

where \( \gamma \) is a geodesic starting at \( x \). The function \( m \in C^\infty(\Omega \times \Omega) \)

\[
m(x, \cdot) := -\frac{1}{2} \Delta \sigma_x - n
\]

is called divergence measure of \( \Omega \). By \( \tau \in C^\infty(\Omega \times \Omega) \) we denote the function

\[
\tau(x, y) := \exp \left\{ \frac{1}{2} \int_0^1 \frac{m(x, \gamma(s))}{s} \, ds \right\}
\]

where \( \gamma : [0, 1] \to \Omega \) denotes the unique geodesic in \( \Omega \) joining \( x \) and \( y \). The function \( \tau_x : \Omega \to \mathbb{R} \) is given by \( \tau_x(y) := \tau(x, y) \). Then it is easy to check that

\[
\mathbf{r}_x(\tau_x) = \frac{1}{2} \tau(x, \cdot) m(x, \cdot).
\]  

(7)

**Proposition 3.2** Let \( P \in \mathcal{N}(E) \) be a normally hyperbolic operator and let \( \Omega \subset M \) be a geodesically normal domain. Then there exists a uniquely determined sequence of sections \( U_k \in \Gamma(\Omega \times \Omega, E^* \otimes E) \), \( k = 0, 1, 2, \ldots \), such that the following differential equations and initial conditions are satisfied on \( \Omega \) for all \( x \in \Omega \):

\[
\begin{align*}
\nabla_{\mathbf{r}_x} U_k(x, \cdot) + \left( \frac{1}{2} m(x, \cdot) + k \right) U_k(x, \cdot) &= -\frac{1}{2} P(U_{k-1}(x, \cdot)) \\
U_{-1} &= 0 \\
U_0(x, x) &= \text{Id}_{E_x}
\end{align*}
\]  

(8)

Let denote \( \mathcal{P}(x, y) \in \text{Hom}(E_x, E_y) \) the parallel displacement along the geodesic \( \gamma \), joining \( x \) and \( y \) in \( \Omega \). Then the sections \( U_k \) satisfy

\[
\begin{align*}
U_0(x, y) &= \frac{1}{\tau(x, y)} \mathcal{P}(x, y) \\
U_k(x, y) &= -\frac{1}{2\tau(x, y)} \int_0^1 t^{1-k} \tau(x, \gamma(t)) \mathcal{P}(\gamma(t), y) P(U_{k-1}(x, \cdot))(\gamma(t)) \, dt
\end{align*}
\]  

(9)  

(10)

All differentiations refer to the second component.

**Proof.** Consider first the case \( k = 0 \): Let \( U_0 \) be a solution of (8) for \( k = 0 \), considered as a homomorphism. Using (7), we obtain for each \( e \in E_x \)

\[
\begin{align*}
\frac{1}{\tau(x, \cdot)} \nabla_{\mathbf{r}_x} [\mathbf{r}_x U_0(x, \cdot)(e)] &= \frac{1}{\tau(x, \cdot)} \mathbf{r}_x(\tau_x) U_0(x, \cdot)e + \nabla_{\mathbf{r}_x} (U_0(x, \cdot)e) \\
&= \frac{1}{2} m(x, \cdot) U_0(x, \cdot)e + \nabla_{\mathbf{r}_x} (U_0(x, \cdot)e) \\
&= 0
\end{align*}
\]  
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Hence $\tau(x, \cdot)U_0(x, \cdot)e$ is parallel along each geodesic starting at $x$. From the initial condition for $U_0$ results

$$\tau(x, x)U_0(x, x)e = e$$

Therefore, the homomorphism $\tau(x, y)U_0(x, y)$ is the parallel displacement from $E_x$ to $E_y$ along the geodesic $\gamma$, joining $x$ and $y$. On the other hand it is easy to see by differentiation, that $U_0(x, y) = \frac{1}{\tau(x, y)}P(x, y)$ is a solution of (8) for $k = 0$.

Now, let $U_k$ be a solution of (8) for $k > 0$. Using (6) and (7) we obtain

$$\{\nabla_{r_x}[t^k\tau_xU_k(x, \cdot)e]\}(\gamma(t))$$

$$= r_x[t^k\tau_x(U_k(x, \cdot)e)\gamma(t) + t^k\tau(x, \gamma(t))\{\nabla_{r_x}(U_k(x, \cdot)e)\} \gamma(t)]$$

$$= \left\{kt^k\tau(x, \gamma(t)) + \frac{1}{2}t^k\tau(x, \gamma(t))m(x, \gamma(t))\right\}U_k(x, \gamma(t))e +$$

$$t^k\tau(x, \gamma(t))\{\nabla_{r_x}(U_k(x, \cdot)e)\} \gamma(t)$$

$$= t^k\tau(x, \gamma(t))\left\{[k + \frac{1}{2}m(x, \gamma(t))U_k(x, \gamma(t))e + [\nabla_{r_x}(U_k(x, \cdot)e)] \gamma(t)]\right\}$$

$$= \frac{1}{2}t^k\tau(x, \gamma(t))[P(U_{k-1}(x, \cdot)e)] \gamma(t)) \right\}$$

Hence, using the relation of the covariant derivative $\nabla$ and the parallel displacement $P$

$$\nabla_{\gamma(t)}\dot{e} = \frac{d}{ds}[P(\gamma(s), \gamma(t))\dot{e}(\gamma(s))]|_{s=t} \quad \text{for} \quad \dot{e} \in \Gamma(E)$$

we obtain

$$\frac{d}{ds} \left\{P(\gamma(s), \gamma(t))[s^k\tau(x, \gamma(s))U_k(x, \gamma(s))e]\right\}|_{s=t}$$

$$= -\frac{1}{2}t^{k-1}\tau(x, \gamma(t))[P(U_{k-1}(x, \cdot)e)](\gamma(t))$$

(11)

By applying $P(\gamma(t), y)$ to both sides of (11) and integrating, the following results

$$\tau(x, y)U_k(x, y)e = \frac{1}{2}\int_0^1 t^{k-1}\tau(x, \gamma(t))P(\gamma(t), y)[P(U_{k-1}(x, \cdot)e)](\gamma(t)) \, dt$$

Hence $U_k$ satisfies (10). On the other hand it is easy to check by differentiation that a section $U_k$ defined by (10) satisfies (8). □

**Definition 3.2** The sections $U_k \in \Gamma(\Omega \times \Omega, E^* \otimes E)$ described in Proposition 3.2 are called Hadamard coefficients of $P$ with respect to $\Omega$.

### 3.4 Fundamental solution

Let $(E, p, M)$ be a vector bundle over $M$, $\Omega \subset M$ a domain, $x \in \Omega$ and $V$ a vector space. By $\mathcal{D}'(\Omega, E^*; V)$ we denote the space of distributions on $E^*|_{\Omega}$ with values in $V$

$$\mathcal{D}'(\Omega, E^*; V) := \{T : \Gamma_0(\Omega, E^*) \rightarrow V \mid \text{$T$ linear and continuous}\}$$
Each differential operator $P$ on $E$ extends to $\mathcal{D}'(\Omega, E^*; V)$ in the following way. If $P^*$ denotes the dual operator on $E^*$, defined by

$$
\int_M \psi(P \varphi) \mu = \int_M (P^* \psi)(\varphi) \mu, \quad \psi \in \Gamma_0(E^*), \varphi \in \Gamma_0(E)
$$

then for each distribution $T \in \mathcal{D}'(\Omega, E^*; V)$ the distribution $PT$ is defined by

$$
(T, P^* u) := (T, P^* u) \quad u \in \Gamma_0(\Omega, E^*)
$$

A distribution $G \in \mathcal{D}'(\Omega, E^*; E^*_x)$ is called fundamental solution of $P$ with respect to $(\Omega, x)$, if $PG = \delta_{E^*}^x$, where $\delta_{E^*}^x$ is the Dirac distribution of $E^*_\Omega$ supported in $x$:

$$
\delta_{E}^x(u) := u(x).
$$

In general there exists no fundamental solution of a normally hyperbolic operator $P$ with respect to $(\Omega, x)$. One has to restrict oneself to a certain class of domains $\Omega$, the so-called causal domains.

**Definition 3.3** A domain $\Omega_0 \subset M$ is called causal domain if

1. $\Omega_0$ is contained in a time and space oriented geodesically normal domain $\Omega$ and
2. $\mathcal{J}^+_\Omega(x) \cap \mathcal{J}^-_\Omega(y)$ is compact (or empty) and contained in $\Omega_0$ for all $x, y \in \Omega_0$.

**Proposition 3.3** ([Fri75], Th.4.4.1)

Each Lorentzian manifold can be covered by causal domains.

**Definition 3.4** A subset $A \subset \Omega_0$ of a causal domain $\Omega_0$ is called past compact (or future compact), if $A \cap \mathcal{J}^+_\Omega(x)$ (or $A \cap \mathcal{J}^-_\Omega(x)$) is compact (or empty) for all $x \in \Omega_0$.

**Notation:** $\mathcal{D}'_+(\Omega_0, E^*; E^*_x) \subset \mathcal{D}'(\Omega_0, E^*; E^*_x)$ denotes the subset of all distributions with past compact support. $\mathcal{D}'_-(\Omega_0, E^*; E^*_x) \subset \mathcal{D}'(\Omega_0, E^*; E^*_x)$ denotes the subset of all distributions with future compact support.

**Theorem 3.1** ([Gün88], chap.3.3)

Let $P \in \mathcal{N}\mathcal{H}(E)$ be a normally hyperbolic operator, let $\Omega_0 \subset M$ be a causal domain and $x \in \Omega_0$. Then there exists exactly one fundamental solution $G_{\Omega_0}^+(x) \in \mathcal{D}'_+(\Omega_0, E^*; E^*_x)$ of $P$ with respect to $(\Omega_0, x)$ with past compact support (forward fundamental solution) and there exists exactly one fundamental solution $G_{\Omega_0}^-(x) \in \mathcal{D}'_-(\Omega_0, E^*; E^*_x)$ of $P$ with respect to $(\Omega_0, x)$ with future compact support (backward fundamental solution). The support and singular support of these fundamental solutions satisfy

$$
\text{supp } G_{\Omega_0}^+(x) \subset \mathcal{J}^\Omega_\pm(x)
$$

$$
\text{singsupp } G_{\Omega_0}^+(x) \subset \mathcal{C}^\Omega_\pm(x)
$$

If $n$ is odd or $n = 2$, then the fundamental solution has the following structure:

$$
G_{\Omega_0}^+(x) = T(x, .)R_{\pm}^{\Omega_0}(2, x)
$$

where $R_{\pm}^{\Omega_0}(2, x) \in \mathcal{D}'(\Omega_0)$ is the Riesz distribution of the Lorentzian manifold for the parameter $\alpha = 2$ and $T \in \Gamma(\Omega_0 \times \Omega_0, E^* \otimes E)$ is a smooth section with the following
asymptotic behaviour at the zero set \( C = \{(x,y) \in \Omega_0 \times \Omega_0 \mid \sigma(x,y) = 0\} \) of the quadratic geodesic distance function \( \sigma \):

\[
T(x,y) \underset{(x,y)\rightarrow C}{\rightarrow} \sum_{k=0}^{\infty} (-1)^k c_{(4-n,k)}^{-1} U_k(x,y) \sigma^k(x,y)
\]

If \( n \) is even and \( n \geq 4 \), then the fundamental solution has the following structure

\[
G^{\Omega_0}_{\pm}(x) = \sum_{k=0}^{\infty} c_{(2,k)} U_k(x,\cdot) R^{\Omega_0}_{\pm}(2 + 2k, x) + c_{(2,2+k)} T(x,\cdot) R^{\Omega_0}_{\pm}(n, x)
\]

(12)

where \( R^{\Omega_0}_{\pm}(\alpha, x) \) are the Riesz distributions of the Lorentzian manifold and \( T \in \Gamma(\Omega_0 \times \Omega_0, E^* \otimes E) \) is a smooth section with the following asymptotic behaviour at the set \( C \):

\[
T(x,y) \underset{(x,y)\rightarrow C}{\rightarrow} \sum_{k=0}^{\infty} (-1)^k c_{(2,k)}^{-1} U_{2+2+k}(x,y) \sigma^k(x,y)
\]

(13)

Here, for \( a \in \mathbb{C} \) and \( k \in \mathbb{N} \), \( c_{(a,k)} \) denotes the number

\[
c_{(a,0)} := 1, \quad c_{(a,k)} := a(a+2)(a+4) \cdots (a+2k-2)
\]

Definition 3.5 The smooth section \( T \in \Gamma(\Omega_0 \times \Omega_0, E^* \otimes E) \) appearing in the regular part of the fundamental solution \( G^{\Omega_0}_{\pm}(x) \) for even dimension \( n \geq 4 \) (see (12)) is called tail term of the fundamental solution \( G^{\Omega_0}_{\pm}(x) \).

4 Huygens operators

Let \((M, g)\) be a Lorentzian manifold. We consider a real or complex vector bundle \( E \) over \( M \) and a normally hyperbolic operator \( P : \Gamma(E) \rightarrow \Gamma(E) \).

Definition 4.1 Let \( \Omega_0 \subset M \) be a causal domain and \( x \in \Omega_0 \). The operator \( P \) is called a Huygens operator with respect to \((\Omega_0, x)\) if its forward and its backward fundamental solution \( G^{\Omega_0}_{\pm}(x) \) satisfy \( \text{supp} G^{\Omega_0}_{\pm}(x) \subset C^{\Omega_0}_{\pm}(x) \).

\( P \) is called a Huygens operator or an operator of Huygens type if there exists a covering \( \Sigma \) of \( M \) by causal domains such that \( P \) is a Huygens operator with respect to all \((\Omega_0, x)\) with \( \Omega_0 \in \Sigma, x \in \Omega_0 \).

We denote the set of all Huygens operators on \( E \) by \( \mathcal{HU}(E) \).

Huygens operators can be characterized also in the following way.

Theorem 4.1 [Günn88] Let \( \Omega_0 \subset M \) be a causal domain and \( x \in \Omega_0 \). The operator \( P \) is a Huygens operator with respect to \((\Omega_0, x)\) if for any distribution with compact support \( f \in E'(\Omega_0, E^*) \) and supp \( f \cap C^{\Omega_0}_{\pm}(x) = \emptyset \) the forward solution \( u_+ \) of \( Pu_+ = f \) and for any \( g \in E'(\Omega_0, E^*) \) with supp \( g \cap C^{\Omega_0}_{\pm}(x) = \emptyset \) the backward solution \( u_- \) of \( Pu_- = g \) vanish at \( x \).
Another characterization of Huygens operators can be given by properties of solutions of the Cauchy problem (see [Günn88] Th. 4.1.12).

Using the description of the fundamental solutions $G_{\pm}^{\Omega_0}(x)$ given in Theorem 3.1 and the properties of $\text{supp} R_{\pm}^{\Omega_0}(x, \alpha)$ one obtains

**Theorem 4.2** 1. If the dimension $n$ of $M$ is odd or equal to 2, then $P$ can never be a Huygens operator.

2. If $n$ is even and $n \geq 4$ then $P$ is a Huygens operator if and only if there exists a covering $\Sigma$ by causal domains such that the tail term $T(x, y)$ of the fundamental solutions $G_{+}^{\Omega_0}(x)$ and $G_{-}^{\Omega_0}(x)$ with respect to $(\Omega_0, x)$ satisfies

$$T(x, y) = 0$$

for all $\Omega_0 \in \Sigma, x \in \Omega_0, y \in J^{\Omega_0}(x)$.

Using the asymptotic expansion (13) of $T(x, y)$ one obtains

**Theorem 4.3 (Hadamard Criterion)** If $n$ is even and $n \geq 4$ then $P$ is a Huygens operator if and only if there exists a covering $\Sigma$ by causal domains such that the Hadamard coefficient $U_{\frac{n-4}{2}}$ of $P$ satisfies

$$U_{\frac{n-4}{2}}(x, y) = 0$$

for all $\Omega_0 \in \Sigma, x \in \Omega_0, y \in C^{\Omega_0}(x)$

or, equivalently, that the Hadamard coefficient $U_{\frac{n-4}{2}}$ of $P$ satisfies

$$P(U_{\frac{n-4}{2}}(x, \cdot))(y) = 0$$

for all $\Omega_0 \in \Sigma, x \in \Omega_0, y \in C^{\Omega_0}(x)$.

**Example** Let $(\mathbb{R}^{n,1}, g_0)$ be the Minkowski space, $n \geq 4$ and $n$ even. Consider the Laplace-Beltrami operator

$$\Delta_0 = \frac{\partial^2}{\partial x_1^2} - \frac{\partial^2}{\partial x_2^2} - \ldots - \frac{\partial^2}{\partial x_n^2}$$

of $(\mathbb{R}^{n,1}, g_0)$. Using (9) it can be checked that the Hadamard coefficient $U_0$ of $\Delta_0$ is given by $U_0 \equiv 1$. Hence, $U_k \equiv 0$ for all $k \geq 1$. Therefore, $\Delta_0$ is a Huygens operator.

5 Conformal gauge invariance of Huygens operators

Let $M^n$ be a $n$-dimensional manifold, $E$ a real or complex vector bundle over $M$ and $P : \Gamma(E) \rightarrow \Gamma(E)$ a normally hyperbolic operator with principal symbol given by a metric $g$. Furthermore let $\varphi \in C^\infty(M)$ be a smooth function and $A \in \Gamma(\text{Aut}E)$ an invertible homomorphism.
Definition 5.1  
1. The operator $P_{\varphi, A} : \Gamma(E) \rightarrow \Gamma(E)$ defined by

$$P_{\varphi, A}(u) = e^{-\frac{n+2}{2}\varphi} \cdot A^{-1} P(e^{\frac{n-2}{2}\varphi} \cdot Au)$$

is called the conformal gauge transform of $P$.

2. Let $\tilde{P} : \Gamma(E) \rightarrow \Gamma(E)$ be a further second order differential operator. The operators $P, \tilde{P}$ are called conformal gauge equivalent if there exist a smooth function $\varphi \in C^\infty(M)$ and an invertible homomorphism $A \in \Gamma(\text{Aut}E)$ such that $\tilde{P} = P_{\varphi, A}$.

A straightforward calculation leads to

Proposition 5.1 Let $\tilde{P} = P_{\varphi, A}$ be a conformal gauge transform of the normally hyperbolic operator $P$. Then $\tilde{P}$ is normally hyperbolic. The principal symbol of $\tilde{P}$ is given by the metric $\tilde{g} = e^{2\varphi} g$. The covariant derivative $\nabla^{\tilde{P}}$ and the homomorphism $H_{\tilde{P}}$ in $E$ arising from the Weinsteinöck formula for $\tilde{P}$ relates to those of $P$ denoted by $\nabla^P$ and $H_P$ in the following way

$$\nabla^{\tilde{P}} = A^{-1} \nabla^P A$$

$$H_{\tilde{P}} = e^{-2\varphi}(A^{-1}H_PA + e^{-\frac{n-2}{2}\varphi} \Delta_g(e^{\frac{n-2}{2}\varphi}))$$

Here $\Delta_g$ denotes the Laplace-Beltrami operator with respect to $g$.

Consequently, the group $G_c(E) := C^\infty(M) \times \Gamma(\text{Aut}E)$ acts from the right on the set of normally hyperbolic operators of $E$. It is called the conformal gauge group.

Proposition 5.2 ([Gün88] Th. 6.5.1) 
Let $P = P_{\varphi, A}$ be the conformal gauge transform of a normally hyperbolic operator $P$ on a bundle $E$ over a manifold of even dimension $n \geq 4$. Let $T, \tilde{T} \in \Gamma(\Omega_0 \times \Omega_0, E^* \boxtimes E)$ denote the tail terms of the fundamental solution of $P$ and $\tilde{P}$, respectively. Considered as elements in $\text{Hom}(E_x, E_y)$ the following transformation law holds:

$$\tilde{T}(x,y) = e^{-\frac{n-2}{2}(\varphi(x)+\varphi(y))} A^{-1}(y)T(x,y)A(x) \quad x \in \Omega_0, y \in J^R_\pm(x)$$

As a corollary we obtain that the subset of Huygens operators in the set of all normally hyperbolic operators on $E$ is invariant under the action of the conformal gauge group.

Theorem 5.1 (Conformal gauge invariance of $\mathcal{H}\mathcal{U}\mathcal{Y}(E)$) 
Let $n \geq 4$ be even. Then $\mathcal{H}\mathcal{U}\mathcal{Y}(E) \cdot G_c(E) \subset \mathcal{H}\mathcal{U}\mathcal{Y}(E)$.

Definition 5.2 A normally hyperbolic operator $P$ acting on a $\mathbb{K}(= \mathbb{R}, \mathbb{C})$-vector bundle $E$ of rank $m$ is called trivial if for each $x \in M^n$ there exists a coordinate neighbourhood $U$ and a trivialization of $E|_U$ such that the operator $P|_{U}$ acting on $\Gamma(E|_U) \simeq C^\infty(U, \mathbb{K}^m)$ is conformally gauge equivalent to $m$ copies $(\Delta_0, ..., \Delta_0)$ of the Laplace-Beltrami operator of the Minkowski space.
Since the Laplacian of the Minkowski space of even dimension \( n \geq 4 \) is Huygens, the conformal gauge invariance of the set of Huygens operators yields that each trivial operator on a manifold of even dimension \( n \geq 4 \) is of Huygens type. Let \( P \) be a normally hyperbolic operator on a bundle \( E \). Denote by \( W_P \in \Gamma((T^*M)^4) \) the Weyl tensor of the Lorentzian metric \( g_P \) associate to \( P \) and by \( F^P \in \Gamma(\Lambda^2 M \otimes \text{Hom}(E, E)) \) the bundle curvature of the covariant derivative \( \nabla^P \) associated to \( P \). Furthermore, let

\[
C_P := H_P - \frac{n - 2}{4(n - 1)} R \in \Gamma(\text{Hom}(E, E))
\]

be the so called Cotton invariant of \( P \), where \( H_P \) denotes the homomorphism in the Weitzenböck formula of \( P \) and \( R \) is the scalar curvature of \( g_P \).

Then we have the following criterion for the triviality of a normally hyperbolic operator:

**Theorem 5.2** ([Sch78], Prop.2.8)

A normally hyperbolic operator \( P \in \mathcal{N}(E) \) is trivial if and only if \( W_P = 0 \), \( F^P = 0 \) and \( C_P = 0 \).

This theorem provides further examples of Huygens operators:

1. The Yamabe operator \( Y = \Delta_0 + \frac{n-2}{4(n-1)} R \) on a conformally flat Lorentzian manifold is trivial. In particular, the operator \( \Delta_0 + \frac{n(n-2)}{4} K \) on a Lorentzian manifold \((M^n, g)\) of constant sectional curvature \( K \) and the shifted wave operator \( P = \frac{\partial^2}{\partial t^2} + \Delta_F + \frac{(n-2)^2}{4} K_0 \) on a Lorentzian product of \( \mathbb{R} \) with a Riemannian manifold \((F^n, h)\) of constant sectional curvature \( K_0 \) are trivial.

2. Let \((M^n, g)\) be a Lorentzian spin manifold with spinor bundle \( S \) and spinor derivative \( \nabla^S \). A spinor field \( \varphi \in \Gamma(S) \) is called a Killing spinor to the Killing number \( \lambda \in \mathbb{C} \) if \( \nabla_X \varphi := \nabla_X^S \varphi - \lambda X \cdot \varphi = 0 \) for all vector fields \( X \) on \( M \).

Now, let \((M^n, g)\) be a simply connected Lorentzian manifold of constant sectional curvature \( K \). Then the spinor bundle \( S \) of \((M^n, g)\) can be trivialized by Killing spinors to the Killing number \( \mu \), where \( \mu^2 = \frac{1}{4} K \). Denote by \( D \) the Dirac operator of \((M^n, g)\). The Weitzenböck formula for the operator \((D - \mu)^2\) is

\[
(D - \mu)^2 = \Delta \nabla^a + \frac{1}{4}(n - 1)^2 K
\]

Hence the operator \((D - \mu)^2 - \frac{1}{4} K\) is trivial.

In chapter 7 we give examples of non-trivial Huygens operators.

To determine the class of all Huygens operators on a given bundle, it is necessary to find a system of conformal gauge invariants which determine the subset \( \mathcal{H}(E) \) of Huygens operators in the set \( \mathcal{N}(E) \) of all normally hyperbolic operators. We now define the notion of a conformal gauge invariant. In the next section we describe the construction of the so-called moments of a normally hyperbolic operator introduced by Günther in [Gün88], chap.6, which serve as a complete system of conformal gauge invariants determining \( \mathcal{H}(E) \).
Definition 5.3 Denote by $\mathcal{E}_{\text{rstu}}$ the bundle $\otimes^r T^* M \otimes \otimes^s TM \otimes \otimes^t E^* \otimes \otimes^u E$ over $M$.

An invertible homomorphism $A \in \Gamma(\text{Aut} E)$ acts on $\mathcal{E}_{\text{rstu}}$ in the following way. First the action of $A$ on $E^*$ is defined by $Af = (A^*)^{-1}(f)$ for any $f \in E^*$. Then we can define the action on $\mathcal{E}_{\text{rstu}}$ by

$$
A \cdot (\tau_1 \otimes ... \otimes \tau_r \otimes t_1 \otimes ... \otimes t_s \otimes f_1 \otimes ... \otimes f_k \otimes e_1 \otimes ... \otimes e_l) = \\
= \tau_1 \otimes ... \otimes \tau_r \otimes t_1 \otimes ... \otimes t_s \otimes Af_1 \otimes ... \otimes Af_k \otimes Ae_1 \otimes ... \otimes Ae_l
$$

for all $\tau_1 \otimes ... \otimes \tau_r \otimes t_1 \otimes ... \otimes t_s \otimes f_1 \otimes ... \otimes f_k \otimes e_1 \otimes ... \otimes e_l \in \mathcal{E}_{\text{rstu}}$.

Definition 5.4 Let $\mathcal{P}$ be a set of normally hyperbolic operators closed under the action of the conformal gauge group $\mathcal{G}_{c}(E)$. A map $T : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{\text{rstu}})$ is called a conformal gauge invariant of weight $\omega$ if

$$
T(P_{\varphi,A}) = e^{2\omega \varphi} A^{-1} \cdot T(P)
$$

for all $(\varphi, A) \in \mathcal{G}_{c}(E)$ and all $P \in \mathcal{P}$.

Examples of conformal gauge invariants are

1. the Cotton invariant $C : \mathcal{P} \ni P \rightarrow C_P \in \Gamma(E^* \otimes E) = \Gamma(\text{Hom}(E, E))$ which assigns to an operator $P$ the Cotton invariant of the Lorentzian metric $g_P$ associated to $P$. Its weight equals $\omega = -1$.

2. the bundle curvature $F : \mathcal{P} \ni P \rightarrow F_P \in \Gamma(\Lambda^2 M \otimes \text{Hom}(E, E))$ which assigns to an operator $P$ the curvature of that covariant derivative $\nabla^P$ in $E$ that occurs in the Weitzenböck formula for $P$. The weight of $F$ equals $\omega = 0$.

3. the Weyl tensor $W : \mathcal{P} \ni P \rightarrow W_P \in \Gamma(\otimes^4 T^* M)$ which assigns to an operator $P$ the Weyl tensor of the Lorentzian metric $g_P$ associated to $P$. Its weight is $\omega = 1$.

6 The moments of normally hyperbolic operators

6.1 Mappings with simple transformation law

The aim of this section is to generalize the notion of a conformal gauge invariant. Let $E$ be a vector bundle over a smooth $n$-dimensional manifold $M^n$ and let $\mathcal{P}$ be a set of normally hyperbolic operators on $E$ closed under conformal gauge transformation. Let $\mathcal{E}_{\text{rstu}}$ be the bundles over $M^n$ defined in the previous section. For a mapping $T : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{\text{rstu}})$ the sections $T(P)$ and $e^{-2\omega \varphi} A \cdot T(P_{\varphi,A})$ now shall be allowed to differ by symmetric polynomials in first derivatives of $\varphi$. 
Definition 6.1 A mapping $T : \mathcal{P} \rightarrow \Gamma(E_{rstu})$ has a simple transformation law with conformal weight $\omega$ if there exist linear maps

$$\mathcal{X}_\nu T : \mathcal{P} \rightarrow \Gamma(S^\nu(TM) \otimes E_{rstu}); \quad 1 \leq \nu \leq N(T)$$

such that

$$T(p_{\phi,A}) = e^{2\omega \phi} A^{-1} \cdot (T(P) + \sum_{\nu=1}^{N(T)} (\mathcal{X}_\nu T)(P)(d\phi, ..., d\phi))$$

holds for all $(\phi, A) \in G_c(E)$ and all $P \in \mathcal{P}$.

$\mathcal{X}T := \mathcal{X}_1 T : \mathcal{P} \rightarrow \Gamma(TM \otimes E_{rstu})$ is called the linear term of $T$.

Proposition 6.1 If $T : \mathcal{P} \rightarrow \Gamma(E_{rstu})$ has a simple transformation law given by $\mathcal{X}_\nu T : \mathcal{P} \rightarrow \Gamma(S^\nu(TM) \otimes E_{rstu})$, $1 \leq \nu \leq N(T)$, then the linear maps $\mathcal{X}_\nu T$ have a simple transformation law and

$$\mathcal{X}_\mu(\mathcal{X}_\nu T) = \left(\begin{array}{c} \mu + \nu \\ \nu \end{array}\right) \mathcal{X}_{\mu+\nu} T; \quad \mu + \nu \leq N(T).$$

In particular, all maps $\mathcal{X}_\nu T$ in the transformation law of $T$ are uniquely determined by the linear term $\mathcal{X}T$. More precisely, we have

$$\mathcal{X}_\nu T = \frac{1}{\nu!} \mathcal{X}(\underbrace{\mathcal{X}(...)}_{\nu \text{ times}}(\mathcal{X}T)).$$

Proposition 6.2 Let $T : \mathcal{P} \rightarrow \Gamma(E_{rstu})$ have a simple transformation law. Then $T$ is a conformal gauge invariant if and only if $\mathcal{X}T = 0$.

We have the following rules for the linear term of a mapping with simple transformation law.

1. If $T, \tilde{T} : \mathcal{P} \rightarrow \Gamma(E_{rstu})$ have a simple transformation laws with the same conformal weight $\omega$ and let $\lambda, \tilde{\lambda}$ be in $\mathbb{R}$ or $\mathbb{C}$ then $\lambda T + \tilde{\lambda} \tilde{T}$ has a simple transformation law with conformal weight $\omega$ and linear term

$$\mathcal{X}(\lambda T + \tilde{\lambda} \tilde{T}) = \lambda \mathcal{X}T + \tilde{\lambda} \tilde{\mathcal{X}}T.$$

2. $\mathcal{X}$ commutes with contractions in the $TM$- and $T^*M$-components of $E_{rstu}$ and with contraction in the $E$- and $E^*$-components of $E_{rstu}$.

3. If $T : \mathcal{P} \rightarrow \Gamma(E_{rstu})$ and $\tilde{T} : \mathcal{P} \rightarrow \Gamma(E_{stu})$ have simple transformation laws with conformal weights $\omega$ and $\tilde{\omega}$, respectively, then $T \otimes \tilde{T} : \mathcal{P} \rightarrow \Gamma(E_{rstu+\omega+\tilde{\omega}})$ has a simple transformation law with conformal weight $\omega + \tilde{\omega}$. 
Now let $P : \Gamma(E) \to \Gamma(E)$ be a normally hyperbolic operator and $\nabla^P : \Gamma(E) \to \Gamma(T^*M \otimes E)$ the covariant derivative occurring in the Weitzenböck formula of $P$. Then $\nabla^P$ induces a covariant derivative $\nabla^P$ in $\otimes^k E^* \otimes \otimes^l E$. Let $\tilde{P} = P_{\varphi,A}$ be a conformal gauge transform of $P$. Then $\nabla^{\tilde{P}} = A^{-1} \circ \nabla^P \circ A$ holds on $E$ (Proposition 14). The same formula is true for the induced covariant derivative on $\otimes^k E^* \otimes \otimes^l E$ where now $A$ acts as defined in (14). On the other hand $P$ defines a Lorentzian metric $g = gp$. The associated Levi-Civita connection induces a covariant derivative $\nabla^g$ on $\otimes^r T^* M \otimes \otimes^s TM$. $\nabla^P$ and $\nabla^g$ now define a covariant derivative on $\mathcal{E}_{rstu}$ by the Leibniz rule. We also denote this by $\nabla^P$.

**Definition 6.2** Let $T : \mathcal{P} \to \Gamma(\mathcal{E}_{rstu})$ be a mapping. Then the covariant derivative $\nabla T$ is defined to be the mapping

$$\nabla T : \mathcal{P} \to \Gamma(T^* M \otimes \mathcal{E}_{rstu})$$

$$(\nabla T)(P) := \nabla^P(T(P)).$$

**Remark** If $T : \mathcal{P} \to \Gamma(\mathcal{E}_{rstu})$ is a mapping with simple transformation law then in general $\nabla T : \mathcal{P} \to \Gamma(T^* M \otimes \mathcal{E}_{rstu})$ does not have a simple transformation law.

Therefore we are now going to modify this covariant derivative in order to obtain a derivative that preserves the property of being a map with simple transformation law.

### 6.2 The conformal gauge derivative

Let $g$ be a metric on $M^n$. Then the Schouten tensor $L_g$ of type $(2,0)$ associated to $g$ is given by

$$L_g = \frac{1}{n-2} \left( \frac{1}{2(n-1)} R \cdot g - \text{Ric} \right),$$

where $R$ is the scalar curvature and Ric the Ricci tensor of $(M^n, g)$. We denote by the same symbol $L_g$ the Schouten map

$$L_g : TM \to T^* M$$

$$L_g(X)(Y) = L_g(X,Y).$$

**Definition 6.3** Let $T : \mathcal{P} \to \Gamma(\mathcal{E}_{rstu})$ be a mapping with simple transformation law and linear term $\mathcal{X} T : \mathcal{P} \to \Gamma(TM \otimes \mathcal{E}_{rstu})$. We denote by $L_{\mathcal{X} T}$ the map

$$L_{\mathcal{X} T} : \mathcal{P} \to \Gamma(T^* M \otimes \mathcal{E}_{rstu})$$

$$(L_{\mathcal{X} T})(P)(X_1) := (\mathcal{X} T)(P)(L_g(X_1))$$

where $g$ is the Lorentzian metric induced by $P$.

**Notation** Here and in the following we only write those variables which are of special interest and not treated in the standard way. So $X_1, X_2, ...$ denotes the first, second etc. variable in $(TM)^*$ and $\sigma_1, \sigma_2, ...$ the first, second etc. variable in $(T^* M)^*$. 20
**Definition 6.4** Let $T : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu})$ be a mapping with simple transformation law and linear term $\mathcal{X}T$. Then the conformal gauge derivative $\mathcal{C}T$ of $T$ is defined to be the following mapping

$$\mathcal{C}T : \mathcal{P} \rightarrow \Gamma(T^*M \otimes \mathcal{E}_{rstu})$$

$$\mathcal{C}T(P) := \nabla T(P) - (L_{\mathcal{X}T})(P).$$

**Notation** In the following we identify $T^*M \otimes \mathcal{E}_{rstu}$ with $\mathcal{E}_{r+1,skl}$ where now the additional $T^*M$ is the first factor in $\mathcal{E}_{r+1,skl}$ etc.

The next aim is to describe the transformation law of the conformal gauge derivative of a mapping with simple transformation law.

**Definition 6.5** Let be $\sigma \in T^*M$, $X \in TM$ and $g$ a metric on $M^n$. Then we define

$$K_g(\sigma, X) : TM \rightarrow TM$$

$$Y \mapsto \sigma(X)Y + \sigma(Y)X - g(X,Y)\sigma^\sharp$$

and

$$K_g(\sigma, X) : T^*M \rightarrow T^*M$$

$$(K_g(\sigma, X)(\omega))(Y) := -\omega(K_g(\sigma, X)(Y))$$

where $\sigma^\sharp$ denotes the dual vector field of $\sigma$ with respect to $g$.

By direct calculations we obtain

**Proposition 6.3** Let $g$ and $\tilde{g} = e^{2\phi}g$.

1. The Schouten map $L_{\tilde{g}}$ of $(M^n, \tilde{g})$ satisfies

$$L_{\tilde{g}}(X) = L_g(X) + \frac{1}{2}\|d\phi\|^2g(X, \cdot) + \nabla_X d\phi - d\phi(X) \cdot d\phi.$$

2. The Levi-Civita connection $\tilde{\nabla}$ of $(M^n, \tilde{g})$ on $TM$ as well as on $T^*M$ satisfies

$$\tilde{\nabla}_X = \nabla_X + K_g(d\phi, X)$$

where $\nabla$ is the Levi-Civita connection of $(M^n, g)$.

We now extend the map $K_g(\sigma, X)$ to $\mathcal{E}_{rstu}$ in the following way. We set

$$K_g(\sigma, X)(\sigma_1 \otimes \ldots \otimes \sigma_r \otimes X_1 \otimes \ldots \otimes X_s \otimes \Phi) =$$

$$\sum_i \sigma_1 \otimes \ldots \otimes K_g(\sigma, X)(\sigma_i) \otimes \ldots \otimes \sigma_r \otimes X_1 \otimes \ldots \otimes X_s \otimes \Phi)$$

$$+ \sum_j \sigma_1 \otimes \ldots \otimes \sigma_r \otimes X_1 \otimes \ldots \otimes K_g(\sigma, X)(X_j) \otimes \ldots \otimes X_s \otimes \Phi)$$

where $\Phi$ is in $\otimes^k E^* \otimes \otimes^l E$. In particular, $K_g(\sigma, X) \equiv 0$ on $\mathcal{E}_{rstu}$ if $r = s = 0$. 21
**Proposition 6.4** Let $P$ be a normally hyperbolic operator on $E$ and $\tilde{P} = P_{\varphi,A}$ a conformal gauge transform of $P$. Furthermore let $\nabla^P$ and $\nabla^{\tilde{P}}$ be the induced derivatives on $\mathcal{E}_{rstu}$. Then we have

$$\nabla^{\tilde{P}} = A^{-1} \circ (\nabla^P + K_g(d\varphi,\cdot)) \circ A.$$ 

**Definition 6.6** Let $T : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu})$ be a mapping. Then the mapping $KT$ is defined by

$$KT : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{r+1s+1tu})$$

$$(KT)(P)(X_1,\sigma_1) := K_g(\sigma_1,X_1)(T(P))$$

where $g$ is the Lorentzian metric induced by $P$.

Let $\Sigma \in TM \otimes T^*M$ be the Kronecker tensor on $M^n$, i.e. $\Sigma(\sigma,X) := \sigma(X)$.

**Definition 6.7** The extension of a mapping $T : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu})$ (by the Kronecker tensor) is defined to be the mapping

$$ET : \mathcal{P} \rightarrow \Gamma(TM \otimes T^*M \otimes \mathcal{E}_{rstu})$$

$$P \mapsto \Sigma \otimes T(P).$$

**Theorem 6.1** Let $T : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu})$ be a mapping with simple transformation law and conformal weight $\omega$. Then the conformal gauge derivative

$$\mathcal{C}T : \mathcal{P} \rightarrow \Gamma(T^*M \otimes \mathcal{E}_{rstu})$$

of $T$ has a simple transformation law with conformal weight $\omega$ and linear term

$$\mathcal{X}(\mathcal{C}T) : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{r+1s+1tu})$$

$$\mathcal{X}(\mathcal{C}T) = \mathcal{C}\mathcal{X}T + KT + 2\omega ET.$$

**Proof.** Let $\tilde{P} = P_{\varphi,A}$ be a conformal gauge transform of a normally hyperbolic operator $P$ and $g$ and $\tilde{g}$ the Lorentzian metrics on $M^n$ associated to $P$ and $\tilde{P}$, respectively. By Definition 6.2 we have $\mathcal{C}T(\tilde{P}) = \nabla T(\tilde{P}) - (L_{\omega}\mathcal{X}T)(\tilde{P})$. The first term of the r. h. s. equals

$$\nabla T(\tilde{P})(X_1) = \nabla^{\tilde{P}}_{X_1}(T\tilde{P})$$

$$= A^{-1}(\nabla^P_{X_1} + K_g(d\varphi,X_1))A(T\tilde{P})$$

$$= A^{-1}(\nabla^P_{X_1} + K_g(d\varphi,X_1))e^{2\omega\varphi}(TP + \sum_{\nu=1}^{N}\mathcal{X}_\nu T(P)(d\varphi,...,d\varphi))$$

$$= e^{2\omega\varphi}A^{-1}\left(\nabla^P_{X_1}(TP) + \sum_{\nu=1}^{N}\nabla^P_{X_1}\left(\mathcal{X}_\nu T(P)(d\varphi,...,d\varphi)\right)\right)$$
\[ + 2\omega d\varphi(X_1) \cdot \left( TP + \sum_{\nu=1}^{N} \xi_\nu T(P)(d\varphi, \ldots, d\varphi) \right) \]
\[ + K_\varphi(d\varphi, X_1) \left( TP + \sum_{\nu=1}^{N} \xi_\nu T(P)(d\varphi, \ldots, d\varphi) \right) \]
\[ = e^{2\omega \varphi} A^{-1} \left( \nabla_{X_1}^P (TP) \right. \]
\[ + \sum_{\nu=1}^{N} \left( \nabla_{X_1}^P \xi_\nu T(P)(d\varphi, \ldots, d\varphi) + \sum_{\nu=1}^{N} \nu \xi_\nu T(P)(\nabla_{X_1}^\varphi d\varphi, \ldots, d\varphi) \right) \]
\[ + 2\omega ET(P)(X_1, d\varphi) + 2\omega \sum_{\nu=1}^{N} (E \xi_\nu T)(P)(X_1, d\varphi, \ldots, d\varphi) \]
\[ + K T(P)(X_1, d\varphi) + \sum_{\nu=1}^{N} (K \xi_\nu T)(P)(X_1, d\varphi, \ldots, d\varphi) \]
\[ = e^{2\omega \varphi} A^{-1} \left( \nabla_{X_1}^P (TP) \right. \]
\[ + \sum_{\nu=1}^{N} \left( \xi_\nu T(P)(d\varphi) + \sum_{\nu=1}^{N} \nu \xi_\nu T(P)(\nabla_{X_1}^\varphi d\varphi, \ldots, d\varphi) \right) \]
\[ + 2\omega ET(P)(X_1, d\varphi) + K T(P)(X_1, d\varphi) \).
\]

Since we are only interested in the transformation law and the linear term of \( CT \) it suffices to consider this result modulo terms containing only powers of first derivatives of \( \varphi \) of at least second order. Hence,
\[
\nabla T(\tilde{P})(X_1) \equiv e^{2\omega \varphi} A^{-1} \left( \nabla_{X_1}^P (TP) \right.
\[ + \sum_{\nu=1}^{N} \left( \xi_\nu T(P)(d\varphi) + \sum_{\nu=1}^{N} \nu \xi_\nu T(P)(\nabla_{X_1}^\varphi d\varphi, \ldots, d\varphi) \right) \]
\[ + 2\omega ET(P)(X_1, d\varphi) + K T(P)(X_1, d\varphi) \).
\]

Now we treat the second term of \( CT \) in the same manner.
\[
(L \cdot \xi T)(\tilde{P})(X_1) = \xi T(\tilde{P})(L_g(X_1)) = \xi_1 T(\tilde{P})(L_g(X_1))
\[ = e^{2\omega \varphi} A^{-1} \left( \xi_1 T(P)(L_g(X_1)) + \sum_{\nu=1}^{N} \nu \xi_\nu T(P)(L_g(X_1), d\varphi, \ldots, d\varphi) \right) \]
\[ = e^{2\omega \varphi} A^{-1} \left( \xi_1 T(P)(L_g(X_1)) + \sum_{\nu=1}^{N-1} (\nu + 1) \xi_{\nu+1} T(P)(L_g(X_1), d\varphi, \ldots, d\varphi) \right) \]
\[ = e^{2\omega \varphi} A^{-1} \left( \xi T(P)(L_g(X_1)) + \frac{1}{2} \|d\varphi\|^2 g(X_1, \cdot) + \nabla_{X_1}^\varphi d\varphi - d\varphi(X_1) \cdot d\varphi \right.
\[ + \sum_{\nu=1}^{N-1} (\nu + 1) \xi_{\nu+1} T(P)(L_g(X_1)) + \frac{1}{2} \|d\varphi\|^2 g(X_1, \cdot) + \nabla_{X_1}^\varphi d\varphi - d\varphi(X_1) \cdot d\varphi, \ldots, d\varphi \right) \]
\[ \nu \text{ times} \)
\[ \equiv e^{2\omega \varphi} A^{-1} \left( (L\omega \mathcal{X} T)(P)(X_1) + \mathcal{X} T(P)(\nabla_{X_1}^T, d\varphi) + 2\mathcal{X}_2 T(P)(L_g(X_1), d\varphi) \right. \\
+ \left. \sum_{\nu=1}^{N-1} (\nu + 1) \mathcal{X}_{\nu+1} T(P)(\nabla_{X_1}^T, d\varphi, d\varphi, \ldots, d\varphi) \right) \nu \text{ times} \]

\[ = e^{2\omega \varphi} A^{-1} \left( (L\omega \mathcal{X} T)(P)(X_1) + (L\omega \mathcal{X} T)(P)(X_1, d\varphi) \right. \\
+ \left. \sum_{\nu=0}^{N-1} (\nu + 1) \mathcal{X}_{\nu+1} T(P)(\nabla_{X_1}^T, d\varphi, d\varphi, \ldots, d\varphi) \right) \nu \text{ times} \]

where the equivalence is defined as above. The result now follows by comparing both terms.

\[ \square \]

We have the following rules for the conformal gauge derivative.

1. If \( T, \tilde{T} : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu}) \) have simple transformation laws with the same conformal weight \( \omega \) and if \( \lambda, \tilde{\lambda} \) is in \( \mathbb{R} \) or \( \mathbb{C} \) then

\[ \mathcal{C}(\lambda T + \tilde{\lambda} \tilde{T}) = \lambda \mathcal{C} T + \tilde{\lambda} \mathcal{C} \tilde{T} \]

2. \( \mathcal{C} \) commutes with contractions in the \( TM \) and \( T^* M \)-components of \( \mathcal{E}_{rstu} \) and with contraction in the \( E \) and \( E^* \)-components of \( \mathcal{E}_{rstu} \).

3. If \( T : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu}) \) and \( \tilde{T} : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu}) \) have a simple transformation laws then

\[ \mathcal{C}(T \otimes \tilde{T}) = \mathcal{C}(T) \otimes \mathcal{C}(\tilde{T}) + T \otimes \mathcal{C}(\tilde{T}). \]

4. If \( f \in C^\infty(M^n) \) is a smooth function and \( T : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu}) \) a mapping with simple transformation law then the mapping \( f T \) defined by

\[ fT : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu}) \]

\[ P \mapsto f \cdot T(P) \]

has a simple transformation law and its conformal gauge derivative satisfies

\[ \mathcal{C}(fT) = df \otimes T + f \mathcal{C} T. \]

**Definition 6.8** Let \( T : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu}) \) be a mapping with simple transformation law. Fix a set of \( T^* M \)-components of \( \mathcal{E}_{rstu} \). Then the symmetrization \( ST \) of \( T \) is defined to be the mapping

\[ ST : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu}) \]

\[ P \mapsto S(T(P)) \]

where \( S(T(P)) \) is the symmetrization of \( T(P) \) with respect to the chosen set of \( T^* M \)-components.
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Obviously, $ST$ has again a simple transformation law and $\mathfrak{X}ST = S\mathfrak{X}T$.

**Proposition 6.5** Let $T$ be as above. Then the extension $ET$ has a simple transformation law and satisfies

1. $(\mathfrak{X}ET(P))(\sigma_1) = E(\mathfrak{X}T(P)(\sigma_1))$ for all $\sigma_1 \in T^*M$ and any $P \in \mathcal{P}$
2. $\mathfrak{C}_X ET = E\mathfrak{C}_X T$ for all vector fields $X \in \mathfrak{X}(M^n)$.

In particular, we have

3. $S(\mathfrak{C}ET) = S(E\mathfrak{C}T)$
   
   where $S$ is the symmetrization over the additional $T^*M$-components arising from the derivation and the extension of $T$.

**Notation** Let $U_1, U_2 \in S^k(T^*M) \otimes \mathcal{E}_{rstu}$ and $V \in S^l(T^*M)$ ($l \leq k$) be symmetric tensors. Then we note $U_1 \equiv U_2 \mod V$ if there exist a symmetric tensor $W \in S^{k-l}(T^*M) \otimes \mathcal{E}_{rstu}$ such that $U_1 - U_2 = V \circ W$ where $\circ$ denotes the symmetric tensor product.

**Proposition 6.6** Let $T$ be as above. Then $KT$ has a simple transformation law and satisfies

1. $(\mathfrak{X}KT(P))(\sigma_1) = K_g(\mathfrak{X}T(P)(\sigma_1))$ for all $\sigma_1 \in T^*M$ and any $P \in \mathcal{P}$ with associated metric $g$.
2. $(\mathfrak{C}_X KT)(P) = K_g(\mathfrak{C}_X T(P))$ for all vector fields $X \in \mathfrak{X}(M^n)$ and any $P \in \mathcal{P}$ with associated metric $g$.

In particular, after symmetrization over the additional $T^*M$-components we obtain

3. $S(K\mathfrak{C}T) \equiv -2S(E\mathfrak{C}T) + S(EKT) \mod g$.

Let $T : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu})$ be a mapping with simple transformation law. We consider the $k$-fold conformal gauge derivative

$$\mathfrak{C}^k T := \underbrace{\mathfrak{C} \cdots \mathfrak{C}}_{k \text{ times}} T : \mathcal{P} \rightarrow \Gamma(\mathfrak{X}^k T^*M \otimes \mathcal{E}_{rstu})$$

and symmetrize it with respect to the $k$ additional $T^*M$-components to obtain a mapping

$$S(\mathfrak{C}^k T) : \mathcal{P} \rightarrow \Gamma(S^k T^*M \otimes \mathcal{E}_{rstu}).$$

**Theorem 6.2** Let $T : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu})$ be a conformal gauge invariant. Then the linear term of $S(\mathfrak{C}^k T)$ satisfies

$$\mathfrak{X}(S(\mathfrak{C}^k T)) \equiv k(2\omega - k + 1)S(E\mathfrak{C}^{k-1} T) + kS(\mathfrak{C}^{k-1} KT) \mod g$$

where $S$ is the symmetrization with respect to the $k$ additional $T^*M$-components.
Theorem 6.3 Let $\mathcal{P}$ be as above. Fix $\omega \in \mathbb{R}; k \in \mathbb{N}, k \geq 1$ and $r, s, t, u \in \mathbb{N}$. There exist "universal" mappings

$$
\mathcal{K}^{(\nu,k)} : \mathcal{P} \rightarrow \Gamma((T^*M)^\nu \otimes \text{Hom}((T^*M)^{k-\nu} \otimes \mathcal{E}_{rstu})
$$

$$
P \mapsto \mathcal{K}_P^{(\nu,k)} \quad (1 \leq \nu \leq k)
$$

(depending only on $\omega$ and $r, s, t, u$) such that

$$
e^k T(P) = \nabla^k T(P) + \sum_{\nu=1}^{k} \mathcal{K}_P^{(\nu,k)} (\nabla^{k-\nu} T(P))
$$

holds for all conformal gauge invariants $T : \mathcal{P} \rightarrow \Gamma(\mathcal{E}_{rstu})$ of weight $\omega$.

6.3 The trace free part of mappings with simple transformation law

Let $\Phi \in S^k(T^*M) \otimes \mathcal{E}_{rstu}$ be a symmetric tensor. Then there exists a unique decomposition $\Phi = \Phi_1 + g \circ \Phi_2$ such that $\Phi_1 \in S^k(T^*M) \otimes \mathcal{E}_{rstu}, \Phi_2 \in S^{k-2}(T^*M) \otimes \mathcal{E}_{rstu}$ and the trace of $\Phi_1$ vanishes, i.e. $\text{Trace}(\Phi_1) = 0$. The tensor $\Phi_1$ is called the trace free part of $\Phi$ and is denoted by $T \Phi$. On a certain condition given by the following theorem the trace free part of a mapping with simple transformation law is a conformal gauge invariant.

Theorem 6.4 Let $T : \mathcal{P} \rightarrow \Gamma(S^k(T^*M) \otimes \mathcal{E}_{rstu})$ be a mapping with simple transformation law. If $\mathcal{X} T \equiv 0 \mod g$ then $T T$ is a conformal gauge invariant.

Proof. Let $T = T T + g \circ \hat{T}$ be the unique decomposition of $T$ into a trace free and a trace part. Then one can prove that $\hat{T}$ is given by $T$ in the form

$$
\hat{T} = \sum_{l=1}^{[\frac{k}{2}]} c_l g^{l-1} \circ \text{Trace}^l_g T
$$

where $c_l$ are certain constants. Since $T$ has simple transformation law with conformal weight $\omega$ and $g$ has conformal weight 1

$$
g^{l-1} \circ \text{Trace}^l_g T : \mathcal{P} \rightarrow \Gamma(S^{k-2}(T^*M) \otimes \mathcal{E}_{rstu})
$$

has simple transformation law with conformal weight $\omega - 1$ and the linear term is

$$
\mathcal{X}(g^{l-1} \circ \text{Trace}^l_g T) = g^{l-1} \circ \text{Trace}^l_g (\mathcal{X} T).
$$

Hence, by (15) $\hat{T}$ has simple transformation law with conformal weight $\omega - 1$ and linear term

$$
\mathcal{X}(\hat{T}) = \sum_{l=1}^{[\frac{k}{2}]} c_l g^{l-1} \circ \text{Trace}^l_g (\mathcal{X} T).
$$
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It follows that $TT \rightarrow \Gamma(S^k(T^*M) \otimes \mathcal{E}_{rstu})$ has simple transformation law with conformal weight $\omega$ and linear term

$$\mathcal{X}(TT) = \mathcal{X}(T) - g \circ \mathcal{X}(\tilde{T}).$$

Since $\text{Trace}(\mathcal{X}(TT)) = \mathcal{X}(\text{Trace}TT) = 0$, $\mathcal{X}(TT)$ is the trace free part of $\mathcal{X}(T)$, i.e.

$$T(\mathcal{X}T) = \mathcal{X}(TT).$$

By assumption $\mathcal{X}T \equiv 0 \mod g$. Hence, $\mathcal{X}(TT) = T(\mathcal{X}T) = 0$. Therefore, accordingly to Proposition 6.2 $TT$ is a conformal gauge invariant.

### 6.4 Kernels with simple transformation law

Now we extend the notion of mappings with simple transformation law to mappings from $\mathcal{P}$ into the space of smooth sections of a certain vector bundle over $M^n \times M^n$. These are called kernels. Let $M^n, E, \mathcal{P}$ be as in the preceding section. We consider the product manifold $M^n \times M^n$ and denote by $p_1$ and $p_2$ the projection onto the first and second factor, respectively.

**Definition 6.9** Denote by $\mathcal{F}_{rskl}$ the bundle $\bigotimes^r p_1^*(T^*M) \otimes \bigotimes^s p_2^*(T^*M) \otimes \bigotimes^k p_1^*(TM) \otimes \bigotimes^l p_2^*(TM) \otimes E^* \otimes E$ over $M^n \times M^n$.

Let $A \in \Gamma(\text{Aut}(E))$ be an invertible homomorphism. We define an action of $A$ on $\mathcal{F}_{rskl}$ by

$$A \cdot (\Psi \otimes f \otimes e)_{(x,y)} = (\Psi \otimes A(x) \cdot f \otimes A(y) \cdot e)_{(x,y)}$$

where $\Psi \in \bigotimes^r p_1^*(T^*M) \otimes \bigotimes^s p_2^*(T^*M) \otimes \bigotimes^k p_1^*(TM) \otimes \bigotimes^l p_2^*(TM)$ and $A(x) \cdot f = (A(x)^{-1})^*(f)$, $A(y) \cdot e = A(y)(e)$. If we identify $\Phi_{(x,y)} \in (E^* \otimes E)_{(x,y)}$ in the standard way with the homomorphism $\Phi(x, y) \in \text{Hom}(E_x, E_y)$ the action $A \cdot \Phi_{(x,y)}$ transforms into $A(y) \circ \Phi(x, y) \circ A(x)^{-1}$.

**Definition 6.10** A kernel $T : \mathcal{P} \rightarrow \Gamma(\mathcal{F}_{rskl})$ has a simple transformation law with conformal weight $\omega$ if there exist linear maps

$$\mathcal{X}_{(\mu, \nu)}T : \mathcal{P} \rightarrow \Gamma(S^\mu p_1^*(TM) \otimes S^\nu p_2^*(TM) \otimes \mathcal{F}_{rskl});$$

$$0 \leq \mu \leq M(T), \quad 0 \leq \nu \leq N(T), \quad \mu + \nu \geq 1$$

such that

$$T(P_{\varphi, A}, x, y) = e^{\omega(\varphi(x) + \varphi(y))} A^{-1} \cdot \left( T(P) + \sum_{\mu=0, \ldots, M(T)}^{N(T)} \sum_{\nu=0, \ldots, M(T)}^{N(T)} (\mathcal{X}_{(\mu, \nu)}T)(P)(p_1^*(d \varphi), \ldots, p_1^*(d \varphi), p_2^*(d \varphi), \ldots, p_2^*(d \varphi)) \right)_{\mu \text{ times } \nu \text{ times}}$$

holds for all $(\varphi, A) \in \mathcal{G}_E(E)$ and all $P \in \mathcal{P}$.

$\mathcal{X}^{(1)}T := \mathcal{X}_{(1,0)}T : \mathcal{P} \rightarrow \Gamma(p_1^*(TM) \otimes \mathcal{F}_{rskl})$ and $\mathcal{X}^{(2)}T := \mathcal{X}_{(0,1)}T : \mathcal{P} \rightarrow \Gamma(p_2^*(TM) \otimes \mathcal{F}_{rskl})$ are called the linear terms of $T$. 
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Notation Similarly as above we identify $p^*_r(T^*M) \otimes \mathcal{F}_{rskl}$ with $\mathcal{F}_{r+1skl}$ etc.

Proposition 6.7 If $T : \mathcal{P} \rightarrow \Gamma(\mathcal{F}_{rskl})$ has a simple transformation law given by $\mathcal{X}_{(\mu, \nu)} T : \mathcal{P} \rightarrow \Gamma(\mathcal{F}_{rskl+\mu_1+\nu}) ; 0 \leq \mu \leq M(T), \quad 0 \leq \nu \leq N(T), \quad \mu + \nu \geq 1$ then the maps $X_{(\mu, \nu)}$ have a simple transformation law and

$\mathcal{X}_{(\alpha, \beta)}(\mathcal{X}_{(\mu, \nu)} T) = \begin{pmatrix} \mu + \alpha \\ \mu \end{pmatrix} \begin{pmatrix} \nu + \beta \\ \nu \end{pmatrix} \mathcal{X}_{(\mu + \alpha, \nu + \beta)} T ;$

$\mu + \alpha \leq M(T), \quad \nu + \beta \leq N(T).$

Now we consider again the Schouten map $L_g : TM \rightarrow T^*M$ and define

$L^{(i)}_g : p_i^*T^*M \rightarrow p_i^*(T^*M) \quad i = 1, 2$

$L^{(i)}_g := p_i^*L_g$

Notation We denote by $L^{(i)}_g \mathcal{X}^{(i)}T, i = 1, 2$ the mappings

$L^{(i)}_g \mathcal{X}^{(i)}T : \mathcal{P} \rightarrow \Gamma(p_i^*(T^*M) \otimes \mathcal{F}_{rskl})$

$L^{(i)}_g \mathcal{X}^{(i)}T(P)(X_1) = (\mathcal{X}^{(i)}T(P)(L^{(i)}_g(X_1)) \quad i = 1, 2$

where $g$ is the Lorentzian metric induced by $P$.

Definition 6.11 Let $T : \mathcal{P} \rightarrow \Gamma(\mathcal{F}_{rskl})$ be a kernel with simple transformation law and linear terms $\mathcal{X}T$. Then the partial conformal gauge derivatives $\mathcal{C}^{(i)}T$ of $T$ are defined to be the mappings

$\mathcal{C}^{(i)}T : \mathcal{P} \rightarrow \Gamma(p_i^*(T^*M) \otimes \mathcal{F}_{rskl})$

$\mathcal{C}^{(i)}T(P) := \nabla^{(i)}T(P) - (L^{(i)}_g \mathcal{X}^{(i)}T)(P),$

where $\nabla^{(i)}T(P)$ is the covariant derivative defined by the Levi-Civita connection of $gP$ and $\nabla^P$ in the $i$th component of the product $M \times M$.

Definition 6.12 Let $g$ be a metric on $M^n$ and $\sigma \in p_r^*(T^*M)$, $X \in p_r^*(T^*M)$. Then we define a map $K^{(1)}_g(\sigma, X)$ on $\mathcal{F}_{rskl}$ by

$K^{(1)}_g(\sigma, X)(\sigma_1 \otimes \ldots \sigma_r \otimes \tau_1 \otimes \ldots \tau_k \otimes X_1 \otimes \ldots X_k \otimes Y_1 \otimes \ldots Y_l \otimes f \otimes e)$

$= \sum_{i=1}^r \sigma_1 \otimes \ldots \otimes (p_i^*K_g)(\sigma, X)\sigma_i \otimes \ldots \otimes \sigma_r \otimes \tau_1 \otimes \ldots \otimes f \otimes e$

$+ \sum_{j=1}^k \sigma_1 \otimes \ldots \otimes X_1 \otimes \ldots \otimes (p^*_jK_g)(\sigma, X)X_j \otimes \ldots \otimes X_k \otimes \ldots f \otimes e.$

In particular, $K^{(1)}_g(\sigma, X) \equiv 0$ on $\mathcal{F}_{rskl}$ if $r = k = 0$.

Now let $T : \mathcal{P} \rightarrow \Gamma(\mathcal{F}_{rskl})$ be a kernel with simple transformation law. We set

$K^{(1)}T : \mathcal{P} \rightarrow \Gamma(\mathcal{F}_{r+1sk+1})$

$(K^{(1)}T)(P)(X_1, \sigma_1) = K^{(1)}_g(\sigma_1, X_1)(T(P)).$

Similarly we define $K^{(2)}T : \mathcal{P} \rightarrow \Gamma(\mathcal{F}_{r+1k+1})$. 
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Let $\Sigma \in T^*M \otimes TM$ be the Kronecker tensor as defined above.

**Definition 6.13** Let $T$ be as in the preceding definition. We define

$$E^{(i)} T : \mathcal{P} \rightarrow \Gamma(p^*_i(T^*M) \otimes p^*_i(TM) \otimes \mathcal{F}_{rskl})$$

$$E^{(i)} T(P) := p^*_i \Sigma \otimes T(P).$$

Similarly to Theorem 6.1 one proves

**Theorem 6.5** Let $T : \mathcal{P} \rightarrow \Gamma(\mathcal{F}_{rskl})$ be a kernel with simple transformation law and conformal weight $\omega$. Then the partial conformal gauge derivatives $\mathcal{C}^{(i)} T$ and $\mathcal{C}^{(2)} T$ have simple transformation laws with conformal weight $\omega$ and their linear terms satisfy

$$\begin{align*}
\mathcal{X}^{(i)}(\mathcal{C}^{(i)} T) &= \mathcal{C}^{(i)}(\mathcal{X}^{(i)} T) + K^{(i)} T + \omega E^{(i)} T \quad \text{for } i = 1, 2 \\
\mathcal{X}^{(i)}(\mathcal{C}^{(j)} T) &= \mathcal{C}^{(j)}(\mathcal{X}^{(i)} T) \quad \text{if } i \neq j.
\end{align*}$$

We have the following rules for the partial conformal gauge derivatives.

1. If $T, \tilde{T} : \mathcal{P} \rightarrow \Gamma(\mathcal{F}_{rskl})$ have simple transformation laws with the same conformal weight $\omega$ and if $\lambda, \tilde{\lambda}$ is in $\mathbb{R}$ or $\mathbb{C}$ then

$$\mathcal{C}^{(i)}(\lambda T + \tilde{\lambda} \tilde{T}) = \lambda \mathcal{C}^{(i)} T + \tilde{\lambda} \mathcal{C}^{(i)} \tilde{T}, \quad i = 1, 2.$$

2. $\mathcal{C}^{(i)}$ commutes with contractions in the $p^*_j(TM)$- and $p^*_j(T^*M)$-components of $\mathcal{F}_{rskl}, \quad i = 1, 2$ and with contraction in the $E$- and $E^*$-component of $\mathcal{F}_{rskl}$.

3. If $f \in C^\infty(M^n \times M^n)$ is a smooth function and $T : \mathcal{P} \rightarrow \Gamma(\mathcal{F}_{rskl})$ a kernel with simple transformation law then the mapping $fT$ defined by

$$\begin{align*}
fT : \mathcal{P} &\rightarrow \Gamma(\mathcal{F}_{rskl}) \\
P &\mapsto f \cdot T(P)
\end{align*}$$

has a simple transformation law and its partial conformal gauge derivatives satisfy

$$\mathcal{C}^{(i)}(fT) = df \otimes T + f \mathcal{C}^{(i)} T, \quad i = 1, 2.$$

4. If $T$ is as above, then

$$\mathcal{C}^{(1)} \mathcal{C}^{(2)} T = \mathcal{C}^{(2)} \mathcal{C}^{(1)} T.$$

In the following $T : \mathcal{P} \rightarrow \Gamma(\mathcal{F}_{rskl})$ is a kernel with simple transformation law.

**Definition 6.14** We fix a set of $p^*_i(T^*M)$-components of $\mathcal{F}_{rskl}, \quad (i = 1, 2)$ and denote by $S^{(i)} T$ the symmetrization of $T$ with respect to these components.

Direct calculations show that the following commutation rules hold.
Proposition 6.8 \(S^{(i)}T\) is a kernel with simple transformation law and linear terms
\[\mathfrak{X}^{(j)}S^{(i)}T = S^{(i)}\mathfrak{X}^{(j)}T, \ (i = 1, 2)\.
\]

If \(i \neq j\) then
\[S^{(i)}\mathcal{C}^{(j)}T = \mathcal{C}^{(j)}S^{(i)}T\]
\[S^{(i)}E^{(j)}T = E^{(j)}S^{(i)}T\]
\[S^{(i)}K^{(j)}T = K^{(j)}S^{(i)}T\hspace{1cm}.
\]

Proposition 6.9 The extensions \(E^{(i)}T\) are kernels with simple transformation laws and satisfy
1. \(\mathfrak{X}^{(i)}E^{(j)}T = E^{(j)}\mathfrak{X}^{(i)}T\) if \(i \neq j\)
2. \((\mathfrak{X}^{(i)}E^{(i)}T(P))(\sigma_1) = E^{(i)}(\mathfrak{X}^{(i)}T(P)(\sigma_1))\), \((i = 1, 2)\)
   for all \(\sigma_1 \in p^*_1(T^*M)\) and any \(P \in \mathcal{P}\)
3. \(\mathcal{C}^{(i)}E^{(j)}T = E^{(j)}\mathcal{C}^{(i)}T\) if \(i \neq j\)
4. \(\mathcal{C}_X^{(i)}E^{(i)}T = E^{(i)}\mathcal{C}_X^{(i)}T\) for all vector fields \(X \in p^*_1(TM)\).

In particular, we have for \(i = 1, 2\)
5. \(S^{(i)}(\mathcal{C}^{(i)}E^{(i)}T) = S^{(i)}(E^{(i)}\mathcal{C}^{(i)}T)_i\), where \(S^{(i)}\) is the symmetrization over the additional \(p^*_1(T^*M)\)-components arising from the derivation and the extension of \(T\).

Notation Let \(U_1, U_2 \in S^k(p^*_1(T^*M)) \otimes \mathcal{F}_{\text{rski}}\) and \(V \in S^l(p^*_1(T^*M))\) \((l \leq k)\) be symmetric. Then we note \(U_1 \equiv U_2 \mod V\) if there exist a symmetric kernel \(W \in S^{k-l}(T^*M) \otimes \mathcal{F}_{\text{rski}}\) such that \(U_1 - U_2 = V \circ W\).

Proposition 6.10 \(K^{(i)}T\), \((i = 1, 2)\) are kernels with simple transformation laws and satisfy
1. \(\mathfrak{X}^{(i)}K^{(j)}T = K^{(j)}\mathfrak{X}^{(i)}T\) if \(i \neq j\)
2. \((\mathfrak{X}^{(i)}K^{(i)}T(P))(\sigma_1) = K^{(i)}(\mathfrak{X}^{(i)}T(P)(\sigma_1))\), \((i = 1, 2)\)
   for all \(\sigma_1 \in p^*_1(T^*M)\) and any \(P \in \mathcal{P}\)
3. \(\mathcal{C}^{(i)}K^{(j)}T = K^{(j)}\mathcal{C}^{(i)}T\) if \(i \neq j\)
4. \(\mathcal{C}_X^{(i)}K^{(i)}T = K^{(i)}\mathcal{C}_X^{(i)}T\) for all vector fields \(X \in p^*_1(TM)\).

In particular, we have for \(i = 1, 2\)
5. \(S^{(i)}(K^{(i)}\mathcal{C}^{(i)}T) \equiv S^{(i)}(\mathcal{C}^{(i)}K^{(i)}T) - 2S^{(i)}(E^{(i)}\mathcal{C}^{(i)}T) \mod g^{(i)},\)
   where \(S^{(i)}\) is the symmetrization over the additional \(p^*_1(T^*M)\)-components and \(g^{(i)} = p^*_1(g) \in S^2(p^*_1(T^*M))\).
Similarly to Theorem 6.2 we have

**Theorem 6.6** Let $T : \mathcal{P} \to \Gamma(\mathcal{F}_{r\alpha\delta})$ be a conformal gauge invariant kernel. Then the linear term of the symmetrized $k$-fold partial conformal gauge derivative $S(i) (\mathcal{C}^{i} k T)$ of $T$ satisfies

$$\mathcal{X}^{i}(S^i(\mathcal{C}^i k T)) \equiv k(\omega - k + 1)S(\mathcal{C}^{i} k - 1 T) + kS^{i}(\mathcal{C}^{i} k - 1 K^{i} T) \mod g^{i}$$

where $S^{i}$ is the symmetrization with respect to the $k$ additional $p^*_\alpha(T^*M)$-components.

**Remark** An analogous statement of Theorem 6.3 is valid for the partial conformal gauge derivative $\mathcal{C}^{i}$.

Now let $TP \to \Gamma(E^* \otimes E)$ be a conformal gauge invariant kernel. Denote by $\Delta$ the diagonal of $M^n \times M^n$, i.e. $\Delta = \{(m,m) \mid m \in M^n\} \subset M^n \times M^n$ and identify it with $M^n$. Restricting the mixed partial conformal gauge derivative of $T$ to $\Delta$ we obtain a mapping $\mathcal{C}^{i} \circ \mathcal{C}^{j} \circ \mathcal{T} \mid \Delta : \mathcal{P} \to \Gamma(E_{\alpha+\beta01})$ with simple transformation law. Now we will symmetrize this mapping with respect to the $T^*M$-components and calculate the linear term of the arising map $\mod g$.

Clearly, for a mapping $T : \mathcal{P} \to \Gamma(\mathcal{F}_{r+\alpha\delta+\beta\delta})$ the symmetrizations $S^{i}$ with respect to the additional $p^*_\alpha(T^*M)$-components and the symmetrization $S$ with respect to the additional $T^*M$-components satisfy

$$S(T \mid \Delta) = S((S^1 S^2 T) \mid \Delta).$$

Therefore,

$$\mathcal{X}(S(\mathcal{C}^{1} \alpha \mathcal{C}^{2} \beta T \mid \Delta)) = \mathcal{X}S(S^{1}(S^{2}(\mathcal{C}^{1} \alpha \mathcal{C}^{2} \beta T \mid \Delta) = S \mathcal{X}(S^{1}(S^{2}(\mathcal{C}^{1} \alpha \mathcal{C}^{2} \beta T \mid \Delta)) = S(\mathcal{X}^{2}(S^{1}(S^{2}(\mathcal{C}^{1} \alpha \mathcal{C}^{2} \beta T \mid \Delta)).$$

On the other hand we know from the properties of the partial conformal gauge derivatives proved above

$$\mathcal{X}^{1}(S^{2}\mathcal{C}^{1} \alpha \mathcal{C}^{2} \beta T = S^{2}(\mathcal{C}^{2} \beta(\alpha(\omega - \alpha + 1)S^{1}(E^{1}(\mathcal{C}^{1} \alpha - 1 T + g^{1}) \circ T') = (\omega - \alpha + 1)S^{1}(S^{2}(E^{1}(\mathcal{C}^{1} \alpha - 1 \mathcal{C}^{2} \beta T + g^{1}) \circ T''$$

and

$$\mathcal{X}^{2}(S^{1}(\mathcal{C}^{1} \alpha \mathcal{C}^{2} \beta T = S^{1}(\mathcal{C}^{1} \alpha X^{2}(S^{2}(\mathcal{C}^{2} \beta T = (\omega - \beta + 1)S^{1}(S^{2}(E^{2}(\mathcal{C}^{1} \alpha \mathcal{C}^{2} \beta - 1 T + g^{2}) \circ T''.$$  

We conclude

$$\mathcal{X}(S(\mathcal{C}^{1} \alpha \mathcal{C}^{2} \beta T \mid \Delta)) \equiv \alpha(\omega - \alpha + 1)S(E^{1}(\mathcal{C}^{1} \alpha - 1 \mathcal{C}^{2} \beta T \mid \Delta) + \beta(\omega - \beta + 1)S(E^{2}(\mathcal{C}^{1} \alpha \mathcal{C}^{2} \beta - 1 T \mid \Delta) \mod g. \tag{16}$$
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Now we will choose a suitable linear combination of mixed partial conformal gauge derivatives $\mathcal{C}^{(1)} \alpha \mathcal{C}^{(2)} \beta T$ such that the linear term of this combination vanishes mod $g$. Note that $E^{(1)} T |_\Delta = E^{(2)} T |_\Delta$.

**Theorem 6.7** Let $T : \mathcal{P} \rightarrow \Gamma(E^* \otimes E)$ be a conformal gauge invariant kernel of weight $\omega \neq 0, 1, 2, \ldots$. We define for each integer $k \geq 0$

$$\tilde{I}_k T := \sum_{\alpha+\beta=k} c(\alpha, \beta) S(\mathcal{C}^{(1)} \alpha \mathcal{C}^{(2)} \beta T |_\Delta),$$

where $c(\alpha, \beta) \in \mathbb{R}$ are given by

$$c(\alpha, \beta) = (-1)^{\alpha+\beta} \frac{(\omega)}{\mathcal{C}^{(1)} \alpha \mathcal{C}^{(2)} \beta T |_\Delta}. $$

Then the trace free part $I_k$ of $\tilde{I}_k$ is a conformal gauge invariant of weight $\omega$.

**Proof.** By Theorem 6.4 it suffices to prove $\mathcal{I} \tilde{I}_k \equiv 0 \mod g$. From (16) it follows that

$$\mathcal{I} \tilde{I}_k T \equiv \sum_{\alpha+\beta=k} (c(\alpha, \beta) \alpha(\omega - \alpha + 1) S(E^{(1)} \mathcal{C}^{(1)} \alpha-1 \mathcal{C}^{(2)} \beta T |_\Delta)

+ c(\alpha, \beta) \beta(\omega - \beta + 1) S(E^{(2)} \mathcal{C}^{(1)} \alpha \mathcal{C}^{(2)} \beta^{-1} T |_\Delta))

\equiv \sum_{\alpha+\beta=k} (c(\alpha, \beta) \alpha(\omega - \alpha + 1) S(E^{(1)} \mathcal{C}^{(1)} \alpha-1 \mathcal{C}^{(2)} \beta T |_\Delta)

+ c(\alpha-1, \beta+1)(\beta+1)(\omega - \beta) S(E^{(1)} \mathcal{C}^{(1)} \alpha-1 \mathcal{C}^{(2)} \beta T |_\Delta)) \mod g.$$ 

The assertion now follows from

$$c(\alpha, \beta) \alpha(\omega - \alpha + 1) = -c(\alpha-1, \beta+1)(\beta+1)(\omega - \beta).$$

The maps $\tilde{I}_k T$ can also be given in the following form.

**Corollary 6.1**

$$\tilde{I}_k T = \sum_{\alpha+\beta=k} b(\alpha, \beta) \mathcal{C}^{(1)} \alpha \mathcal{C}^{(2)} \beta T |_\Delta, \text{ where } b(\alpha, \beta) = (-1)^{\alpha} \frac{(\omega)}{\mathcal{C}^{(1)} \alpha \mathcal{C}^{(2)} \beta T |_\Delta}. $$

**Corollary 6.2**

$$\tilde{I}_k T = S(\mathcal{C}^{(2)} T)|_\Delta - \sum_{\alpha+\beta=k} d(\alpha, \beta) \mathcal{C}^{(1)} \alpha \beta T, \text{ where } d(\alpha, \beta) = \frac{(\omega)}{\mathcal{C}^{(1)} \alpha \mathcal{C}^{(2)} \beta T |_\Delta}. $$
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6.5 Construction of the moments

In this subsection let $M^n$ be a manifold of even dimension $n$, $n \geq 4$ and $E$ and $\mathcal{P}$ as above. Consider a normally hyperbolic operator $P$ with associated Lorentzian metric $g$ and a conformal gauge transform $\tilde{P} = P_{\phi,A}$ of $P$ with associated metric $\tilde{g} = e^{2\phi}g$. Recall that if we are given a geodesically normal domain $\Omega$ with respect to $g$ then there exist a geodesically normal domain $\tilde{\Omega} \subset \Omega$ with respect to $\tilde{g}$ and a domain $\Omega_0 \subset \tilde{\Omega} \subset \Omega$ which is causal with respect to $g$ and $\tilde{g}$ and on this domain $\Omega_0$ the tail terms $T, \tilde{T} \in \Gamma(\Omega_0 \times \Omega_0, E^* \otimes E)$ of $P$ and $\tilde{P}$ satisfy

$$\tilde{T}(x,y) = e^{-\frac{n-2}{2}(\phi(x) + \phi(y))}A^{-1} \cdot T(x,y)$$

for all $x \in \Omega_0, y \in \mathcal{J}^{10}_k(x)$ (cf. Proposition 5.2). The aim of this section is to carry out the above described construction of conformal gauge invariants $I_k$ using the tail term $T$. Unfortunately, the tail term is not a conformal gauge invariant kernel, since its transformation law is only valid in a domain $\Omega_0$ depending on the operator $P$ and only if the second variable is chosen in the future or past cone of the first variable. We get round these difficulties in the following way. We divide $\mathcal{P}$ into classes of conformal gauge equivalent operators. Let $\mathcal{P}_0$ be one of this equivalence classes and $P_0 \in \mathcal{P}_0$ one of its elements. Furthermore fix a causal domain $\Omega_0$ with respect to $P$. Let $T(P_0)$ be the tail term of $P_0$ defined on $\Omega_0 \times \Omega_0$. Now we consider an arbitrary element $P$ of $\mathcal{P}_0$, i.e. $P = (P_0)_{\phi,A}$ and set

$$T(P)(x,y) := e^{-\frac{n-2}{2}(\phi(x) + \phi(y))}A^{-1}T(P_0)(x,y)$$

for all $(x,y) \in \Omega_0 \times \Omega_0$. Then

$$T : \mathcal{P}_0 \rightarrow \Gamma(\Omega_0 \times \Omega_0, E^* \otimes E^*)$$

is a conformal gauge invariant. Now we can construct the mappings $\hat{I}_k : \mathcal{P}_0 \rightarrow \Gamma((T^*M)^k \otimes E^* \otimes E)|_{\Delta_0}$ with simple transformation law and its trace free parts $I_kT$ as above. The result is independent of the choice of $P_0 \in \mathcal{P}_0$ since $I_kT$ depends only on the values of $T$ and $\mathcal{C}(1)^{\alpha}\mathcal{C}(2)^{\beta}T$ on the diagonal $\Delta(\Omega_0 \times \Omega_0)$ and these are exactly the values of the original tail form and its partial conformal gauge derivatives. Hence, we obtain

**Theorem 6.8** Let $M^n$ be a manifold of even dimension $n \geq 4$. We can assign to each normally hyperbolic operator $P : \Gamma(E) \rightarrow \Gamma(E)$ a sequence $\{I_k(P)\}_{k \geq 0}$

$$I_k(P) \in \Gamma(S^k(T^*M) \otimes E^* \otimes E)$$

of symmetric trace free mappings that are conformal gauge invariants of weight $\omega = 1 - \frac{3}{2}$. $I_k(P)$ is called the moment of $P$ of order $k$.

Let $T(P)$ be the tail term of the operator $P$. Then the following formulas are valid for $I_k(P)$.

$$I_k(P)(x) = T\left( \sum_{\alpha + \beta = k} c(\alpha, \beta)S(\mathcal{C}(1)^{\alpha}\mathcal{C}(2)^{\beta}T(P) |_{\Delta})(x,x) \right)$$

$$= T\left( S(\mathcal{C}(2)^kT(P) |_{\Delta})(x,x) \right) - \sum_{\alpha + \beta = k} d(\alpha, \beta)SC_{\alpha}I_\beta(P)(x)$$

33
where \( c(\alpha, \beta), d(\alpha, \beta) \in \mathbb{R} \) are given by

\[
c(\alpha, \beta) = (-1)^{\alpha+\beta} \cdot \frac{\left(\frac{1-\beta}{\alpha+\beta}\right)^{\alpha+\beta} \left(\frac{\beta}{\alpha}\right)^{\alpha+\beta+\frac{\beta}{\alpha}-2}}{\left(\frac{1}{\alpha+\beta}\right)^{2(\alpha+\beta)+\beta\alpha-4}}
\]

\[
d(\alpha, \beta) = \frac{\left(\frac{\beta}{\alpha}\right)^{\alpha+\beta+\frac{\beta}{\alpha}-2}}{\left(\frac{\alpha}{\alpha+2\beta+\beta\alpha-\alpha-3}\right)^{\alpha+\beta}}.
\]

The next aim is to prove the equivalence of the property of a normally hyperbolic operator \( P \) to be of Huygens type and the vanishing of its moments in the real analytic case. Let \( \Omega \subset M^n \) be a causal domain such that \( E \mid \Omega \) is a trivial bundle. Fix a trivialization of \( E \mid \Omega \). Then partial derivatives of sections in \( \mathcal{F}_{rskl} \) are defined. Let \( X \) be a vector in \( T\Omega \) and \( \Psi \in \Gamma(\mathcal{F}_{rskl} \mid \Omega \times \Omega) \) a section in \( \mathcal{F}_{rskl} \mid \Omega \times \Omega \). Then \( X^{(2)} \Psi \) denotes the derivative of \( \Psi \) in direction \( X^{(2)} = p^*_\omega(X) \in p^*_\omega(T\Omega) \subset T(\Omega \times \Omega) \).

**Proposition 6.11** Let \( P \) be a normally hyperbolic operator with tail term \( T(P) \). If \( I_l(P) = 0 \) on \( M^n \) for \( 0 \leq l < k \) then

\[
I_k(P)(x)(X_1, \ldots, X_k) = X_1^{(2)}X_2^{(2)}\ldots X_k^{(2)}T(P)(x, x)
\]

for all \( x \in \Omega \) and \( X_1, \ldots, X_k \in T_x\Omega \).

**Proof.** For \( k = 0 \) this is obvious since \( I_0(P)(x) = T(P)(x, x) \). Now assume that the assertion is true for \( 0, 1, \ldots, k-1 \). Suppose \( I_l(P) = 0 \) on \( M^n \) for \( 0 \leq l < k \). Fix \( x \in \Omega \). By our assumption \( X_1^{(2)}X_2^{(2)}\ldots X_l^{(2)}T(P)(x, x) = 0 \) holds for \( 0 \leq l < k \) and all \( X_1, \ldots, X_l \in \Gamma(T\Omega) \). Therefore

\[
\nabla^{(2)}l T(P)(Y_1, \ldots, Y_l)(x, x) = 0 \quad 0 \leq l < k
\]

\[
\nabla^{(2)}k T(P)(Y_1, \ldots, Y_k)(x, x) = Y_1^{(2)}Y_2^{(2)}\ldots Y_k^{(2)}T(P)(x, x)
\]

for arbitrary \( Y_1, \ldots, Y_l \in \Gamma(T\Omega) \) since all partial derivatives of order \( < k \) vanish. We now obtain from Theorem 6.3 and the corresponding remark on partial conformal gauge derivatives

\[
\mathcal{C}^{(2)}l T(P)(x, x) = 0 \quad 0 \leq l < k
\]

\[
\mathcal{C}^{(2)}k T(P)(Y_1, \ldots, Y_k)(x, x) = \nabla^{(2)}k T(P)(Y_1, \ldots, Y_k)(x, x)
\]

\[
= Y_1^{(2)}Y_2^{(2)}\ldots Y_k^{(2)}T(P)(x, x)
\]

\[
= \partial^{(2)}k T(P)(Y_1, \ldots, Y_k)(x, x)
\]

Note that \( \partial^{(2)}k T(P) \) is in our case symmetric. By Theorem 6.8, 3.

\[
I_k(P)(x) \equiv \partial^{(2)}k T(P)(x, x) \mod g.
\]

Now it suffices to prove that \( \partial^{(2)}k T(P)(x, x) \) itself is trace free. Then the assertion will follow since the decomposition of \( \partial^{(2)}k T(P)(x, x) \) into a trace free part and a symmetric product \( g \circ T^r \) is unique. To calculate the trace of \( \partial^{(2)}k T(P)(x, x) \) we show first

\[
P[T(P)(x, \cdot)](y) = 0 \quad \text{if } y \in \mathcal{J}^{10}_{\pm}(x).
\]

(17)
We know that in case \( n \geq 4 \) is even the fundamental solution has the following structure

\[
G^\Omega_{\pm}(x) = \sum_{i=0}^{\frac{n-4}{2}} c_{(2,i)} U_i(x, \cdot) R^\Omega_{\pm}(2i+2, x) + c_{(2,\frac{n-2}{2})} T(x, \cdot) R^\Omega_{\pm}(n, x).
\]

Hence, we have on the interior \( \text{int} J^\Omega_{\pm}(x) \) of \( J^\Omega_{\pm}(x) \)

\[
P[G^\Omega_{\pm}] _{\mid \text{int} J^\Omega_{\pm}(x)} = P[\sum c_{(2,\frac{n-2}{2})} T(x, \cdot) R^\Omega_{\pm}(n, x)] _{\mid \text{int} J^\Omega_{\pm}(x)}.
\]

Consequently,

\[
0 = c_{(2,\frac{n-2}{2})} P[T(x, \cdot)] \cdot R^\Omega_{\pm}(n, x) _{\mid \text{int} J^\Omega_{\pm}(x)}
\]

since all other summands are multiples of \( R^\Omega_{\pm}(2m, x) \) with \( 2m < n \) and have therefore supports in \( C^\Omega_{\pm}(x) \) (cf. Proposition 2.4, 4. and 5.). On the other hand we know \( \text{supp} R^\Omega_{\pm}(n, x) = J^\Omega_{\pm}(x) \) and assertion (17) follows.

Now we differentiate equation (17) \( (k-2) \) times and consider the result at \( (x, x) \).

Since all partial derivatives of \( T \) of order less than \( k \) vanish we obtain

\[
- \sum g^{ij} X_1^{(2)} X_2^{(2)} \ldots X_k^{(2)} \frac{\partial}{\partial i} \frac{\partial}{\partial j} T(P)(x, x) = 0.
\]

The l. h. s. of this equation is exactly the trace of \( \partial^{(2)k} T(P)(x, x) \) and we conclude \( I_k(P)(x) = \partial^{(2)k} T(P)(x, x) \).

\[ \square \]

**Theorem 6.9** Let \( M^n \) be a manifold of even dimension \( n \geq 4 \) and \( P : \Gamma(E) \rightarrow \Gamma(E) \) a normally hyperbolic operator.

1. If \( P \) is a Huygens operator then all moments of \( P \) vanish, i.e. \( I_k(P) \equiv 0 \) on \( M^n \) for \( k = 0, 1, 2, \ldots \).

2. If \( M^n \) and \( P \) are real analytic and \( I_k(P) \equiv 0 \) on \( M^n \) for all \( k = 0, 1, 2, \ldots \) then \( P \) is a Huygens operator.

**Proof.**

1. Fix a point \( x \in M^n \) and a causal domain \( \Omega \) containing \( x \). If \( P \) is of Huygens type then the tail term \( T \) of \( P \) satisfies \( T(x, y) = 0 \) for all \( y \in J^\Omega_{\pm}(x) \). Therefore all partial conformal gauge derivatives of \( T \) vanish at \( (x, x) \). Hence, \( I_k(P) \equiv 0 \) on \( M^n \) for all \( k = 0, 1, 2, \ldots \) by definition.

2. If all \( I_k(P) \) vanish then by Proposition 6.11 \( \partial^{(2)}_1 \partial^{(2)}_2 \ldots \partial^{(2)}_k T(P)(x, x) = 0 \) for all \( k \geq 0 \). Since \( M^n \) and \( P \) are analytic the tail term \( T \) is analytic, too. A look at the Taylor expansion of \( T \) near \( (x, x) \) shows \( T(P)(x, y) = 0 \). Consequently, \( P \) is of Huygens type.

\[ \square \]
6.6 Moments of small order

Now we are going to demonstrate how to calculate the moments $I_k(P)$ of a normally hyperbolic operator $P$. Since the moments are conformal gauge invariants it suffices to know $I_k(P_\varphi)$ for a special conformal transform $P_\varphi$ of $P$. Therefore we first try to choose the function $\varphi$ in such a way that the metric associated to $P_\varphi$ is especially suitable for computations.

6.6.1 $x_0$ - adapted metrics

Let $(M^n, g)$ be a pseudo-Riemannian manifold and let $x_0 \in M^n$ be a fixed point. We choose a pseudo-orthonormal basis in the tangential space $T_{x_0}M$ and denote by $(g_{ij})$ the coefficients of the metric $g$ in normal coordinates near $x_0$ with respect to this basis.

We define functions $|g|$ and $\Delta(g)$ in a neighborhood of $x_0$ by

$$|g| = \det(g_{ij}) \quad , \quad \Delta(g) = \det(g_{ij})$$

Then $|g|$ and $\Delta(g)$ do not depend on the choice of the pseudo-orthonormal basis in $T_{x_0}M$.

**Definition 6.15** Let $r \in \mathbb{N}$ be a fixed (large) positive integer. In the situation considered above the metric $g$ is said to be $x_0$ - adapted of order $r$ if the associated function $\Delta(g)$ satisfies

$$\Delta(g)(exp_{x_0}tU) = \Delta(g)(x_0) + O(t^r)$$

for all $U \in T_{x_0}M$ and small $t < t_0 \in \mathbb{R}$.

Our next aim is to prove that given a metric $g$ on $M^n$, $x_0 \in M^n$ and $r \in \mathbb{N}$ we can find a conformal transformation such that the changed metric is $x_0$ - adapted. To begin with we discuss the Taylor formula for the coefficients of the metric $g$ in normal coordinates. First let us recall some facts on symmetric differentials.

Consider a $C^\infty$-function $f : \mathbb{R}^n \ni U(0) \rightarrow \mathbb{R}$ on an open neighborhood $U(0)$ of $0 \in \mathbb{R}^n$. Define a symmetric tensor $d^k f(0) \in S^k(\mathbb{R}^n)^*$ by

$$d^k f(0)(U,U,\ldots,U) := \frac{d^k f(rU)}{dr^k} \big|_{r=0}$$

for $U \in \mathbb{R}^n$. Then for $X_1,\ldots,X_k \in \mathbb{R}^n$

$$d^k f(0)(X_1,\ldots,X_k) = X_1\ldots X_k f(0)$$

holds where now $X_1,\ldots,X_k$ denote the "constant" vector fields $X_i(x) = X_i$, $i = 1,\ldots,k$, $x \in U(0)$. With this notation the Taylor formula for $f$ near $x_0$ has the form

$$f(tU) = \sum_{k=0}^{N} \frac{t^k}{k!} (d^k f)(0)(U,U,\ldots,U) + O(t^{N+1})$$

for small $t \in \mathbb{R}$. 
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Similarly, given a $C^\infty$-function $f : M^n \to \mathbb{R}$ on a manifold $M^n$ we define

$$(d^k f)(x_0)(U, U, ..., U) := \frac{d^k}{dr^k} f(\exp_{x_0} r U) \mid_{r=0}$$

for $x_0 \in M^n, U \in T_{x_0} M$.

Now let $B \in \Gamma((T^* M)^p)$ be a tensor field on $M^n$. Denote by $\nabla^k B \in \Gamma((T^* M)^{p+k})$ the $k$-fold covariant derivative of $B$ with respect to the Levi-Civita connection defined by $g$. In particular we have

$$(\nabla^k B)(x_0)(U, U, ..., U) = (\nabla_U \nabla_U ... \nabla_U B)(x_0) = (\nabla^k_U B)(x_0)$$

where now $U$ is the parallel vector field along $\exp_{x_0} t U$ with $U(x_0) = U$.

For a symmetric tensor field $B \in \Gamma(S^p(T^* M))$ let the symmetric differential $d^k B \in \Gamma(S^{p+k}(T^* M))$ be the symmetrized $k$-fold covariant derivative, i.e.

$$d^k B = S(\nabla^k B).$$

(19)

If $X_1, ..., X_{k+p}$ are vector fields parallel along geodesics through $x_0$ then we obtain by polarization from (18) and (19)

$$d^k B(X_1, ..., X_{k+p})(x_0) = \frac{1}{(k+p)!} \sum_{\sigma \in S_{k+p}} (\nabla_{X_{\sigma(1)}} ... \nabla_{X_{\sigma(k)}} B)(X_{\sigma(k+1)}, ..., X_{\sigma(k+p)}).$$

The following properties of the symmetric differential can easily be proved.

1. If $f \in C^\infty(M^n), B \in \Gamma(S^p(T^* M))$ then

$$d^k (f \cdot B) = \sum_{i=0}^{k} \binom{k}{i} d^i f \circ d^{k-i} B$$

(20)

2. If $A \in \Gamma(S^p(T^* M)), B \in \Gamma(S^q(T^* M))$ then

$$d(A \circ B) = dA \circ B + A \circ dB.$$  

(21)

3. If $B \in \Gamma(S^p(T^* M))$ then

$$\text{Trace}_g(dB) = \frac{p-1}{p+1} d(\text{Trace}_g B) - \frac{2}{p+1} \delta B$$

(22)

where $\delta B := -\text{Trace}_g \nabla B$.

Now we turn to the Taylor formula for a pseudo-Riemannian metric in normal coordinates. We will see that the symmetric differentials of the metric coefficients are polynomials in covariant derivatives of the curvature tensor $R$. The following proof can be found in [BGM74]. Let $(M^n, g)$ be pseudo-Riemannian and $x_0 \in M^n$. We
fix a vector $U \in T_{x_0}M$. Choose $r_0 \in \mathbb{R}, r_0 > 0$ such that $\exp_{x_0} r_0 U$ exists and define $\gamma_U : [0, r_0] \to M^n$ by $\gamma_U(r) = \exp_{x_0} r U$. Now we consider the map

$$\mathcal{Y} : [0, r_0] \to T_{x_0}M^n$$

$$\mathcal{Y}(r) = \mathcal{P}(\gamma_U(r), x_0)(d\exp_{x_0}(rU)(Y))$$

where $\mathcal{P}(\gamma_U(x_0), x_0)$ denotes as usual the parallel displacement from $\gamma_U(x_0)$ to $x_0$ along $\gamma_U$. We verify that the coefficients in the Taylor formula of $\mathcal{Y}(r)$ near $0$ are polynomials in the covariant derivatives of the curvature tensor. We use the fact that for all $Y \in T_{x_0}M$ the vector $d\exp_{x_0}(rU)(Y)$ equals the value of that Jacobi field $\tilde{Y}_r$ along $\gamma_U$ in $\gamma_U(0)$ which satisfies $\tilde{Y}_r(x_0) = 0$ and $\nabla_U \tilde{Y}_r(x_0) = \frac{Y}{r}$. Clearly $\tilde{Y}_r = \frac{r_0}{r} \tilde{Y}_{x_0}$ and therefore

$$\mathcal{Y}(r) = \mathcal{P}(\gamma_U(r), x_0)(\tilde{Y}_r) = \frac{r_0}{r} \mathcal{P}(\gamma_U(r), x_0)(\tilde{Y}_{x_0}).$$

(25)

Using the notation $\mathcal{Y}_{x_0}(r) := \mathcal{P}(\gamma_U(r), x_0)(\tilde{Y}_{x_0})$ and taking into consideration that $\mathcal{Y}_{x_0}(0) = 0$ we obtain

$$\mathcal{Y}(r) = r_0 \left( \frac{d}{dr} \mathcal{Y}_{x_0}(r) \right) + \frac{r}{2!} \frac{d^2}{dr^2} \mathcal{Y}_{x_0}(r) + \frac{r^2}{(k + 1)!} \frac{d^{k+1}}{dr^{k+1}} \mathcal{Y}_{x_0}(r) + O(r^{k+1})$$

On the other hand we have

$$\mathcal{Y}_{x_0}^{(k)}(0) = \frac{d^k}{dr^k} \mathcal{P}(\gamma_U(r), x_0)(\tilde{Y}_{x_0}) \bigg|_{r=0} = (\nabla_U^k \tilde{Y}_{x_0}(x_0)).$$

Hence we have to calculate $\nabla_U^k \tilde{Y}_{x_0}$. Since $\tilde{Y}_{x_0}$ is a Jacobi field $\nabla_U^2 \tilde{Y}_{x_0} + \mathcal{R}(\gamma_U', \tilde{Y}_{x_0}) \gamma_U' = 0$ holds along $\gamma_U(r)$. Consequently,

$$\nabla_U^k \tilde{Y}_{x_0} = - \sum_{i=0}^{k-2} \binom{k-2}{i} (\nabla_{\gamma_U}^{k-2-i} \mathcal{R})(\gamma_U', \nabla_{\gamma_U}^i \tilde{Y}_{x_0}) \gamma_U', \quad k \geq 2.$$

Taking into consideration that by definition $\tilde{Y}_r(x_0) = 0$ and $\nabla_U \tilde{Y}_r(x_0) = \frac{Y}{r}$ we obtain

$$\nabla_U \tilde{Y}_r(x_0) = \frac{Y}{r}$$

$$\nabla_U^2 \tilde{Y}_r(x_0) = 0$$

$$\nabla_U^3 \tilde{Y}_r(x_0) = - \frac{1}{r_0} \mathcal{R}(U, Y)U$$

$$\nabla_U^4 \tilde{Y}_r(x_0) = - \frac{2}{r_0} (\nabla_U \mathcal{R})(U, Y)U$$

$$\nabla_U^5 \tilde{Y}_r(x_0) = - \frac{3}{r_0} (\nabla_U^2 \mathcal{R})(U, Y)U + \frac{1}{r_0} \mathcal{R}(U, \mathcal{R}(U, Y)U)U$$

$$\ldots$$

$$\nabla_U^k \tilde{Y}_r(x_0) = - \frac{k - 2}{r_0} (\nabla_U^{k-3} \mathcal{R})(U, Y)U + \text{polynomials in covariant derivatives } \nabla_U^i \mathcal{R} \text{ of order } i \leq k - 5.$$
We conclude

\[ Y(r) = Y - \frac{r^2}{3!} \mathcal{R}(U, Y) U - \frac{r^3}{4!} \cdot 2 \cdot (\nabla_U \mathcal{R})(U, Y) U \]

\[ - \frac{r^4}{5!} \left( 3 (\nabla_U^2 \mathcal{R})(U, Y) U + \mathcal{R}(U, \mathcal{R}(U, Y) U) U \right) \]

\[ - \ldots \]

\[ - \frac{r^k}{(k + 1)!} \left( (k - 1)(\nabla_U^{k-2} \mathcal{R})(U, Y) U + \text{polynomials in covariant derivatives } \nabla_U^i \mathcal{R} \text{ of order } i \leq k - 4 \right) \]

\[ + O(r^{k+1}) \]  

Now we are able to write the Taylor formula for the coefficients \( g_{ij} \) of the metric \( g \) with respect to normal coordinates centered in \( x_0 \). More generally, we consider \((\exp^* g_{x_0})_U(Y, Z)\), where \( Y \) and \( Z \) are the constant vector fields \( Y(U) \equiv Y \in T_{x_0} M^n \), \( Z(U) \equiv Z \in T_{x_0} M^n \) on \( T_{x_0} M^n \). We have

\[ (\exp^* g_{x_0})_U(Y, Z) = g_{\gamma_U(r)}(d\exp_{x_0}(rU)(Y), d\exp_{x_0}(rU)(Z)) \]

\[ = g_{x_0}(P(\gamma_U(r), x_0)(d\exp_{x_0}(rU)(Y)), P(\gamma_U(r), x_0)(d\exp_{x_0}(rU)(Z))) \]

\[ = g_{x_0}(Y(r), Z(r)). \]  

Combining (26) and (27) we obtain

\[ (\exp^* g)_U(Y, Z) = g_{x_0}(Y, Z) + \frac{r^2}{2!} \left( - \frac{2}{3} g_{x_0}(Y, \mathcal{R}(U, Z) U) \right) \]

\[ + \frac{r^3}{3!} \left( - \frac{2 \cdot 2}{4} g_{x_0}(Y, (\nabla_U \mathcal{R})(U, Z) U) \right) \]

\[ + \frac{r^4}{4!} \left( - \frac{2 \cdot 3}{5} g_{x_0}(Y, (\nabla_U^2 \mathcal{R})(U, Z) U) + \frac{16}{15} g_{x_0}(\mathcal{R}(U, Y) U, \mathcal{R}(U, Z) U) \right) \]

\[ + \ldots \]

\[ + \frac{r^k}{k!} \left( - \frac{2(k - 1)}{k + 1} g_{x_0}(Y, (\nabla_U^{k-2} \mathcal{R})(U, Z) U) + \text{polynomials in covariant derivatives } \nabla_U^i \mathcal{R} \text{ of order } i \leq k - 4 \right) \]

\[ + O(r^{k+1}) \]  

This provides a rule for the calculation of

\[ d^k((\exp^* g)_U(\cdot, \cdot))(x_0) : (T_{x_0} M)^2 \rightarrow S^k(T_{x_0}^* M) \]

as polynomials in covariant derivatives of the curvature tensor \( \mathcal{R} \).

We now associate to the metric \( g \) on \( M^n \) a sequence of symmetric tensors \( N_k \) as follows. Consider the function \( |g| : U(x_0) \rightarrow \mathbb{R} \) as defined above on an open neighborhood of \( x_0 \in M^n \) and set

**Definition 6.16**

\[ N_k(x_0) = \frac{k + 1}{2k - 2} d^k \ln |g| (x_0) \in S^k(T_{x_0}^* M), \quad k = 1, 2, \ldots \]
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These tensors are related to the curvature tensor of $M^n$ in the following way.

**Definition 6.17** For $A, B \in (T^*M)^4$ let $Q_4(A, B) \in S^4(T^*M)$ be the symmetric tensor

$$Q_4(A, B) := S(\text{Trace}_g^2(2,6)(4,8)A \otimes B).$$

**Proposition 6.12** The tensors $N_k$ defined as above satisfy

$$N_1 = 0$$
$$N_2 = \text{Ric}$$
$$N_3 = d\text{Ric}$$
$$N_4 = d^2\text{Ric} - \frac{2}{9}Q_4(\mathcal{R}, \mathcal{R})$$
$$\cdots$$
$$N_k = d^{k-2}\text{Ric} + \text{polynomials in covariant derivatives } \nabla_i^j \mathcal{R} \text{ of order } i \leq k - 3$$

**Proof.** Let $s_1, \ldots, s_n$ be a pseudo-orthonormal basis in $T_{x_0}M$ and $\varepsilon_\alpha := g(s_\alpha, s_\alpha)$. Denote by $g_{ij}$ the coefficients of $g$ in normal coordinates centered in $x_0$ with respect to this basis. From the Taylor formula of $g_{ij}$ we can get $d^k|g|(x_0)$. For this we use the Leibniz rule for the differentiation of the determinant. Let $\varepsilon$ be the number $\varepsilon = (-1)^\text{Index}(g)$. Then $|g| = \varepsilon \cdot \Delta(g)$. In particular using the notation $R_{ijkl} = g_{ij}(\mathcal{R}(s_i, s_j)(s_k, s_l))$, $(\nabla_m \mathcal{R})_{ijkl} = g_{mkl}(\nabla_m \mathcal{R})(s_i, s_j)(s_k, s_l)$, $\text{Ric}_{ij} = \text{Ric}(s_i, s_j)(x_0)$ etc. we obtain

$$\partial_i |g| (x_0) = 0$$

$$\partial_i \partial_i |g| (x_0) = -\frac{2}{3} \varepsilon \left( \begin{array}{c|cc|c}
R_{1111} & g_{12} & \cdots & g_{1n} \\
R_{121} & g_{22} & \cdots & g_{2n} \\
\cdots & \cdots & \cdots & \cdots \\
R_{n1} & g_{n2} & \cdots & g_{nn} \\
\hline
\varepsilon \varepsilon_1 R_{1111} & \varepsilon \varepsilon_2 R_{121} & \cdots & \varepsilon \varepsilon_n R_{n11}
\end{array} \right) + \varepsilon \varepsilon_1 R_{1111} \varepsilon_2 R_{121} + \cdots + \varepsilon \varepsilon_n R_{n11} = -\frac{2}{3} \varepsilon (\varepsilon \varepsilon_1 R_{1111} + \varepsilon \varepsilon_2 R_{121} + \cdots + \varepsilon \varepsilon_n R_{n11})$$

$$= \frac{2}{3} \text{Ric}_{ii}$$

and similarly

$$\partial_i \partial_i \partial_i |g| (x_0) = -\varepsilon (\varepsilon \varepsilon_1 (\nabla_1 \mathcal{R})_{ii1} + \varepsilon \varepsilon_2 (\nabla_2 \mathcal{R})_{ii2} + \cdots + \varepsilon \varepsilon_n (\nabla_n \mathcal{R})_{ii1})$$

$$(\nabla_i \text{Ric})_{ii}$$

$$\nabla_i^{(4)} |g| (x_0) = \frac{6}{5} (\nabla_i^2 \text{Ric})_{ii} + \frac{16}{15} \sum_{\alpha, \beta} \varepsilon_\alpha \varepsilon_\beta (R_{\alpha \beta \alpha \beta})^2$$
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\[ + \frac{4}{3} \sum_{\alpha \neq \beta} \epsilon_{\alpha} \epsilon_{\beta} (R_{iai\alpha} R_{i\beta i\beta} - (R_{i\alpha i\beta})^2) \]

\[ \nabla_i^{(k)} \ln |g| (x_0) = c(k)(\nabla_i^{k-2} \text{Ric})_{ii} + \text{polynomials in covariant derivatives } \nabla_i \mathcal{R} \text{ of order } i \leq k-4 \]

Furthermore, we have

\[\partial_i \ln |g| = \frac{1}{|g|} \partial_i |g| \]

\[\partial_i \partial_j \ln |g| = -\frac{1}{|g|^2} (\partial_i |g|)^2 + \frac{1}{|g|} \partial_i \partial_j |g| \]

\[\partial_i \partial_j \partial_k \ln |g| = \frac{2}{|g|^3} (\partial_i |g|)^3 - \frac{3}{|g|^2} (\partial_i |g|)(\partial_i \partial_j |g|) + \frac{6}{|g|} (\partial_i \partial_j \partial_k |g|) \]

\[\partial_i^{(4)} \ln |g| = \frac{6}{|g|^4} (\partial_i |g|)^4 + \frac{12}{|g|^3} (\partial_i |g|)^2 (\partial_i \partial_k |g|) - \frac{4}{|g|^2} (\partial_i \partial_k \partial_l |g|)(\partial_i |g|) - \frac{3}{|g|^2} (\partial_i \partial_j \partial_k |g|)^2 + \frac{1}{|g|} \partial_i^{(4)} |g| \]

\[\partial_i^{(k)} \ln |g| = (-1)^k (k - 1)! \cdot \frac{1}{|g|^k} (\partial_i |g|)^k + \ldots + \frac{1}{|g|} \partial_i^{(k)} |g| \]

and therefore

\[\partial_i \ln |g| (x_0) = 0 \]

\[\partial_i \partial_j \ln |g| (x_0) = \partial_i \partial_j |g| (x_0) = \frac{2}{3} \text{Ric}_{ii} \]

\[\partial_i \partial_j \partial_k \ln |g| (x_0) = \partial_i \partial_j \partial_k |g| (x_0) = (\nabla_i \text{Ric})_{ii} \]

\[\partial_i^{(4)} \ln |g| (x_0) = -3(\partial_i \partial_j \partial_k |g| (x_0))^2 + \partial_i^{(4)} |g| (x_0) \]

\[= \frac{4}{3} (\text{Ric}_{ii})^2 + \frac{6}{5} (\nabla_i^2 \text{Ric})_{ii} + \frac{16}{15} \sum_{\alpha \neq \beta} \epsilon_{\alpha} \epsilon_{\beta} (R_{iai\alpha} R_{i\beta i\beta} - (R_{i\alpha i\beta})^2) \]

\[= \frac{4}{3} \left( \sum_{\alpha \neq \beta} \epsilon_{\alpha} \epsilon_{\beta} R_{iai\alpha} R_{i\beta i\beta} + \sum_{\alpha} (R_{iai\alpha})^2 \right) + \frac{6}{5} (\nabla_i^2 \text{Ric})_{ii} + \frac{16}{15} \sum_{\alpha \neq \beta} \epsilon_{\alpha} \epsilon_{\beta} (R_{iai\alpha} R_{i\beta i\beta} - (R_{i\alpha i\beta})^2) \]

\[= \frac{6}{5} (\nabla_i^2 \text{Ric})_{ii} + \frac{4}{15} \sum_{\alpha \neq \beta} \epsilon_{\alpha} \epsilon_{\beta} (R_{iai\alpha})^2 \]

Since \( d^k \ln |g| (x_0) \) is symmetric we obtain

\[d \ln |g| (x_0) = 0 \]

\[d^2 \ln |g| (x_0) = \frac{2}{3} \text{Ric}(x_0) \]
\[
\begin{align*}
\frac{d^3 \ln |g|}{dz} (z_0) &= d \Ric(z_0) \\
\frac{d^4 \ln |g|}{dz} (z_0) &= \frac{6}{5} d^2 \Ric(z_0) - \frac{4}{15} Q_4(\mathcal{R}, \mathcal{R})(z_0) \\
&\vdots \\
\frac{d^k \ln |g|}{dz} (z_0) &= c(k)d^{(k-2)}\Ric(z_0) + \text{polynomials in covariant derivatives } \nabla_i \mathcal{R} \text{ of order } i \leq k-4
\end{align*}
\]
and the assertion follows.

Next we discuss the behaviour of the tensors $N_k$ under conformal transformation of the metric $g$. Let $\tilde{g}$ be the changed metric $\tilde{g} = e^{2\varphi} g$. The Ricci tensors $\Ric^g$ and $\Ric^{\tilde{g}}$ with respect to $g$ and $\tilde{g}$ satisfy

\[
\Ric^{\tilde{g}} = \Ric^g - (n-2)\nabla(\varphi) \circ d \varphi + \frac{1}{2} \Delta \varphi + \Delta (\varphi - (n-2)|d \varphi|^2) g.
\] (29)

By (29) and Proposition 6.12 we obtain for the tensors $N_k^g$ and $N_k^{\tilde{g}}$ associated to $g$ and $\tilde{g}$, respectively

\[
N_k^{\tilde{g}} = N_k^g - (n-2)d^{k-2}\nabla(\varphi) + d^{k-2}(\Delta \varphi \circ g) + \text{terms containing derivatives of } \varphi \text{ of order } \leq k-1. \tag{30}
\]

Since $\nabla(\varphi)$ is symmetric we have $\nabla(\varphi) = d^2 \varphi$ and therefore $d^{k-2}\nabla(\varphi) = d^k \varphi$. Consider now the third term. By (1) and because of $\varphi(g) = 0$ we have $d^{k-2}(\Delta \varphi \circ g) = d^{k-2}(\Delta \varphi) \circ g$. We want to prove now that $d^{k-2}(\Delta \varphi)$ differs from $-\text{Trace}_{g}(d^k \varphi)$ only by terms containing derivatives of $\varphi$ of order $\leq k-1$. Let $s_1, \ldots, s_n$ be an orthonormal basis of $T_{x_0} M$. We extend $s_1, \ldots, s_n$ to a local frame by parallel displacement along geodesics through $x_0$. Moreover let $X_1, \ldots, X_{k-2}$ be arbitrary vectors in $T_{x_0} M$ and extend them in the same way. Then

\[
\begin{align*}
\text{Trace}_{g}(d^k \varphi)(x_0)(X_1, \ldots, X_{k-2}) &= \frac{1}{k!} \sum_{i=1}^n \left( 2 \sum_{\sigma \in S_{k-2}} s_i X_{\sigma(1)} \cdots X_{\sigma(k-2)} \right) \\
+ 2 \sum_{\sigma \in S_{k-2}} s_i X_{\sigma(1)} s_i X_{\sigma(2)} \cdots X_{\sigma(k-2)} \varphi + 2 \sum_{\sigma \in S_{k-2}} s_i X_{\sigma(1)} X_{\sigma(2)} s_i X_{\sigma(3)} \cdots X_{\sigma(k-2)} \varphi \\
+ \cdots + 2 \sum_{\sigma \in S_{k-2}} X_{\sigma(1)} \cdots X_{\sigma(k-2)} s_i s_i \varphi(x_0)
\end{align*}
\]

\[
= \frac{1}{(k-2)!} \sum_{i=1}^n X_{\sigma(1)} \cdots X_{\sigma(k-2)} s_i s_i \varphi(x_0)
\]

since $s_i X_{\sigma(j)} = X_{\sigma(j)} s_i + [s_i, X_{\sigma(j)}]$. Furthermore, this equals

\[
= \sum_{i=1}^n \frac{1}{(k-2)!} X_{\sigma(1)} \cdots X_{\sigma(k-2)} (\Delta \varphi + \text{derivatives of } \varphi \text{ of order 1})(x_0)
\]

\[
\text{terms containing derivatives of } \varphi \text{ of order } \leq k-1
\]

\[
= d^{k-2}(\varphi)(x_0)(X_1, \ldots, X_{k-2}) + \text{terms containing derivatives of } \varphi \text{ of order } \leq k-1
\]

\[
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Finally,

\[ N_k^\tilde{g} = N_k^g - (n - 2)d^k\varphi - \text{Trace}_g(d^k\varphi) \circ g + \text{ terms containing derivatives of } \varphi \text{ of order } \leq k - 1. \quad (31) \]

Now we are able to prove the following

**Theorem 6.10** Let \((M^n, g)\) be a pseudo-Riemannian manifold, \(x_0 \in M^n\) and \(r \in \mathbb{N}\) a (large) positive integer. Then there exists a function \(\varphi \in C^\infty(M^n)\) such that \(\tilde{g} = e^{2\varphi} g\) is \(x_0\)-adapted of order \(r\), i.e.

\[ \Delta(\tilde{g})(\exp_{x_0} tX) = \Delta(g)(x_0) + O(t^r) \]

for all \(X \in T_{x_0} M^n\) and small \(t > 0\).

**Proof.** To begin with we prove the following assertion. Given a symmetric tensor \(B \in S^l(T^*M^n)\) and positive real numbers \(c_1, c_2 \in \mathbb{R}\) there exists a further symmetric tensor \(A \in S^l(T^*M^n)\) such that

\[ B = c_1 A + c_2 \text{Trace}_g A \circ g. \]

We verify this by induction. The assertion is obvious for \(l = 0, 1\). Suppose it is proved for all \(l < L\). Let \(B \in S^L(T^*M^n)\) be fixed. Then \(B\) admits a unique decomposition \(B = TB + B' \circ g\) with \(B' \in S^{L-2}(T^*M^n)\). Set \(n_1 = \frac{(L-2)(L-3)}{L(L-1)}\) and \(n_2 = \frac{2(n+2L-4)}{L(L-1)}\).

By our assumption there is an \(A' \in S^{L-2}(T^*M^n)\) such that

\[ B' = (c_1 + c_2 n_2) A' + c_2 n_1 \text{Trace}_g A' \circ g \]

holds. Let \(A \in S^L(T^*M^n)\) be the symmetric tensor \(A = \frac{1}{c_1} TB + A' \circ g\). Then we obtain

\[ c_1 A + c_2 \text{Trace}_g A \circ g = TB + c_1 A' \circ g + c_2 \text{Trace}_g (A' \circ g) \circ g \]

\[ = TB + c_1 A' \circ g + c_2 n_1 \text{Trace}_g (A' \circ g) \circ g + c_2 n_2 A' \circ g \]

\[ = TB + B' \circ g = B \]

because of \(\text{Trace}_g (A' \circ g) = n_1 \text{Trace}_g A' \circ g + n_2 A'\) and the assertion is proved.

Now we apply this to the following problem. Given a metric \(g\) on \(M^n\), a point \(x_0 \in M^n\) and a positive integer \(r \in \mathbb{N}\) find a function \(\varphi \in C^\infty(M^n)\) such that

\[ \varphi(x_0) = 1, \quad d \varphi(x_0) = 0, \quad N_2^\tilde{g}(x_0) = 0, \quad \ldots, \quad N_k^\tilde{g}(x_0) = 0, \quad \ldots, \quad N_r^\tilde{g}(x_0) = 0 \]

where \(\tilde{g} = e^{2\varphi} g\). A look at equation (31) shows that we have to solve the system

\[ (n - 2)d^k \varphi(x_0) + \text{Trace}_g (d^k \varphi) \circ g_{x_0} = N_k^g(x_0) + r_{k-1} \quad 1 < k < r \quad (32) \]

where \(r_{k-1}\) contains only derivatives of \(\varphi\) of order less than \(k\). This can be done by induction. The term \(r_{k-1}\) is known from the previous steps and the assertion proven above gives us a solution of (32). Hence, there is a function \(\varphi \in C^\infty(M^n)\) such that \(N_k^g(x_0) = 0, \ 0 < k < r\) for \(\tilde{g} = e^{2\varphi} g\).
In particular, \( d^k \ln |\g| (x_0), \ 0 < k < r \) holds. Since on the other hand
\[
\begin{align*}
    d \ln |\g| (x_0) &= d \ln(\g)(x_0), \\
    d^k |\g| (x_0) &= d^k \ln |\g| (x_0) + \text{terms in } d^s |\g| (x_0), \ s < k
\end{align*}
\]
it turns out that \( d^k |\g| (x_0) = 0 \) for \( 0 < k < r \). Because of \( \Delta(\g) = \varepsilon |\g| \) the assertion of the theorem now follows from the Taylor formula for \( |\g| \).

**Corollary 6.3** If the metric \( g \) is \( x_0 \)-adapted then the curvature tensor \( \mathcal{R} \), the Ricci tensor \( \operatorname{Ric} \), the scalar curvature \( R \), and the Schouten tensor \( L \) associated to \( g \) satisfy at \( x_0 \)

\[
\begin{align*}
    \operatorname{Ric}(x_0) &= 0, \quad d\operatorname{Ric}(x_0) = 0, \quad d^2 \operatorname{Ric}(x_0) = \frac{2}{n} Q_4(\mathcal{R}, \mathcal{R}) \\
    R(x_0) &= 0, \quad dR(x_0) = 0 \\
    L(x_0) &= 0, \quad dL(x_0) = 0, \quad d^2 L(x_0) \equiv -\frac{2}{9(n-2)} Q_4(\mathcal{R}, \mathcal{R}) \mod g_{x_0}
\end{align*}
\]

**Proof.** The first three equations follow from the proof of Theorem 6.10. It remains to show \( dR(x_0) = 0 \). On one hand \( \delta\operatorname{Ric} = -\frac{1}{2} dR \) holds on every (pseudo-) Riemannian manifold. On the other hand \( d\operatorname{Ric}(x_0) = 0 \) implies with the same notation as above

\[
(\delta \operatorname{Ric})_{ik} = -\sum_i \varepsilon_i (\nabla_i \operatorname{Ric})_{ik} = \sum_i \varepsilon_i \frac{1}{2} (\nabla_k \operatorname{Ric})_{ii} = \frac{1}{2} dR(s_k)
\]

and the assertion follows.

---

### 6.6.2 The moments of small order for \( x \)-adapted metrics

Now, we can express the first five moments \( I_j(x), j = 0, ..., 4 \), of a normally hyperbolic operator \( P \) for \( x \)-adapted metrics. Let \( B \in \Gamma(S'(T^* M) \otimes E) \) be a smooth symmetric tensor with values in \( E \). The \( k \)-fold symmetric differential of \( B \) is defined by

\[
d^k B := S((\nabla^P)^k B)
\]

where \( \nabla^P \) is the derivative in \( \Gamma(S'(T^* M) \otimes E) \) defined by the Lorentzian metric and the covariant derivative \( \nabla^P \) in \( E \) defined by \( P \) via its Weitzenböck formula. Let \( U \in \Gamma(E^* \otimes E) \). In order to simplify the notation we denote by \( d^k U(x,x) \) the \( k \)-fold symmetric differential of \( U(x, \cdot) \) in the second component of the product \( M \times M \) evaluated at \( x \): \( d^k U(x,x) := d^k U(x, \cdot)(x) \).

**Proposition 6.13** Let \( (M^n, g) \) be a Lorentzian manifold of even dimension \( n \geq 4 \) with a metric adapted to the point \( x \in M \). Then the moments \( I_0(x), ..., I_4(x) \) of a normally hyperbolic operator \( P \) in the point \( x \) satisfy the following recursion formula

\[
I_k(x) = T \left( d^k U_{x \rightarrow x} (x,x) - \sum_{l=1}^{k} d(k,l) d^l I_{k-l} (x) \right) + J_k
\]

where \( U_{x \rightarrow x} \) is the Hadamard coefficient of \( P \),

\[
J_k = \begin{cases} 
0 & 0 \leq k \leq 3 \\
\frac{1}{9} (2d(4,4) - 1) T (Q_4(\mathcal{R}, \mathcal{R})_{x}) I_0(x) & k = 4
\end{cases}
\]
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and

\[ d(k,l) = \binom{k}{l} \binom{k + \frac{n}{2} - 2}{l} \binom{2k - l + n - 3}{l}^{-1} \]

**Proof:** Since \( g \) is adapted to \( x \in M \) the Schouten tensor \( L \) satisfies

\[ L_z = 0, \quad dL_z = 0, \quad d^2L_z \equiv -\frac{2}{9(n-2)}Q_4(R,R)_z \mod g_x \]

Let \( T \in \Gamma(\Omega_0 \times \Omega_0, E^* \otimes E) \) be the tail term of \( P \) on a causal neighbourhood of \( x \). According to Theorem 6.8 the moments are given by

\[ I_k(x) = T \left( SC^k T(x,x) - \sum_{l=1}^{k} d(k,l)SC^l I_{k-l}(x) \right) \]

(33)

Here all derivatives refer to the second component of the product \( \hat{M} \times M \). If an equality or an equivalence \( \mod g \) holds only in the point \( x \) or \((x,x)\) we denote this by \( \hat{=} \) and \( \hat{=} \), respectively.

We first prove the following relations between the conformal gauge derivatives and the symmetric differentials of a conformal gauge invariant \( B : P \to \Gamma(S^p(T^*M) \otimes Hom(E,E)) \) of weight \( \omega \) and order \( p \leq 4 - k \)

\[ SC^k B = \begin{cases} \hat{=} \frac{d^k B}{\sqrt{n-2}} & 0 \leq k \leq 2 \\ \hat{=} \frac{d^3 B}{\sqrt{n-2}} & k = 3 \\ \hat{=} \frac{d^4 B + 4}{9(n-2)} \omega Q_4(R,R)_z B \mod g & k = 4 \end{cases} \]

(34)

The linear term \( \chi B \) of a conformal gauge invariant \( B \) vanishes, hence \( \chi B = \nabla B \) and \( SCB = dB \). According to Theorem 6.1 the linear term of \( \chi B \) is given by

\[ \chi CB = \chi XB + KB + 2\omega EB \]

\[ = KB + 2\omega EB \]

(35)

Hence,

\[ C^2B = \nabla^2 B \equiv L_{\omega}(KB + 2\omega EB) \]

\[ = \nabla^2 B - L_{\omega}KB - 2\omega L \otimes B \]

(36)

Because of \( L_z = 0 \) this gives \( SC^2B \hat{=} d^2 B \). Furthermore, from (36) follows

\[ C^3B = \nabla C^2 B - L_{\omega} \chi C^2 B \]

\[ = \nabla^3 B - 2\omega(\nabla L \otimes B + L \otimes \nabla B) - \nabla(L_{\omega}KB) - L_{\omega} \chi C^2 B \]

(37)

Since \( L_z = 0 \) and \( dL_z = 0 \) follows \( SC^3B \hat{=} d^3 B - S(\nabla L_{\omega}KB) \). In case \( p = 0 \) we have \( KB = 0 \). Therefore, \( SC^3B \hat{=} d^3 B \). Using the definition of the operation \( K \) we get in case \( p = 1 \) for a vector \( U \in T_z M \)

\[ S(\nabla L_{\omega}KB)(U,U,U,U) = 2(\nabla_U L)(U,U)B(U) - g(U,U)B((\nabla_U L)^4) \]
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Hence,

\[ S(\nabla L \omega KB) = 2dL \circ B - gB, \quad \text{mod } g \]

and therefore, \( SC^3 B \equiv d^3 B \mod g \). From (37) follows for an invariant \( B \) of order \( p = 0 \)

\[ \nabla C^3 B = \nabla^4 B - 2\omega(\nabla^2 L \circ B + 2\nabla L \circ \nabla B + L \circ \nabla^2 B) - \nabla(L \omega C^2 B) \].

Then

\[ SC^4 B \equiv S \nabla C^3 B \equiv d^4 B - 2\omega d^2 L \circ B - S \nabla(L \omega C^2 B) \]

Using Theorem 6.1, Proposition 6.5 and (35) we obtain

\[ S \omega C^2 B = SC \omega C B + 2SE \omega C B + 2\omega S \omega C B \]

\[ = 4\omega S \omega C B + 2\omega SE \omega C B + SK \omega C B \]

\[ = 4\omega SE \omega C B + SK \omega C B . \]

Regarding \( L_x = 0 \) and \( dL_x = 0 \) it follows

\[ S \nabla(L \omega S \omega C^2 B) \equiv 4\omega S(\nabla L \circ \nabla B) + S(\nabla L \omega K \nabla B) \equiv S(\nabla L \omega K \nabla B) \]

In the same way as in (38) we obtain \( S(\nabla L \omega K \nabla B) \equiv 0 \mod g \). Therefore, \( S \nabla(L \omega S \omega C^2 B) \equiv 0 \mod g \) and finally

\[ SC^4 B \equiv d^4 B - 2\omega d^2 L \circ B \]

\[ \equiv d^4 B + \frac{4}{9(n-2)}\omega \psi_4(\mathcal{R}, \mathcal{R}) B \mod g \]

The moments are conformal gauge invariants of weight \( \omega = -\frac{n-2}{2} \). Therefore we can apply formula (34) with \( \omega = -\frac{n-2}{2} \). For the tail term and the partial conformal gauge derivative we can use (34) replacing \( 2\omega \) by \( \omega = -\frac{n-2}{2} \). Then from (33) we obtain for the moments the formula

\[ I_k(x) = T \left( d^k T(x, x) - \sum_{i=1}^{k} d(k, l) d^l I_{k-l}(x) \right) + J_k . \]

According to Theorem 3.1 the tail term has the asymptotic expansion

\[ T(x, y) \rightarrow C U_{\frac{n-2}{2}}(x, y) + \sigma(x, y) \bar{T}(x, y) \]

where \( \bar{T} \in \Gamma(\Omega_0 \times \Omega_0, E^* \otimes E) \) is a smooth section and \( \sigma \) is the quadratic geodesic distance function. Therefore, in \( x \)

\[ d^k T \equiv d^k U_{\frac{n-2}{2}} + d^k (\sigma \bar{T}) = d^k U_{\frac{n-2}{2}} + \sum_{i=0}^{k} \left( \begin{array}{l} k \\ i \end{array} \right) d^i \sigma \circ d^{k-i} \bar{T} \]
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holds. The quadratic geodesic distance function satisfies

\[ d^{i} \sigma(x, x) = \begin{cases} 0 & i \neq 2 \\ 2g_{z} & i = 2 \end{cases} \]

Hence, \( d^{k} T \equiv d^{k} U_{\frac{\alpha-\lambda}{2}} \mod g \). This proves the proposition.

We want to calculate the first moments for normally hyperbolic operators on 4-dimensional Lorentzian manifolds. According to Proposition 6.13 we need the symmetric differentials of the first Hadamard coefficient \( U_{1} \) of the operator.

**Proposition 6.14** Let \( P : \Gamma(E) \to \Gamma(E) \) be a normally hyperbolic operator acting on a bundle \( E \) over a 4-dimensional Lorentzian manifold \( (M^{4}, g) \) with \( x \)-adapted metric \( g \) of order \( r \in \mathbb{N} \). Then the symmetric differentials of the first Hadamard coefficient \( U_{1} \) of \( P \) satisfy

\[ 2(l + 1) d^{i} U_{1}(x, x) = -d^{i} P P(x, x) \quad l \leq r - 3 \]

where \( P(x, y) \in \Gamma(Hom(E_{x}, E_{y})) = \Gamma(E_{x}^{*} \otimes E_{y}) \) is the parallel displacement from \( E_{x} \) to \( E_{y} \) along geodesics with respect to \( \nabla^{P} \) and all derivatives refer to the second component of the product \( M \times M \).

We use Proposition 3.2 to calculate the Hadamard coefficient \( U_{1}(x, y) \) of \( P \) in normal coordinates. Let \( \varphi(y) = (y_{1}, \ldots, y_{n}) \) be normal coordinates in a neighbourhood \( \Omega \) of the point \( x \in M \), arising from an orthonormal basis in \( T_{x} M \). Then \( \varphi(x) = 0 \) and \( |\det g_{ij}(0)| = 1 \). In normal coordinates the quadratic geodesic distance function is given by

\[ \sigma(x, y) = \sum_{ij} g_{ij}(y_{1}, \ldots, y_{n})y_{i}y_{j} = \sum_{ij} g_{ij}(0)y_{i}y_{j} \]

Using \( \sum k g_{kj}(0)y_{k} = \sum_{k} g_{kj}(y)y_{k} \) for the divergence measure results

\[ m(x, \cdot) = -\frac{1}{2} \Delta \sigma(x, \cdot) - 4 = \frac{1}{2} r_{x}(\ln|\det(g_{ij})) \]

where \( r_{x} = \sum j y_{j} \frac{\partial}{\partial y_{j}} \) is the radial vector field with respect to \( x \in \Omega \). Let \( \gamma(s) \) be the geodesic in \( \Omega \) joining \( x \) and \( y \). Then because of \( r_{x}(\gamma(s)) = s \cdot \gamma'(s) \) follows

\[ \tau(x, y) := \exp \left\{ \frac{1}{2} \int_{0}^{1} \frac{m(x, \gamma(s))}{s} \, ds \right\} = \exp \left\{ \frac{1}{4} \int_{0}^{1} \frac{r_{x}(\ln|\det(g))}{s} \, ds \right\} \]

\[ = \exp \left\{ \frac{1}{4} \int_{0}^{1} \frac{d}{ds}(\ln|\det(g_{ij})|) \, ds \right\} = \frac{|\det g(y)|^{\frac{1}{4}}}{|\det g(0)|^{\frac{1}{4}}} = |\det g(y)|^{\frac{1}{4}} \]

Since \( g \) is \( x \)-adapted of order \( r \) we know that \( |\det g(y)| = 1 + O(|\varphi(y)|^{r}) \). Hence \( \frac{1}{\tau(x, y)} = 1 + O(|\varphi(y)|^{r}) \). According to Proposition 3.2 the 0. Hadamard coefficient
$U_0$ of $P$ is given by $U_0(x, y) = (1 + O(|\varphi(y)|^r))P(x, y)$, where $P(x, y) \in E^*_x \otimes E_y = \text{Hom}(E_x, E_y)$ is the parallel displacement from $E_x$ to $E_y$ along $\gamma$ with respect to the covariant derivative $\nabla^P$ defined by $P$. Furthermore, since $P$ is of second order $U_1(x, \cdot)$ satisfies the differential equation

$$\nabla^P_{\xi\varphi} U_1(x, \cdot) + \left(\frac{1}{2} m(x, \cdot) + 1\right) U_1(x, \cdot) = -\frac{1}{2} P U_0(x, \cdot) = -\frac{1}{2} P P(x, \cdot) + O(|\varphi(\cdot)|^{-2}).$$

Using (39) we obtain $m(x, y) = O(|\varphi(y)|^r)$. Hence,

$$\nabla^P_{\xi\varphi} U_1(x, \cdot) + \frac{1}{2} P P(x, \cdot) + O(|\varphi(\cdot)|^{-2}).$$

(40)

Let $(u_1, \ldots, u_m)$ be a basis in the bundle $E|_\Omega$ arising from a basis in the fibre $E_x$ by parallel displacement along geodesics through $x$. Then $P(x, y) = \sum_{j=1}^m u_j^*(x) \otimes u_j(y)$. Let $P u_I = \sum_{j} B_{IJ} u_J$ and $U_1(x, y) = \sum_{I} U_1(x, y) u_I^*(x) \otimes u_I(y)$. Then from (40) follows

$$\left(1 + y_i \frac{\partial}{\partial y_i}\right) U_1(x, \cdot)_{IJ} = -\frac{1}{2} B_{IJ} + O(|\varphi(\cdot)|^{-2}) \quad I, J = 1, \ldots, m$$

(41)

If we insert in (41) the Taylor expansion of $U_1(x, \cdot)_{IJ}$ and $B_{IJ}$ with respect to the normal coordinates around $\varphi(x) = 0$ and compare the coefficients up to the order $r - 3$ we obtain

$$\sum_{\pi \in \Sigma_l} \left(\partial_{x^l(\pi)} \ldots \partial_{x^l(\pi)} B_{IJ}\right)(x) = -2(l + 1) \sum_{\pi \in \Sigma_l} \left(\partial_{x^l(\pi)} \ldots \partial_{x^l(\pi)} U_1(x, \cdot)\right)(x) \quad l \leq r - 3,$$

where $\partial_k$ denotes the derivative with respect to the canonic basis vector $\frac{\partial}{\partial y_k}$. By definition of the symmetric differential $d^l = S(\nabla^P)^l$ this gives

$$2(l + 1) d^l U_1(x, x) = -d^l PP(x, x) \quad l \leq r - 3$$

where the differentiation refer to the second component of the product $M \times M$.

\[\square\]

6.6.3 The moment of order 0

We are going now to calculate the moment $I_0(P)$ for a given normally hyperbolic operator $P$ on $E$ over $M^4$ with associated Lorentzian metric $g$. Let $x \in M^4$ be fixed. We transform $g$ conformally to obtain an $x$-adapted metric $\tilde{g} = e^{2\varphi} g$ of sufficiently high order. The following calculations are carried out with respect to this metric and the transformed operator $\tilde{P} = P e^\varphi$. From Proposition 6.13 we know

$$I_0(P)(x) = \mathcal{T}(U_1(x, x)) = U_1(x, x)$$
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and from Proposition 6.14

\[ U_1(x, x) = -\frac{1}{2} P \mathcal{P}(x, x) . \]

Furthermore we have for \( \tilde{P} \) the Weitzenböck formula

\[ \tilde{P} = \Delta \nabla_{\tilde{P}} + H_{\tilde{p}}. \]

Let \( u_1, \ldots, u_m \) be a local basis in \( E \) such that \( u_I \) \( 1 \leq I \leq m \) is parallel with respect to \( \nabla_{\tilde{P}} \) along geodesics through \( x \). Furthermore, let \( s_1, \ldots, s_4 \) be a local pseudo-orthonormal frame in \( T(M^4) \) parallel along geodesics through \( x \). In particular \( \nabla_{s_i} s_i(x) = 0 \) and \( \nabla_{s_i} \nabla_{s_i} u_I(x) = 0 \) hold. Then we have

\[ \tilde{P} \mathcal{P}(x, x) = \sum_{I=1}^{m} u_I^*(x) \otimes (\tilde{P} u_I)(x) = \sum_{I=1}^{m} u_I^*(x) \otimes (\Delta \nabla_{\tilde{P}} u_I + H_{\tilde{p}})(x). \]

Since \( \Delta \nabla_{\tilde{P}} u_I(x) = -\sum_{i=1}^{4} \varepsilon_i (\nabla_{s_i} \nabla_{s_i} u_I + \nabla_{s_i} u_I)(x) = 0 \) where as usual \( \varepsilon_i = \tilde{g}(s_i, s_i) \) we conclude

\[ \tilde{P} \mathcal{P}(x, x) = \sum_{I=1}^{m} u_I^*(x) \otimes (H_{\tilde{p}} u_I)(x) = H_{\tilde{p}}(x) \otimes E_\mathbb{R} \cong \text{Hom}(E_x, E_x). \]

On the other hand we observed that the scalar curvature \( R(x) \) of the \( x \)-adapted metric vanishes at \( x \). Hence, \( H_{\tilde{p}}(x) \) equals the Cotton invariant \( C_{\tilde{p}}(x) \) at \( x \). Consequently, since the moment \( I_0 \) as well as the Cotton invariant are conformal invariants, we obtain \( I_0(P)(x) = -\frac{1}{2} C_{\tilde{P}}(x) \). Finally, we conclude

\[ I_0 = -\frac{1}{2} C. \]

6.6.4 The moment of order 1

We will proceed in the same manner as in the previous section. Without loss of generality we will start with an \( x \)-adapted metric and prove that the result is conformally invariant. We will use the same notation as above except we will omit the index \( P \) and write \( \nabla, H, ... \) instead of \( \nabla^P, H_P, ... \). Again, by Propositions 6.13 and 6.14

\[ I_1(P)(x) = \mathcal{T}(dU_1(x, x) - \frac{1}{2} dI_0(P)(x)) \]

and

\[ dU_1(x, x) = -\frac{1}{4} dP \mathcal{P}(x, x) = -\frac{1}{4} \sum_{I=1}^{m} u_I^*(x) \otimes (d\Delta u_I(x) + dH(x)u_I(x)). \]
Let \( u \in \Gamma(E) \) be a section in \( E \) parallel along geodesics through \( x \). In particular, \( d^k u(x) = 0, \ k > 0 \). Then for \( Y \in TM \)

\[
d\Delta u(x)(Y) = -\nabla_Y \sum_{i=1}^{4} \varepsilon_i(\nabla_{s_i} \nabla_{s_i} u + \nabla_{\nabla_{s_i}s_i} u)(x)
\]

\[
= -\sum_{i=1}^{4} \varepsilon_i(\nabla_Y \nabla_{s_i} \nabla_{s_i} u + \nabla_Y \nabla_{\nabla_{s_i}s_i} u)(x) .
\]  

(42)

Now we extend \( Y \) by parallel displacement along geodesics through \( x \) and obtain from \( d^3 u(x) = 0 \) the equation

\[
(\nabla_Y \nabla_{s_i} \nabla_{s_i} u + \nabla_{s_i} \nabla_Y \nabla_{s_i} u + \nabla_{s_i} \nabla_{s_i} \nabla_Y u)(x) = 0 .
\]  

(43)

We have

\[
(\nabla_{s_i} \nabla_Y \nabla_{s_i} u)(x) = (\nabla_Y \nabla_{s_i} \nabla_{s_i} u + F(s_i, Y) \nabla_{s_i} u + \nabla_{[s_i, Y]} \nabla_{s_i} u)(x)
\]

\[
= (\nabla_Y \nabla_{s_i} \nabla_{s_i} u)(x)
\]  

(44)

where \( F \) denotes the curvature of \( \nabla \) and

\[
\nabla_{s_i} \nabla_{s_i} \nabla_Y u \equiv \nabla_{s_i}(\nabla_Y \nabla_{s_i} u + F(s_i, Y) u + \nabla_{[s_i, Y]} u)
\]

\[
= \nabla_{s_i} \nabla_Y \nabla_{s_i} u + (\nabla_{s_i} F)(s_i, Y) u + F(\nabla_{s_i} s_i, Y) u + F(s_i, \nabla_{s_i} Y) u + \nabla_{s_i} \nabla_{[s_i, Y]} u
\]

\[
\equiv \nabla_Y \nabla_{s_i} \nabla_{s_i} u + (\nabla_{s_i} F)(s_i, Y) u + \nabla_{s_i} \nabla_{[s_i, Y]} u .
\]

Since

\[
\nabla_{s_i} \nabla_{[s_i, Y]} u(x) = (\nabla_{[s_i, s_i, Y]} u)(x) + F(s_i, [s_i, Y]) u(x) = 0 ,
\]
equation (43) now implies

\[
3\nabla_Y \nabla_{s_i} \nabla_{s_i} u(x) + (\nabla_{s_i} F)(s_i, Y) u(x) = 0 .
\]  

(45)

On the other hand we get

\[
\nabla_Y \nabla_{\nabla_{s_i}s_i} u(x) = \nabla_{[Y, \nabla_{s_i}s_i]} u(x) + F(Y, \nabla_{s_i}s_i) u(x) = 0 .
\]  

(46)

Combining (42) , (45) and (46) it turns out that

\[
d\Delta u(x)(Y) = \frac{1}{3} \sum \varepsilon_i(\nabla_{s_i} F)(s_i, Y) u(x) = -\frac{1}{3} \delta F(Y) u(x) .
\]

Consequently,

\[
dU_1(x, x) = \frac{1}{12} \delta F(x) - \frac{1}{4} dH(x).
\]

Furthermore, because of \( dR(x) = 0 \) we have

\[
dI_0(P)(x) = \frac{1}{2} dC(x) = -\frac{1}{2} dH(x)
\]

and conclude

\[
I_1(P)(x) = \mathcal{T}(\frac{1}{12} \delta F)(x) .
\]

Since \( \delta F \) is obviously trace free and conformally invariant we obtain

\[
I_1 = \frac{1}{12} \delta F .
\]
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6.6.5 The moment of order 2

The formula for \( J_2 \) will include a conformal invariant tensor on \( M^4 \) not discussed until now. Therefore, the first item of this section will be the introduction of this tensor and the description of some of its properties. However, let us first recall some facts about the Weyl curvature. The Weyl curvature of \((M^4, g)\) is defined to be the tensor \( W = R - g \otimes L \in \Gamma((T^*M)^4) \), where \( \otimes \) denotes the Kulkarni - Nomizu product (see [Bes87]). In the following all traces refer to the metric \( g \) which is under consideration.

**Proposition 6.15**

1. \( W(X, Y, U, V) = W(U, V, X, Y) = -W(Y, X, U, V) \)
   for all \( X, Y, U, V \in TM \).

2. \( \text{Trace}^{(1,4)} W = 0 \)

3. \( \text{Trace}Q_4(W, W) = \frac{1}{8} g \cdot \|W\|^2 \)

4. \( \sum \varepsilon_j (\nabla_i W)(X, Y, Z, s_j) = - (\nabla_X L)(Y, Z) + (\nabla_Y L)(X, Z) \)
   for all \( X, Y, Z \in TM \) and a pseudo-orthonormal frame \( s_1, \ldots, s_4 \) with \( \varepsilon_i = g(s_i, s_i) \).

**Definition 6.18**

The symmetric tensor \( B \in \Gamma(S^2T^*M) \) defined by

\[
B := S\text{Trace}^{(1,3)}(2,6) C^2 W
\]

is called the Bach tensor of \((M^4, g)\).

Similarly to \( Q_4 \) we define for \( A \in \Gamma((T^*M)^2) \) and \( B \in \Gamma((T^*M)^4) \)

\[
Q_{2,4}(A, B) := S\text{Trace}^{(1,3)}(2,6)(A \otimes B).
\]

Then we have

**Proposition 6.16**

1. \( B = S\text{Trace}^{(1,3)}(2,6) \nabla^2 W - Q_{2,4}(L, W) \)

2. \( B \) is trace free.

3. \( B \) is conformally invariant of weight \(-1\).

**Proof.** Since \( W \) is conformally invariant \( \mathcal{X}W = 0 \) holds. Thus, \( C W = \nabla W \). From Theorem 6.1 we now obtain

\[
\mathcal{X} C W = C \mathcal{X} W + KW + 2EW = KW + 2EW.
\]

Finally,

\[
C^2 W = \nabla C W - L \mathcal{X} C W = \nabla^2 W - L \mathcal{X} KW - 2L \mathcal{X} EW
\]

\[
= \nabla^2 W - L \mathcal{X} KW - 2L \otimes W
\]
It is a straightforward calculation using the definition of the map $K$ and the symmetry properties of the Weyl curvature to verify the equality

$$\text{Trace}_{(1,3)(2,6)}(L \otimes K W) = Q_{2,4}(L, W).$$

This yields assertion 1. Because of the symmetry properties of $W$ we have $Q_{2,4}(L, W) = \text{Trace}_{(1,3)(2,6)}(L \otimes W)$. We obtain

$$\text{Trace}Q_{2,4}(L, W) = \text{Trace} \text{Trace}_{(1,3)(2,6)}(L \otimes W) = \text{Trace}_{(1,3)(2,6)(4,5)}(L \otimes W) = 0$$

where the last equality follows from $\text{Trace}_{(1,4)}W = 0$. Similarly, this property of $W$ yields

$$\text{Trace} \text{Trace}_{(1,3)(2,6)}\nabla^2 W = 0$$

and assertion 2. follows.

Note that each mapping $T$ with simple transformation satisfies $\mathcal{X} \text{Trace} T = \text{Trace} \mathcal{X} T$.

As we observed in Section 6.2 the conformal gauge derivative $\mathcal{C} W$ has again a simple transformation law with weight $\omega = 1$. By Prop. 6.1 it suffices to prove

$$\mathcal{X} \text{Trace}_{(1,3)(2,6)}\mathcal{C} W = \text{Trace}_{(1,3)(2,6)} \mathcal{X} \mathcal{C} W = 0.$$

From Theorem 6.1 we see

$$\mathcal{X} \mathcal{C} \mathcal{C} W = \mathcal{C} \mathcal{X} \mathcal{C} W + K \mathcal{C} W + 2E \mathcal{C} W = \mathcal{C}(K W + 2E W) + K \mathcal{C} W + 2E \mathcal{C} W.$$

Consequently,

$$\mathcal{X} \mathcal{C} \mathcal{C} W(\sigma, Z_1, Z_2, X, Y, U, V) =$$

$$= \mathcal{C} Z_1 KW(\sigma, Z_2, X, Y, U, V) + 2\mathcal{C} Z_2 EW(\sigma, Z_2, X, Y, U, V)$$

$$+ (K(\sigma, Z_1) \cdot \mathcal{C} W)(Z_2, X, Y, U, V) + 2\sigma(Z_1) W(X, Y, U, V)$$

$$= (K(\sigma, Z_2) \cdot \nabla Z_1 W)(X, Y, U, V) + 2\sigma(Z_2) (\nabla Z_1 W)(X, Y, U, V)$$

$$+ (\nabla_{-K(\sigma,Z_1)} Z_2 W)(X, Y, U, V) + (K(\sigma, Z_1) \cdot \nabla Z_2 W)(X, Y, U, V)$$

$$+ 2\sigma(Z_1) (\nabla Z_2 W)(X, Y, U, V)$$

where we used Propositions 6.5 and 6.6 and $\mathcal{C} W = \nabla W$. A simple calculation using the definition of $K$ and the symmetry properties of $W$ now implies

$$\text{Trace}_{(1,3)(2,6)} \mathcal{X} \mathcal{C} \mathcal{C} W = 0$$

which proves assertion 3.
Proposition 6.17 Let \( g \) be an \( x \)-adapted metric on \( M^4 \), \( x \in M^4 \). Then the Bach tensor \( B \) associated to this metric satisfies

\[
B \equiv -\frac{5}{3} d^2 R \mod g.
\]

Proof. Let \( s_1, ..., s_4 \) be as usual a local pseudo-orthonormal frame with \( \varepsilon_i = g(s_i, s_i) \) and \( Y, Z \) vector fields on \( M^4 \) and let all fields be parallel along geodesics through \( x \). From Proposition 6.15 assertion 4 we obtain

\[
\sum_{i,j} \varepsilon_i \varepsilon_j (\nabla_{s_i} \nabla_{s_j} W)(s_i, Y, Z, s_j) \equiv \sum_i \varepsilon_i s_i \left( \sum_j \varepsilon_j (\nabla_{s_j} W)(s_i, Y, Z, s_j) \right)
\]

\[
\equiv \sum_i \varepsilon_i s_i (-\left( \nabla_{s_i} L \right)(Y, Z) + \left( \nabla_Y L \right)(s_i, Z))
\]

\[
\equiv \sum_i \varepsilon_i (-\left( \nabla_{s_i} \nabla_{s_i} L \right)(Y, Z) + \left( \nabla_{s_i} \nabla_Y L \right)(s_i, Z))
\]

\[
\equiv \sum_i \varepsilon_i (-\left( \nabla_{s_i} \nabla_{s_i} L \right)(Y, Z) + \left( \nabla_Y \nabla_{s_i} L \right)(s_i, Z))
\]

where the last equality uses \( L(x) = 0 \). Hence,

\[
STrace_{(1,3)(2,6)} \nabla^2 W \equiv \Delta L - d \delta L. \tag{47}
\]

the first term of the r.h.s. equals

\[
\Delta L = \frac{1}{12} (\nabla R) \cdot g - \frac{1}{2} \Delta (\text{Ric})
\]

which follows from \( L = \frac{1}{12} Rg - \frac{1}{2} \text{Ric} \) and \( \nabla g = 0 \). Now turn to the second term. By

\[
\delta (R \cdot g)(X) = -\sum_i \varepsilon_i \nabla_{s_i} (R \cdot g)(s_i, X) = -\sum_i \varepsilon_i dR(s_i) \cdot g(s_i, X) = -dR(X)
\]

we get

\[
d \delta Rg = -d^2 R.
\]

Furthermore, \( \delta \text{Ric} = -\frac{1}{2} dR \) yields

\[
d \delta \text{Ric} = -\frac{1}{2} d^2 R.
\]

Consequently,

\[
d \delta L = -\frac{1}{12} d^2 R + \frac{1}{4} d^2 R = \frac{1}{6} d^2 R. \tag{49}
\]

On the other hand we have \( Q_{2A}(W, L) \equiv 0 \) since \( L(x) = 0 \). Hence, by definition

\[
B \equiv STrace_{(1,3)(2,6)} \nabla^2 W.
\]
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Combining this with (47), (48) and (49) we conclude
\[ B \equiv \frac{1}{12}(\Delta R) \cdot g - \frac{1}{2} \Delta (\text{Ric}) - \frac{1}{6} d^2 R \equiv \frac{1}{2} \Delta (\text{Ric}) - \frac{1}{6} d^2 R. \] (50)

Now the term $\Delta (\text{Ric})$ remains to be discussed. As we observed the Ricci tensor of an $x$-adapted metric satisfies $d^2 \text{Ric} \equiv \frac{2}{9} Q_4 (\mathcal{R}, \mathcal{R})$. Since $\mathcal{R} = W + g \Box L$ and $L(x) = 0$ we get
\[ d^2 \text{Ric} \equiv \frac{2}{9} Q_4 (W, W). \]

Consequently, by Lemma 6.15, assertion 3
\[ \text{Trace } d^2 \text{Ric} \equiv \frac{2}{9} \text{Trace } Q_4 (W, W) = \frac{1}{8} \| W \|^2 g \equiv 0. \] (51)

On the other hand,
\[ \text{Trace } d^2 \text{Ric}(X, Y) = \sum_i \varepsilon_i (d^2 \text{Ric})(s_i, s_i, X, Y) = \]
\[ = \frac{1}{4!} \sum \varepsilon_i \left( 4(\nabla_{s_i} \nabla_{s_i} \text{Ric})(X, Y) + 4(\nabla_{s_i} \nabla_X \text{Ric})(s_i, Y) + 4(\nabla_X \nabla_{s_i} \text{Ric})(s_i, Y) \\
+ 4(\nabla_{s_i} \nabla_Y \text{Ric})(s_i, X) + 4(\nabla_Y \nabla_{s_i} \text{Ric})(s_i, X) \\
+ 2(\nabla_X \nabla_Y \text{Ric})(s_i, s_i) + 2(\nabla_Y \nabla_X \text{Ric})(s_i, s_i) \right) \]

Since $\text{Ric}(x) = 0$ implies $\nabla_{s_i} \nabla_X \text{Ric} \equiv \nabla_X \nabla_{s_i} \text{Ric}$ this equals
\[ = -\frac{1}{6} (\Delta \text{Ric})(X, Y) - \frac{2}{3} d \delta \text{Ric}(X, Y) + \frac{1}{6} d^2 R(X, Y) \]
\[ = -\frac{1}{6} (\Delta \text{Ric})(X, Y) + \frac{1}{2} d^2 R(X, Y) \] (52)

using again $\delta \text{Ric} = -\frac{1}{2} d R$. Equations (51) and (52) now yield
\[ -\Delta \text{Ric} + 3 d^2 R \equiv 0 \mod g \]

and Equation (50) implies
\[ B \equiv -\frac{3}{2} d^2 R - \frac{1}{6} d^2 R = -\frac{5}{3} d^2 R \mod g. \]

Now we are able to calculate $I_2(P)$ for a normally hyperbolic operator $P$ on $M^4$. Again let without loss of generality the associated Lorentz metric $g$ be $x$-adapted for a fixed $x \in M^4$. Propositions 6.13 and 6.14 yield
\[ I_2(P)(x) = T (-\frac{1}{6} d^2 P P(x, x) - d I_1(P)(x) - \frac{1}{3} d^2 I_0(P)(x)). \]
Since \( I_1 = \frac{1}{12} \delta F \) and \( I_0 = -\frac{1}{2} C \) as we have seen in the previous sections we get

\[
I_2(P)(x) = T\left(-\frac{1}{6} d^2 P \mathcal{P} (x, x) - \frac{1}{12} d \delta F + \frac{1}{6} d^2 C \right).
\]

With the same notation as above we have

\[
d^2 P \mathcal{P} (x, x) = \sum_I u_I^*(x) \otimes d^2 P u_I(x) = \sum_I u_I^*(x) \otimes d^2 \Delta u_I(x) + d^2 H(x).
\]

By definition of the Cotton invariant

\[
d^2 H = d^2 (C + \frac{1}{6} R) = d^2 C + \frac{1}{6} d^2 R.
\]

Proposition 6.17 now implies

\[
d^2 H \equiv d^2 C - \frac{1}{10} B \mod g.
\]

Consequently,

\[
I_2(P)(x) = T\left(-\frac{1}{6} \sum_I u_I^*(x) \otimes d^2 \Delta u_I(x) + \frac{1}{60} B - \frac{1}{12} d \delta F \right).
\] (53)

Consider now the first term of the r.h.s. Here we proceed in the same manner as in Section 6.6.4. Let \( Y \) be a vector in \( x \) extended by parallel displacement along geodesics to a local vector field. Furthermore, let \( u \) be a section parallel along geodesics through \( x \). In particular, we have \( d^4 u(x) = 0 \). Consequently,

\[
(\nabla_{s_i} \nabla_Y \nabla_Y \nabla_Y + \nabla_{s_i} \nabla_Y \nabla_{s_i} \nabla_Y + \nabla_Y \nabla_{s_i} \nabla_Y + \nabla_Y \nabla_Y \nabla_{s_i} \nabla_Y + \nabla_{s_i} \nabla_Y \nabla_Y \nabla_{s_i} + \nabla_{s_i} \nabla_Y \nabla_Y \nabla_{s_i}) u \equiv 0
\]

Commuting the derivatives we get

\[
0 \equiv 6 \nabla_Y \nabla_Y \nabla_Y \nabla_{s_i} u + 3(\nabla_Y \nabla_{s_i} F)(s_i, Y) u + 8 \nabla_Y \nabla_{s_i} \nabla_Y \nabla_{s_i} u - 4 \nabla_Y \nabla_{s_i} \nabla_Y \nabla_{s_i} u + 6 F(s_i, \nabla_Y \nabla_{s_i} Y) u + 6 F(s_i, \nabla_Y \nabla_{s_i} Y) u.
\] (54)

Extending \( \nabla_Y \nabla_{s_i} Y \) parallel along geodesics starting at \( x \) and using \( d^4 u(x) = 0 \) we obtain

\[
\nabla_{\nabla_Y \nabla_{s_i} Y} \nabla_{s_i} u \equiv \frac{1}{2} F(\nabla_Y \nabla_{s_i} Y, s_i) u.
\]

Furthermore, \( \nabla_Y \nabla_{s_i} Y = \frac{1}{2} \mathcal{R}(Y, s_i) Y \) and \( \nabla_Y \nabla_{s_i} u = \frac{1}{2} F(Y, s_i) u \). After summation (54) now yields

\[
0 \equiv 6 \sum_i \epsilon_i \nabla_Y \nabla_Y \nabla_{s_i} \nabla_{s_i} u - 3 d \delta F(Y, Y) + 4 \nabla_{\text{Ric}(Y)} \nabla_Y u
\]

\[
-3 \sum_i \epsilon_i F(s_i, Y) F(s_i, Y) u - \sum_i \epsilon F(\mathcal{R}(Y, s_i) Y, s_i) u.
\] (55)
The last term of (55) vanish because of the symmetry properties of $\mathcal{R}$ and $F$. Finally, using $\text{Ric}(x) = 0$ we conclude
\[
\sum_{i} \varepsilon_{i} \nabla_{Y} \nabla_{Y} \nabla_{s_{i}} \nabla_{s_{i}} u \equiv \frac{1}{2} d \delta F(Y, Y) - \frac{1}{2} \sum_{i} \varepsilon_{i} F(s_{i}, Y) F(s_{i}, Y) u.
\]
In the same way by commuting the derivatives and using again $\text{Ric}(x) = 0$ we get
\[
\nabla_{Y} \nabla_{Y} \nabla_{s_{i}} s_{i} u \equiv 0.
\]
Defining
\[
Q_{2}(F, F) := \text{STrace}_{(1,3)} F \otimes F
\]
we obtain
\[
d^{2} \Delta u(x) = -\frac{1}{2} d \delta F u(x) - \frac{1}{2} Q_{2}(F, F) u(x).
\]
(56)
Now we are ready to finish the calculation of $I_{2}$. Combining (53) with (56) yields
\[
I_{2} \equiv \frac{1}{12} \mathcal{T}(Q_{2}(F, F) + \frac{1}{5} B).
\]
We already know that the Bach tensor is trace free. On the other hand we have
\[
\mathcal{T}(Q_{2}(F, F)) = Q_{2}(F, F) - \frac{1}{4} g \otimes \text{Trace}Q_{2}(F, F)
\]
\[
= Q_{2}(F, F) - \frac{1}{4} g \otimes \|F\|^{2}.
\]
(57)
(58)
It turns out that
\[
I_{2} = \frac{1}{12} (Q_{2}(F, F) - \frac{1}{4} g \otimes \|F\|^{2} + \frac{1}{5} B \otimes \text{Id}_{E}).
\]
Collecting the above proven results one obtains the following geometric conditions for a normally hyperbolic operator to be of Huygens type:

**Theorem 6.11** Let $P : \Gamma(E) \rightarrow \Gamma(E)$ be a normally hyperbolic operator of Huygens type on a 4-dimensional manifold $M^{4}$. Let $g$ be the Lorentzian metric defined by $P$, $\nabla^{P}$ the covariant derivative and $H_{P}$ the homomorphism on $E$ associated to $P$ by its Weitzenböck formula. Then the following conditions are satisfied:

1. $H_{P} = \frac{1}{6} R$, where $R$ is the scalar curvature of $(M^{4}, g)$.

2. $\nabla^{P}$ is a Yang-Mills connection: for the curvature $F^{P}$ of $\nabla^{P}$ $\delta F^{P} = 0$ holds.

3. The Bach tensor $B$ of $(M^{4}, g)$ equals a multiple of the "energy impuls tensor" of $F^{P}$:
\[
B \otimes \text{Id}_{E} = -5 \left( Q_{2}(F^{P}, F^{P}) - \frac{1}{4} g \otimes \|F^{P}\|^{2} \right)
\]
Finally we remark that formulas for the moments $I_{3}(P)$ and $I_{4}(P)$ for normally hyperbolic operators on 4-dimensional manifolds can be found in the appendix of [Gün88].
7 Applications

In this section we will describe some results concerning the Huygens property for the Dirac, the Hodge-Laplace and the Yamabe operator.

In the study of Huygens operators a certain class of Lorentzian manifolds plays an extra-ordinary role, the so-called plane wave manifolds (see [Sch74] for detailed explanations).

**Definition 7.1** A Lorentzian manifold \((M^n, g)\) is called plane wave manifold if the following conditions are satisfied:

1. There exists an isotropic parallel vector field \(V \in \mathfrak{X}(M)\).
2. The curvature tensor \(\mathcal{R}\) of \((M, g)\) satisfies
   \[ \text{Trace}_{(3,5),(4,6)} \mathcal{R} \otimes \mathcal{R} = 0 \]
3. \(\mathcal{R}\) is quasi recurrent with \(V\) i.e. that there exists a \((4,0)\)-tensor field \(\mathcal{R}_1\) such that
   \[ \nabla \mathcal{R} = V^\flat \otimes \mathcal{R}_1 \]

where \(V^\flat\) denotes the 1-form dual to \(V\) with respect to \(g\).

A plane wave manifold is foliated by submanifolds of codimension 1, the integral curves of \(V\) are isotropic geodesics running in the leaves of the foliation and \(M\) is locally symmetric along the leaves: \(\nabla_X \mathcal{R} = 0\) for all vectors \(X\) tangent to the leaves of the foliation.

The scalar curvature of a plane wave manifold is zero. A 4-dimensional plane wave manifold is of Petrov type \(N\) in points where the Weyl tensor differs from zero.

**Proposition 7.1** A Lorentzian manifold \((M^n, g)\) is a plane wave manifold with the parallel isotropic vector field \(V\) if and only if for each point \(x \in M\) there exists a coordinate neighbourhood \((U, (x^1, ..., x^n))\) such that the metric \(g\) has the form
\[
g_{ij} = 2dx^1dx^2 + a_{\alpha \beta}(x^1)dx^\alpha dx^\beta \quad 3 \leq \alpha, \beta \leq n
\]

where \((a_{\alpha \beta})\) is a positive definite matrix, depending only on \(x^1\) and \(V\) is given by \(V|_U = \frac{\partial}{\partial x^2}\).

7.1 Dirac operators

Let \((M^n, g)\) be an oriented Lorentzian spin manifold with spinor bundle \(S\) and denote by \(D : \Gamma(S) \rightarrow \Gamma(S)\) the Dirac operator of \((M^n, g)\):

\[
D\varphi := \sum_{j=1}^{n} \varepsilon_j s_j \cdot \nabla_{s_j} S \varphi, \quad \varphi \in \Gamma(S),
\]

where \((s_1, ..., s_n)\) denotes a local orthonormal basis with timelike vector \(s_1, \varepsilon_j = g(s_j, s_j)\) and \(\cdot\) is the Clifford multiplication.

If \((M^n, g)\) is a plane wave manifold of even dimension \(n\), then all Hadamard coefficients \(U_k, k \geq 1\), of the square \(D^2\) of the Dirac operator vanish (for a suitable covering by geodesically normal domains). Hence from the Hadamard criterion follows.
Theorem 7.1 ([Bau96])

Let $(M^n, g)$ be a plane wave manifold of even dimension $n \geq 4$ with a spinor bundle $S$. Then the square of the Dirac operator $D^2 : \Gamma(S) \to \Gamma(S)$ is Huygens.

Furthermore, comparing the square of the Dirac operator on Lorentzian space forms with the Yamabe operator one can prove

Theorem 7.2 ([Bau96])

Let $D$ be the Dirac operator on a Lorentzian spin manifold of constant sectional curvature $K$. Then the operator $D^2 - K$ is of Huygens type.

Dirac operators and other spinor field operators on 4-dimensional manifold were studied by V. Wünsch using the 2-component spinor calculus introduced by Infeld, van der Warden and Penrose (see [Wün78], [Wün79], [Wün80], [Wün85]). The curvature conditions arising from the vanishing of the moments allow a complete characterization of the 4-dimensional analytic Lorentzian spin manifolds on which the square of the Dirac operator is of Huygens type.

Theorem 7.3 ([Wün78] Folg.3.3, [Wün79] Prop.5.6, [Wün80] Prop. 2.11)

Let $D : \Gamma(S) \to \Gamma(S)$ denote the Dirac operator of a 4-dimensional space and time oriented analytic Lorentzian spin manifold $(M^4, g)$ and let $f$ be a smooth function on $M$. If the operator $D^2 - f : \Gamma(S) \to \Gamma(S)$ is Huygens, then the scalar curvature $R$ of $(M^4, g)$ is constant and equals $12f$.

If $R$ is constant and non zero, then $D^2 - \frac{1}{12} R$ is Huygens if and only if $(M^4, g)$ has constant sectional curvature.

If $R$ is identically zero, then $D^2$ is Huygens if and only if $(M^4, g)$ is conformally flat or a plane wave manifold.

Now, let $G$ be a Lie group, let $P$ be a $G$-principal fibre bundle over $(M, g)$ and denote by $E := P \times_G V$ a complex vector bundle associated to $P$. Then each connection $A$ of $P$ defines a covariant derivative $\nabla^A$ in $E$. The Dirac operator $D_A$ coupled to the connection $A$ is defined by

$$D_A(\varphi \otimes e) := D\varphi \otimes e + \sum_{j=1}^n \varepsilon_j s_j \cdot \varphi \otimes \nabla_{s_j}^A e.$$ 

For Huygens operators on 4-dimensional manifolds the Cotton invariant vanishes. Therefore, one can reduce the study of the Huygens property for coupled Dirac operators on 4- dimensional manifolds to the uncoupled case.

Theorem 7.4 ([Ill88], [Bau96])

Let $D_A : \Gamma(S \otimes E) \to \Gamma(S \otimes E)$ denote the Dirac operator over a 4-dimensional space and time oriented analytic Lorentzian spin manifold $(M^4, g)$ coupled to a connection $A$ and let $f$ be a smooth function on $M$.

If the operator $D_A^2 - f$ is Huygens, then the scalar curvature $R$ of $(M^4, g)$ is constant.
and equals 12f. If R is constant and non-zero, then $D_A^2 - \frac{1}{12}R$ is Huygens if and only if $(M^4, g)$ has constant sectional curvature and A is flat.
If R is identically zero, then $D_A^2$ is Huygens if and only if $(M^4, g)$ is conformally flat or locally isometric to a plane wave manifold and A is flat.

7.2 Hodge-Laplace operators

Let us denote by $\Delta_p : \Omega^p(M) \rightarrow \Omega^p(M)$ the Hodge-Laplace operator on p-forms over an oriented Lorentzian manifold $(M^n, g)$.

For a plane wave manifold of dimension n one can prove that all Hadamard coefficients $U_k^{(p)}, k \geq 2$, of the Hodge-Laplace operator $\Delta_p, p = 1, \ldots, n - 1$, vanish. Hence the Hadamard criterion yields

**Theorem 7.5** ([Sch71], [Gün88], Lemma 8.3.6, Th.8.3.7)

Let $(M^n, g)$ be a plane wave manifold of even dimension $n \geq 6$. Then the Hodge-Laplace operators $\Delta_p$ on p-forms of $(M^n, g)$ are of Huygens type for all $p = 1, \ldots, n - 1$.

In the 4-dimensional analytic case there is a complete description of the Lorentzian manifolds with Huygens Hodge-Laplace operators:

**Theorem 7.6** ([Sch78], [Wün79], [Gün88] Example to Th. 7.3.8, Rem. 7.3.9, Prop. 7.4.10)

Let $(M^4, g)$ be a 4-dimensional oriented Lorentzian manifold. Then

1. The Hodge-Laplace operators $\Delta_1$ and $\Delta_3$ are Huygens if and only if $(M^4, g)$ is flat.
2. Let $(M^4, g)$ be analytic. Then $\Delta_2$ is Huygens if and only if $(M^4, g)$ is conformally flat with vanishing scalar curvature.

7.3 The Yamabe operator

Let $Y_g := \Delta_0 + \frac{n-2}{4(n-1)} R : C^\infty(M) \rightarrow C^\infty(M)$ be the Yamabe operator of a Lorentzian manifold $(M, g)$. The Yamabe operator is conformally invariant:

$$Y_{\tilde{g}} = e^{-\frac{(n+2)}{2}\varphi}Y_g e^{\frac{n-2}{2}\varphi}, \quad \tilde{g} = e^{2\varphi}g$$

On conformally flat Lorentzian manifolds of even dimension $n \geq 4$ the Yamabe operator is of Huygens type, since it is trivial. Moreover, for Lorentzian space forms the following result was proved

**Theorem 7.7** ([Hel94] chap. 5.5.4, [SS94])

Let $(M^n, g)$ be a Lorentzian manifold of constant sectional curvature and even dimension $n \geq 4$. Then for each $m = 3, 5, \ldots, n - 1$ the shifted Laplace operator

$$L_m := \Delta_0 + K(n-m)(m-1)$$

is of Huygens type.
For plane wave manifolds \((M^n, g)\) all Hadamard coefficients \(U_k, k \geq 1\), of the Yamabe operator vanish. Hence, using the Hadamard criterion and the conformal invariance of the Yamabe operator one obtains

**Theorem 7.8** ([Gün85], [Gün88] Th. 8.3.4)

Let \((M^n, g)\) be a Lorentzian manifold of even dimension \(n \geq 4\). If \((M^n, g)\) is locally conformal equivalent to a plane wave manifold, then the Yamabe operator of \((M^n, g)\) is Huygens.

Contrary to the case of the Dirac and the Hodge-Laplace operators on \(p\)-forms, there is no complete description of the class of 4-dimensional manifolds on which the Yamabe operator is Huygens. All known results suggest the conjecture:

**Conjecture:** The Yamabe operator on a 4-dimensional Lorentzian manifold \((M^4, g)\) is of Huygens type if and only if \((M^4, g)\) is locally conformal equivalent to a plane wave manifold.

Several special classes of 4-dimensional manifolds were studied:

**Theorem 7.9** ([McL69], [Wün79], [CM86], [CM87], [CM88], [Gün88] chap.8, [Wün89], [CCMW91], [AM93], [AM94], [Wün94])

Let \((M^4, g)\) be a 4-dimensional Lorentzian manifold such that the Yamabe operator \(Y\) of \((M^4, g)\) is Huygens. Then:

1. If \((M^4, g)\) is Ricci-flat and not locally symmetric, then it is a plane wave manifold.
2. If \((M^4, g)\) is an Einstein space, then it is a plane wave manifold or a space of constant sectional curvature.
3. If \((M, g)\) is locally symmetric or if the Ricci tensor is parallel, then it is conformally flat or a plane wave manifold.
4. If \((M^4, g)\) is of Petrov type \(N\), then it is locally conformal equivalent to a plane wave manifold.
5. \((M^4, g)\) is not of Petrov type \(D\).
6. If \((M^4, g)\) is conform recurrent, then \((M^4, g)\) is a plane wave manifold.
7. If \((M^4, g)\) is recurrent then it is conformally flat or a plane wave manifold.
8. If \((M^4, g)\) is \((2 \times 2)\)-decomposable or central symmetric, then it is conformally flat.
9. If the divergence of the Weyl tensor vanishes, then \((M^4, g)\) is locally conformal equivalent to a plane wave manifold.

### 7.4 The wave operator of Riemannian symmetric spaces

Let \((X^m, h)\) be a Riemannian symmetric space and denote by \(\Delta_X\) the Laplace operator acting on functions over \(X\). Let \((M = R \times X, g = -dt^2 + h)\) be the Lorentzian product of \(X\) with the real line. We consider the wave operator \(\Box_X := \frac{\partial^2}{\partial t^2} + \Delta_X : C^\infty(M) \rightarrow C^\infty(M)\). The Huygens property for this wave operator was studied by Helgason, Olafsson, Schlichtkrull et al deriving explicit formulas for the fundamental solution using methods of harmonic analysis. As already stated, the shifted wave operator
\[ \Box_X + \frac{(m-1)^2}{4} K \] for an \( m \)-dimensional space \( X \) of constant sectional curvature \( K \) is trivial, hence for odd \( m \geq 3 \) this operator is of Huygens type.

For Riemannian symmetric spaces of non-compact type the following is known:

**Theorem 7.10** ([Hel92], [OS92], [Hel94], chap.5.5)

Let \( X = G/K \) be an odd-dimensional Riemannian symmetric space of noncompact type and suppose that all Cartan subgroups of \( G \) are conjugated. Denote by \( ||\rho|| \) the length of the half sum of all positive roots with respect to the Killing form. Then the shifted wave operator \( \Box_X - ||\rho||^2 \) is of Huygens type.

For Riemannian symmetric spaces of compact type the following is known:

**Theorem 7.11** ([Feg84], [Hel84], [Hel94] chap. 5.5)

If \( X \) is an odd-dimensional, compact semi-simple Lie group with the metric given by the negative Killing form, then the shifted wave operator \( \Box_X + \frac{\dim X}{24} \) is of Huygens type.

### 7.5 The D’Alambert operator plus potentials on the Minkowski space

We know that the D’Alambert operator \( \Box_m = \frac{\partial^2}{\partial t^2} - \sum_{i=1}^{m} \frac{\partial^2}{\partial x_i^2} \) acting on functions over an open subset of the Minkowski space \( \mathbb{R} \times \mathbb{R}^m \) is of Huygens type if and only if \( m \) is odd and \( m \geq 3 \). In dimension \( m = 3 \) we can not add a potential \( V \), such that the operator \( \Box_3 + V \) remains Huygens since the Cotton invariant has to vanish. The question which potentials can be added in higher dimension was studied by Stellmacher, Lagnese, Schimming, Berest, Veselov and others (see [BV94b] for a detailed survey).

Using so-called Dunkl operators it can be checked that for a certain class of potentials \( V \) the Hadamard coefficient \( U_{-\frac{1}{2}} \) of \( \Box_m + V \) vanishes.

**Theorem 7.12** ([BV94a]) Let \( G \) be a Coxeter group in \( \mathbb{R}^p \), \( 0 < p \leq m \), and denote by \( R^+ \) the set of all positive roots of \( G \). For a \( G \)-invariant function \( \mu : \mathcal{R}^+ \rightarrow \mathbb{N} \) we denote by \( V_\mu \) the function

\[
V(x_1, \ldots, x_p) := \sum_{\alpha \in \mathcal{R}^+} \frac{\mu(\alpha)(\mu(\alpha) + 1)(\alpha, \alpha)}{(\alpha, x)^2}
\]

Then the operator \( P := \Box_m + V_\mu(x_1, \ldots, x_p) \), acting on functions over the Minkowski space without the hypersurfaces in \( \mathbb{R}^p \) orthogonal to the roots is of Huygens type if \( m > 3 + 2 \sum_{\alpha \in \mathcal{R}^+} \mu(\alpha) \).
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