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Abstract

We continue our study of heterotic/type-I duality in $D < 10$ dimensions. We consider the heterotic and type-I theories compactified on tori to lower dimensions. We calculate the special ("BPS saturated") $F^4$ and $R^4$ terms in the effective one-loop heterotic action. These terms are expected to be non-perturbatively exact for $D > 4$.

The heterotic result is compared with the associated type-I result. In $D < 9$ dimensions, the type-I theory has instanton corrections due to D1 instantons. In $D = 8$ we use heterotic-type I duality to give a simple prescription of the D-instanton calculation on the type I side. We allow arbitrary Wilson lines and show that the D1-instanton determinant is the affine character-valued elliptic genus evaluated at the induced complex structure of the D1-brane world-volume. The instanton result has an expansion in terms of Hecke operators that suggest an interpretation in terms of an $SO(N)$ matrix model of the D1-brane. The total result can be written in terms of generalized prepotentials revealing an underlying holomorphic structure.

In $D < 8$ we calculate again the heterotic perturbative thresholds and show that they agree with the D1-instanton calculation using the rules derived in $D = 8$. 
1 Introduction and Results

D-brane solitons and instantons are a key element of all non-perturbative duality conjectures. While solitons have been studied vigorously, the attention payed to instantons has been lesser and more recent: it includes work on the point-like D-instanton of type IIB [1]–[7], on the resolution of the type IIA conifold singularity by Euclidean 2-branes [8, 9, 10], and on non-perturbative effects associated with Euclidean 5-branes [11]–[14]. Here we will look at a simpler case, that of Euclidean D-strings present in type I SO(32) string theory: these are physically less interesting, since they are mapped by strong-weak-coupling dualities to standard world-sheet instanton effects on the type IIB, respectively heterotic side. Our motivation is however different: we would like to gain a better understanding of the rules of semi-classical D-instanton calculations, which could prove useful in more interesting contexts. We will at the same time elucidate some subtleties of the above duality maps, when applied below the critical dimension.

There have been many qualitative checks of various non-perturbative dualities, but so far quantitative checks are scarce. In order to do a tractable quantitative test of a non-perturbative duality we need to carefully choose the quantity to be computed. Since usually a weak coupling computation has to be compared with a strong coupling one, one has to choose a quantity whose strong coupling computation can be also done at weak coupling. Such quantities are very special and generally turn out to be terms in the effective action that obtain loop contributions from BPS states only. They are also special from the supersymmetry point of view, since the dependence of their couplings on moduli must satisfy certain holomorphicity or harmonicity conditions. Moreover, when supersymmetry commutes with the loop expansion, they get perturbative corrections from a single order in perturbation theory. Such terms have also special properties concerning instanton corrections to their effective couplings. In particular, they obtain corrections only from instantons that leave some part of the original supersymmetry unbroken. Sometimes, such terms are directly linked to anomalies.

For ground states with N=2 supersymmetry\(^1\), the two derivative terms in the effective action have the properties mentioned above. All the information about the two derivative effective action is contained in a prepotential which is holomorphic in the vector-moduli and another one which contains the hypermultiplet moduli. Moreover, there is a tower of higher derivative terms [15], that also have such special properties, and their action can be written as an F-term. The simplest such bosonic term is the \(R^2\) term.

In the case of N=4 supersymmetry, the two derivative effective action does not receive any corrections, neither perturbative nor non-perturbative. The higher derivative terms that have the special properties mentioned above are, among others, the four derivative \(F^4\) and \(R^2\) terms, the six-derivative \(F^2R^2\) terms and the eight-derivative \(R^4\) terms [16].\(^2\) In this paper we will focus on such terms in vacua with N=4 supersymmetry.

In [18] the relevant heterotic as well as some type I one-loop thresholds were calculated.

\(^1\)We count the supersymmetries using four-dimensional language (in units of four supercharges).
\(^2\)The analysis of [17] strongly indicates that there is also an infinite tower of such terms, like in the N=2 case, which are special.
In $D = 9$ no instanton corrections are expected and the two sides could be matched in
perturbation theory. The thresholds of the irreducible terms, $trR^4, trF^4$ obtain only one-
loop contributions on both sides. Via the duality map, the heterotic result for the factorizable
terms $(trF^2)^2, (trR^2)^2, trF^2trR^2$ were shown to contain terms that come from higher genus
($\chi = -1, -2$) on the type I side. These are contact (boundary) terms on the type I side
and their appearance was motivated. Their presence is associated with the (mild) non-
holomorphicity of the elliptic genus on the heterotic side, while they are related to the
different structure of supersymmetry on the type I side. World-sheet contact terms are
responsible for this non-holomorphicity on the heterotic side. It was shown that the one-
loop (non-contact) terms matched on both sides. This worked because the winding sum
in the heterotic side can be traded for unfolding the torus fundamental domain to a strip
which is the relevant annulus fundamental domain on the type I side. It is crucial for this
that no windings appear in the type I theory. This is essentially the old trick used in finite
temperature string theory which maps a case with windings and a torus fundamental domain
to a case without windings and an annulus domain.

The $D = 8$ case was further considered, where D1-brane instanton corrections are ex-
pected on the type I side. The Wilson lines were set to zero and the heterotic thresholds
were calculated as functions of the two-torus moduli $T, U$. Using the heterotic-type I du-
ality map, the heterotic result was separated into perturbative and non-perturbative type-I
parts. The perturbative part depends only on $U$ and has a similar structure as in $D = 9$.
The non-contact terms were again shown to agree with a one-loop calculation on the type
I side. The non-perturbative part was given an elegant interpretation in terms of D1-brane
instantons. The relevant configurations turn out to be a single Euclidean D1-brane wrapped
(holomorphically) in all possible ways around the two torus. Wrapped configurations related
by large diffeomorphisms of the D1-brane world-sheet should be considered equivalent and
not be summed over. Multiple D1-branes at a non-zero distance do not contribute due to zero
modes. However, configurations which factorize into several independently wrapped (over-
lapping) D1-branes should also be included. This is necessary for restoring the $SL(2, Z)_T$
T-duality symmetry. The necessity of including independent wrapped D1-branes can be
interpreted (in the Minkowski case) as the presence of bound states at threshold.

By directly evaluating the classical D1-brane world-sheet action (which is known in-
dependently) the exponential terms $e^{2\pi iT}$ of the heterotic result were reproduced. Most
interestingly, the fluctuation determinant turned out to be, not unexpectedly, the heterotic
elliptic genus evaluated at the complex structure modulus of the wrapped D1-brane.

In this paper we continue and generalize the analysis of [18]. In $D = 8$ we turn on
all possible moduli, the $T, U$ torus moduli as well as the 16 complex Wilson lines, $y^i$. We
again evaluate the heterotic perturbative thresholds for the gravitational terms $trR^4$ and
$(trR^2)^2$. The piece that is non-perturbative on the type-I side is shown to be given again
by D1-instantons. The fluctuation determinant is again holomorphic and is given by the
affine character-valued heterotic elliptic genus. We show that the full threshold correction
can be written in terms of generalized holomorphic prepotentials indicating a hitherto un-
known holomorphic structure of these higher derivative terms in the context of $D = 8$ N=1
supergravity. The existence of such prepotentials is shown to be intimately related to the
presence of the two-torus. Differential identities satisfied by the torus lattice sum translate into existence conditions of prepotentials.

We further compactify both theories to \( D < 8 \). The heterotic threshold is perturbative for \( D > 4 \). We evaluate it and subsequently show, that it translates into perturbative type-I contributions as well as D1-instanton corrections where now the world-volume of the D1-brane (with \( T^2 \) topology) is mapped supersymmetrically in all possible ways into \( T^{10-D} \). The one-loop determinant around the instanton is again given by the heterotic elliptic genus evaluated on the induced complex structure on the world-volume of the Euclidean D1-brane.

The structure of the paper is the following. In Section 2 we present some general remarks on perturbative and non-perturbative corrections for the special terms in the effective action in the presence of N=4 spacetime supersymmetry. In Section 3 we discuss the form of one-loop thresholds for the relevant \( R^4 \) and \( F^4 \) terms and their relation to the elliptic genus. In Section 4 we present the calculation of the \( D = 8 \) heterotic thresholds, while these are further discussed in Section 5, along with supersymmetric recursion relations and generalized prepotentials. The corresponding D1-brane instanton interpretation on the type I side is given in Section 6. The case with non-zero Wilson lines and its D1-brane interpretation is given in Section 7. Section 8 discusses toroidal compactifications of the heterotic string to lower dimensions and the corresponding D1-brane interpretation. Finally, Section 9 contains further remarks and directions. In Appendix A we present useful facts about modular forms and various modular covariant derivatives. In Appendix B we give the duality map of heterotic/type I duality in less than ten dimensions. In Appendix C we outline the calculation of one-loop threshold corrections for general heterotic N=4 ground states. In Appendix D we list various useful properties of the (2,2) lattice. In Appendix E we evaluate the integrals relevant for the heterotic threshold calculation in \( D = 8 \). In Appendix F we derive the large volume expansion of the heterotic thresholds. In Appendix G we discuss recursion relations satisfied by heterotic thresholds and how these translate into the existence of generalized prepotentials. Finally, in Appendix H we calculate the one-loop heterotic thresholds for toroidal compactifications to \( D < 8 \).

## 2 The Setup and Some General Remarks

The effective action for \( F^4, R^4, \) and \( R^2 F^2 \) terms in an N=4 theory can receive corrections that are either perturbative or non-perturbative. Of course, the distinction between perturbative or non-perturbative corrections depends on a given string theory one starts with. Perturbative corrections in one description can contain non-perturbative contributions when translated in a dual description in terms of a different string theory. When, however, such terms obtain one-loop contributions in a given description then such contributions are proportional to a supertrace of the helicity to the fourth power\(^3\)[16]. Since the helicity supertraces are essentially indices to which only short BPS multiplets contribute [16, 19], the one-loop contribution to such terms is due to BPS states only. The appropriate helicity supertraces count essentially the numbers of “unpaired” BPS multiplets. It is only

\(^3\)In N=2 groundstates the supertrace of the helicity squared is obtained instead.
these that are protected from renormalization and can provide reliable information in strong coupling regions. In fact, calling the helicity supertraces indices is more than an analogy. In our context, unpaired BPS states in lower dimensions are intimately connected with the chiral asymmetry (conventional index) of the ten-dimensional theory. It is well known that the ten-dimensional elliptic genus is the stringy generalization of the Dirac index [20, 21]. Projecting the elliptic genus on physical states in ten dimensions gives precisely the massless states, responsible for anomalies. In lower dimensions, BPS states are determined uniquely by the elliptic genus, as well as the compact manifold data (in our case the toroidal lattice sum). Moreover, the amplitudes that only have BPS contributions are governed by the ten-dimensional elliptic genus and its covariant derivatives as will be shown latter on in this paper. It would be interesting to generalize in a model-independent way the relationship of standard indices and helicity supertraces giving rise to the elliptic genus.

For several four or six-dimensional ground states with $N=2,4$ supersymmetry there is a trio of dual descriptions corresponding to a type II, heterotic and type I (open) description. In the type II description the special terms described above, seem to obtain perturbative contributions from a single order in perturbation theory. This order is proportional to the number of fields appearing in such a term if it belongs to the gravitational sector. Moreover, these different loop order contributions satisfy recursion relations [15]. In the heterotic description such terms seem to obtain perturbative contributions only at one-loop. Successful comparisons of such corrections have been made [23] between heterotic-type II $N=2$ dual pairs.

The case of the type I duals is more special. One of the reasons is that supersymmetry in type I theory does not “commute” with the genus expansion. This can be easily seen by observing that, for example, the Green-Schwarz anomaly term $B \wedge F^4$ appears at one loop while the CP-even term $F^4$ appears at the disk level. However, the two are related by supersymmetry [24]. Since supersymmetry is essential in duality, we would expect subtleties in comparing the type I with the heterotic string past the tree level. Already in [25] a comparison was made between $N=2$ heterotic and type I vacua in four dimensions using the techniques and results of [26]. It was shown that the duality map has to be modified since on the type I side there are one-loop corrections to the Einstein term that modify the passage to the Einstein frame where dual theories are compared. Moreover, similar comparisons in $N=2$ groundstates have been made for the higher F-terms, [27]. In [18] it was shown that even for $N=4$ ground states such subtleties arise and have to be resolved.

On the heterotic side we consider compactifications of the ten-dimensional heterotic string on a torus down to $D < 10$ non-compact dimensions. In heterotic perturbation theory, the $R^2$ term appears only at tree level and does not get further perturbative corrections. To argue about non-perturbative corrections we will have to identify the appropriate instantons that could contribute. Since the $R^2$ term is of the special kind, only maximal supersymmetric instantons can contribute, and in the heterotic string this is the Euclidean five-brane. In a toroidal compactification, an instanton correction from the five-brane can arise if its six-dimensional Euclidean world-sheet can wrap (supersymmetrically) around a compact six-torus. We would thus conclude that there are no perturbative neither non-perturbative corrections to the $R^2$ term for $D > 4$. At $D = 4$ we expect instanton corrections and
these were calculated using heterotic- type II duality in [13, 14] although a direct five-brane calculation is still lacking.

The $R^4$, $R^2F^2$ and $F^4$ terms, do get one-loop contributions. So far, we have been vague concerning the tensor structure of such terms. Here however, we will be more precise [24, 28, 16]. There are three types of $R^4$ terms in ten dimensions: $t_8(trR^2)^2$, $t_8trR^4$ and $(t_8t_8 - \epsilon_10\epsilon_10/8)R^4$ where $t_8$ is the standard eight-index tensor [29] and $\epsilon_10$ is the ten-dimensional totally antisymmetric $\epsilon$ symbol. The precise expressions can be found for example in [28]. There are also the $t_8trR^2trF^2$, $t_8trF^4$ and $t_8(trF^2)^2$ terms. These different structures can be completed in supersymmetric invariants [24, 28]. The bosonic parts of these invariants are as follows:

\[ J_0 = \left( t_8t_8 - \frac{1}{8}\epsilon_10\epsilon_10 \right) R^4, \quad I_1 = t_8trF^4 - \frac{1}{4}\epsilon_10BtrF^4 \]  

\[ I_2 = t_8(trF^2)^2 - \frac{1}{4}\epsilon_10B(trF^2)^2, \quad I_3 = t_8trR^4 - \frac{1}{4}\epsilon_10BtrR^4 \]  

\[ I_4 = t_8(trR^2)^2 - \frac{1}{4}\epsilon_10B(trR^2)^2, \quad I_5 = t_8(trR^2)(trF^2) - \frac{1}{4}\epsilon_10B(trR^2)(trF^2) \]  

As is obvious from the formulae above, apart from the $J_0$ combination, the other four derivative terms, are related to the Green-Schwarz anomaly by supersymmetry. Thus, in ten dimensions, they are expected to receive corrections only at one loop if their perturbative calculation is set up properly (in an Adler-Bardeen-like scheme). The $J_0$ invariant is not protected by N=4 supersymmetry. Heterotic/type II duality in six dimensions implies that it receives perturbative corrections beyond one loop. It is however protected in the presence of N=8 supersymmetry [5].

Here we would like to remind the reader a few facts about heterotic perturbation theory. There are many subtleties in calculating higher loop contributions which arise from the presence of supermoduli. There is no rigorous general setup so far, but several facts are known. As discussed in [30] there are several prescriptions for handling the supermoduli. They differ by total derivatives on moduli space. Such total derivatives can sometimes obtain contributions from the boundaries of moduli space where the Riemman surface degenerates or vertex operator insertions collide. Thus, different prescriptions differ by contact terms. In [31] it was shown that such ambiguities eventually reduce to tadpoles of massless fields at lower orders in perturbation theory. The issue of supersymmetry is also the subject of such ambiguities. It is claimed [30, 31] that in a class of prescriptions $N \geq 1$ supersymmetry is respected genus by genus provided there are no disturbing tadpoles at tree level and one loop. The only exception to this is the case of an anomalous $U(1)$ in N=1 supersymmetric ground states. In this case there is a non-zero D-term at one-loop which naively breaks supersymmetry. Restoration of supersymmetry implies the presence of a two-loop contact term that was found by explicit calculation [32]. To conclude, if all (multi) tadpoles vanish at one-loop and we use the appropriate prescription for higher loops we expect supersymmetry to be valid order by order in perturbation theory. It is to be remembered however that the statements above apply on-shell. Sometimes there can be terms in the effective action that vanish on-shell, violate the standard lore above, but are required by non-perturbative dualities. An example was given in [14].
We now turn again to the terms on which we focus in this paper, which occur in the presence of N=4 supersymmetry. The CP-odd terms in (2.1a,2.1b,2.1c) were explicitly evaluated at arbitrary order of perturbation theory in [33]. There, by carefully computing the surface terms, it was shown that such contributions vanish for $g > 1$. The CP-even terms are related to the CP-odd ones by supersymmetry (except for $J_0$). If there are no subtleties with supersymmetry at higher loops then these terms also satisfy the non-renormalization theorem. This was in fact conjectured in [33]. In view of our previous discussion on the structure of supersymmetry, we would expect that once supersymmetry is working well at $g \leq 1$, it continues to work for $g > 1$ for a suitable definition of the higher genus amplitudes.

In view of the above, we will assume that the CP-even terms do not get contributions beyond one loop. On the other hand, the $J_0$ term, (which is non-zero at tree level) is not protected by the anomaly. Thus, it can appear at various orders in the perturbative expansion. It can be verified by direct calculation that it does not appear at one-loop on the heterotic side. However, heterotic-type IIA duality in six dimensions seems to imply that there is a two-loop contribution to this term on the heterotic side. In all of the subsequent discussion, when we refer to $R^4$ terms we mean the anomaly related tensor structures, $I_3$, $I_4$ which can always be distinguished from $J_0$.

If we now compactify on a torus, although it seems that there might be no standard anomalies in the lower-dimensional theory, this is misleading. Consider for example a compactification on a circle to nine dimensions. There are no anomalies in nine dimensions as can be seen by a standard analysis of massless diagrams. In field theory, that would be the end of the story. In string theory however things are a bit different. Consider the original ten-dimensional gauge symmetry. From a nine-dimensional point of view, we have still massless gauge bosons, but also an infinite tower of massive gauge bosons (Kaluza-Klein modes and winding modes of the original gauge bosons). If we consider how ten-dimensional gauge transformations act on the nine-dimensional gauge bosons, we find that they are still the standard gauge transformations for the massless nine-dimensional bosons, but they act as transformations of a broken gauge symmetry on the massive gauge bosons. Thus, the correct interpretation is that we are in a spontaneously broken phase of (part of) the ten-dimensional gauge symmetry. We know, on the other hand, that a spontaneously broken gauge symmetry remembers very well potential anomalies visible in the unbroken phase. However, such anomalies would not come from massless nine-dimensional diagrams. They would be visible when an infinite series of nine-dimensional diagrams are included. The conclusion is that the anomaly related terms in ten dimensions, are again anomaly related in a lower dimension upon toroidal compactification. The important question is: are they still expected to get only one-loop contributions in the lower-dimensional theory? This question cannot have a unique answer unless we specify some properties of the theory in question. In fact, as shown in [18] the answer to this question is different for the two dual theories under consideration, the heterotic and the type-I string.

In the heterotic theory, the answer is simpler. Following our discussion above, the anomaly CP-odd terms obtain perturbative contributions only at one-loop, for any toroidal compactification of the heterotic string. This can be calculated directly, since it requires minor modifications of the calculation in [33]. For the CP-even supersymmetry-related terms
the answer is again expected to be the same and this is what we assume. Thus, all perturbative corrections to the CP-even terms in $I_1$ are expected to come only from one loop for any $D \leq 10$. As shown in [18], this is not the case in the type-I dual. We have already observed that there, supersymmetry does not “commute” with the genus expansion. The net result of this upon compactification will be that there will be “contact” contributions from higher genera. In particular, among the terms we are investigating in this paper, there are the factorizable ones $(trR^2)^2$, $trR^2trF^2$, $(trF^2)^2$ for which there are extra contributions from surfaces with Euler number $\chi = -1, -2$. The appearance of such extra contributions is controlled on the heterotic side by world-sheet contact terms at one loop. Although we do not know the detailed supersymmetry constraints for the terms in question for $D < 10$ we can guess, by analogy with the N=2 case, certain recursion relations between different thresholds. Such recursion relation imply in the type-I context the presence of higher genus contact terms [18]. This situation is highly reminiscent of the anomalous $U(1)$ case in the heterotic string. This state of affairs also affects the type-I non-perturbative contributions [18].

We will now consider potential non-perturbative contributions. The type of instantons that could contribute is governed by supersymmetry and the fermionic structure of super-invariants which can be inferred from supergravity analysis. Two derivative terms in the lowest order effective action contain terms with up to four fermions. The $R^2$ invariant must contain terms with up to eight fermions. For the rest of the terms of interest we have: the super-invariants $I_i$, $i = 1, 2, \cdots, 5$ must contain terms with up to 8 fermions, while $J_0$ must contain terms with up to sixteen fermions. We are considering a class of theories that are invariant under a supersymmetry generated by 16 supercharges. An instanton configuration in general will break part or all of the supersymmetry. If it breaks all of the supersymmetry, there will be at least 16 fermionic zero modes in the fluctuation spectrum around the instanton configuration. In general the number of zero modes is determined by some appropriate index theorem. However, the set will always contain at least a number equal to the number of supersymmetries broken by the instanton. In multi-instanton solutions, there are in general more bosonic moduli describing relative positions and orientation. If the multi-instanton leaves some supersymmetry unbroken, there will be more fermionic zero modes, supersymmetric partners of the bosonic moduli related by the unbroken supersymmetry. This is the reason that for the terms we will be considering in this paper, instanton contributions will come from configurations with minimal number of instanton moduli.

The next question to be answered is: what part of the supersymmetry can an instanton configuration break? The answer to this question depends on the number of non-compact dimensions. For $D > 4$ an instanton can break all or half of the supersymmetries. In $D = 4$ breaking of 1/4 of the supersymmetries is also allowed.

Let us now first consider multi-instanton configurations that break all supersymmetries. Then we have at least 16 fermionic zero modes. Such configurations can give non-zero contributions to terms in the effective action that contain terms with at least 16 fermions. From our last analysis only $J_0$ is in that class. Let us now consider instantons that break half of the spacetime supersymmetries. In that case we have at least 8 zero modes and they can give non-trivial corrections to $R^2$ as well as the terms $I_i$. If we restrict ourselves to $D > 4$,
we can ask the question whether there are such instantons in the heterotic theory. The
answer was already given in [34], and the relevant instanton configuration is the heterotic
two-brane. In order to interpret it as an instanton on the other hand, we would have to wrap
its six-dimensional world-volume around a compact six-dimensional manifold (so that the
instanton action is finite). This is obviously not possible for \( D > 4 \). The conclusion is that
for \( D > 4 \), in the heterotic theory, there are no non-perturbative corrections to the terms
\( R^2, I_i \) and of course the two-derivative terms. In \( D \leq 4 \) we do expect non-perturbative
corrections due to the five-brane. In [35] it was argued that the instanton corrections to the
\( F^4 \) terms are absent in the globally supersymmetric case when \( D = 4 \) but are non-vanishing
when \( D = 3 \). This implies that in \( D = 4 \), the full stringy instanton result is zero or that it
vanishes in the limit that gravity is decoupled. The five-brane instanton calculation of \( F^4 \)
terms in \( D = 4 \) remains to be done.

In the type-I theory the situation is slightly different. The configurations that break half
of the supersymmetries are the D1-brane and the D5-brane. As in the heterotic case, the
D5-brane can only give instanton corrections when \( D < 5 \). The D1-brane has an effective
description as a soliton of the type-I effective theory [36] and also as a standard D-brane [37].
In both descriptions, the spectrum of its zero modes reproduces the world-sheet structure of
the heterotic string. The D1-brane can produce instanton corrections when \( D < 9 \). In that
case, it can wrap around a two-cycle of \( T^{10-D} \) producing at least 8 fermionic zero modes.
Multi-D1-brane instantons, if they are some distance apart in target space, cannot contribute
to the amplitudes in question since, according to our previous discussion, they have more
fermion zero modes and thus, do not contribute. This is in agreement with heterotic/type-I
duality [18]. Thus, D1-branes will be responsible for non-trivial instanton corrections to the
higher derivative terms, on the type-I side.

According to the discussion above, we do not expect instanton corrections on the type-I
side for \( D = 9 \). For \( 4 < D < 8 \) there will be instanton corrections due to the D1-brane.
These were computed for \( D = 8 \) in [18] for vanishing Wilson lines. In this paper we will
concern ourselves with \( D = 8 \) and arbitrary Wilson lines as well as with \( 4 < D < 8 \).

One final comment concerns a comparison between the instantons we are using here and
standard field theory instantons. In field theory, we are usually considering two types of
instantons. The first are instantons with finite action and a typical example is the BPST
instanton [38] present in non-abelian four-dimensional gauge theories. Examples of the other
type are provided by the Euclidean Dirac monopole in three dimensions which as shown in
[39] is relevant for the understanding of the non-perturbative behavior of three-dimensional
gauge theories in the Coulomb phase. This type of instanton has an ultra-violet (short-
distance) divergent action due to the fact that it is a singular solution to the Euclidean
equations of motion. However, by cutting off this divergence and subsequent renormalization,
it can contribute to non-perturbative effects. Another famous case in the same class is the
two-dimensional vortex of the XY model, responsible for the KT phase transition [40]. In
four dimensions we also have the BCD merons [41] with similar characteristics, although
their role in the non-perturbative four-dimensional dynamics is not very well understood.

In the context of string theory we also have these two types of instantons. Here, however,
the behavior seems to be somewhat different. Let us consider first the heterotic five-brane
This solution is intimately connected to BPST instantons in the transverse space and is smooth provided the instanton size is non-zero. At zero size the solution has an exact CFT description but the string coupling is strong. Non-perturbative effects are important and a conjecture has been put forth explaining their nature [42]. Another type of instanton whose effective field theory description is regular is the D3-brane of IIB theory. On the other hand, the other D-brane instantons have an effective description which is of the singular type. However, their ultra-violet divergence is cured in their stringy description. This is already clear in the case of the type-I D1-brane relevant for this paper where the effective description is singular [36] while the stringy description turns out to be regular and in particular as we will see later on their classical action is finite.

There seems to be a correspondence of the various field theory instantons to stringy ones. We have mentioned already the example of the heterotic five-brane but the list does not stop there. In [43] it was shown that the three-dimensional Polyakov QED instanton as well as various non-abelian merons have an exact CFT description and thus correspond to exact classical solutions of string theory. Moreover, the 3-d instanton can be interpreted as an avatar of the 5-brane zero-size instanton when the theory is compactified to three dimensions. Similar remarks apply to the stringy merons which require the presence of five-branes with fractional charge [43]. In that respect they are solutions of the singular type in the effective field theory. In the context of the string theory, the spectrum of instanton configurations is of course richer, since the theory includes gravity. However, the correspondence of field theory and some string theory instantons implies that the field theory non-perturbative phenomena associated with them are already included in a suitable stringy description.

3 One-Loop Heterotic Thresholds

In this section we review the calculation of BPS-saturated one-loop effective couplings in heterotic string theory. These have the form [44, 45]

\[
I_{\text{het}}^{\text{het}} = -N(2\pi)^n \int F \frac{d^2 \tau}{\tau_2^2} (\tau_2)^n/2 \Gamma_{n,n} A(\mathcal{F}, \mathcal{R}, \tau)
\]  

(3.1)

where \( n = 10 - D \) is the number of compact dimensions, \( A \) is an (almost) holomorphic modular form of weight zero related to the elliptic genus [20, 21] and \( \mathcal{F} \) and \( \mathcal{R} \) stand for the gauge-field strength and curvature two-forms respectively. \( \Gamma_{n,n} \) is the lattice sum over momenta and winding modes for \( n \) toroidally-compactified dimensions, \( F \) is the usual fundamental domain, and

\[
\mathcal{N} = \frac{V^{(D)}}{210 \pi^6}
\]  

(3.2)

is a normalization that includes the volume of the uncompactified dimensions [16]. For simplicity, we first discuss here the case of vanishing Wilson lines on the \( n \)-hypertorus, reinstating the Wilson line dependence further below. Then, the sum over momenta \( (p) \) and windings \( (w) \) is given by

\[
\Gamma_{n,n} = \sum_{p,w} e^{-\pi \tau_2 (p^2 + w^2/\pi^2) + i \tau_1 p \cdot w}
\]  

(3.3)
and factorizes inside the integrand. Our conventions are
\[ \alpha' = 1, \quad q = e^{2\pi i \tau}, \quad d^2 \tau = d\tau_1 d\tau_2 \] (3.4)
while winding and momentum are normalized so that \( p \in \frac{1}{L} \mathbb{Z} \) and \( w \in 2\pi L \mathbb{Z} \) for a circle of radius \( L \). The Lagrangian form of the above lattice sum, obtained by a Poisson resummation, reads
\[ \Gamma_{n,n} = \frac{1}{\tau_2^{n/2}} \sqrt{\text{det} G} \sum_{m',n' \in \mathbb{Z}} e^{-\frac{w}{\tau_2} \sum I,J (G + B)_{IJ} (m' + n' \tau)(m' + n' \bar{\tau})} \] (3.5)
with \( G_{IJ} \) the metric and \( B_{IJ} \) the (constant) antisymmetric-tensor background on the compactification torus. For a circle of radius \( L \) the metric is \( G = L^2 \).

The modular function \( \mathcal{A} \) inside the integrand depends on the vacuum. It is quartic, quadratic or linear in \( \mathcal{F} \) and \( \mathcal{R} \), for vacua with maximal, half or a quarter of unbroken supersymmetries. The corresponding amplitudes have the property of saturating exactly the fermionic zero modes in a Green-Schwarz light-cone formalism, so that the contribution from left-moving oscillators cancels out [45]. In the covariant NSR formulation this same fact follows from \( \vartheta \)-function identities. As a result \( \mathcal{A} \) should have been holomorphic in \( q \), but the use of a modular-invariant regulator introduces some extra \( \tau_2 \)-dependence [45]. As described in more detail in Appendix C, \( \mathcal{A} \) takes the generic form of a finite polynomial in \( 1/\tau_2 \), with coefficients that have Laurent expansions with at most simple poles in \( q \),
\[ \mathcal{A}(\mathcal{F}, \mathcal{R}, \tau) = \sum_{\nu=0}^{\nu_{\text{max}}} \sum_{n=-1}^{\infty} \frac{1}{\tau_2^{\nu'}} q^n \mathcal{A}_n^{(\nu)}(\mathcal{F}, \mathcal{R}). \] (3.6)

The poles in \( q \) come from the would-be tachyon. Since this is not charged under the gauge group, the poles are only present in the purely gravitational terms of the effective action. This can be verified explicitly in eq. (3.7) below. The \( 1/\tau_2^{\nu'} \) terms play an important role in what follows. They come from corners of the moduli space where vertex operators, whose fusion can produce a massless state, collide. Each pair of colliding operators contributes one factor of \( 1/\tau_2 \). For maximally-supersymmetric vacua, the effective action of interest starts with terms having four external legs, so that \( \nu_{\text{max}} = 2 \). For vacua respecting half the supersymmetries ( \( N=1 \) in six dimensions or \( N=2 \) in four) the one-loop effective action starts with terms having two external legs and thus \( \nu_{\text{max}} = 1 \).

Much of what we will say in the sequel depends only on the above generic properties of \( \mathcal{A} \). It will apply in particular to the most often studied case of four-dimensional vacua with \( N=2 \). For definiteness we will, however, focus our attention on the toroidally-compactified \( SO(32) \) theory, for which [44, 45]
\[ \mathcal{A}(\mathcal{F}, \mathcal{R}, \tau) = t_8 \text{tr} \mathcal{F}^4 + \frac{1}{2^7 \cdot 3^2 \cdot 5} \frac{E_4^3}{\eta^{24}} t_8 \text{tr} \mathcal{R}^4 + \frac{1}{2^9 \cdot 3^2} \frac{\hat{E}_2^2 E_4^2}{\eta^{24}} t_8 (\text{tr} \mathcal{R}^2)^2 \]
\[ + \frac{1}{2^9 \cdot 3^2} \left[ \frac{E_4^3}{\eta^{24}} + \frac{\hat{E}_2 E_4^2}{\eta^{24}} - 2 \frac{\hat{E}_2 E_4 E_6}{\eta^{24}} - 2^7 \cdot 3^2 \right] t_8 (\text{tr} \mathcal{F}^2)^2 \]
\[ + \frac{1}{2^8 \cdot 3^2} \left[ \frac{\hat{E}_2 E_4 E_6}{\eta^{24}} - \frac{\hat{E}_2^2 E_4^2}{\eta^{24}} \right] t_8 \text{tr} \mathcal{F}^2 \text{tr} \mathcal{R}^2 . \] (3.7)
Here \( t_8 \) is the well-known tensor appearing in four-point amplitudes of the heterotic string [29], and \( E_{2k} \) are the Eisenstein series which are (holomorphic for \( k > 1 \)) modular forms of weight \( 2k \). Their explicit expressions are collected for convenience in Appendix A. The second Eisenstein series \( \hat{E}_2 \) is special, in that it requires non-holomorphic regularization. The entire non-holomorphicity of \( \mathcal{A} \) in eq. (3.7), arises through this modified Eisenstein series.

We will also give here the gravitational thresholds in the case of non-trivial Wilson lines.

\[
\mathcal{I}_{\text{het}}^D = -\mathcal{N}(2\pi)^n \int_F \frac{d^2 \tau}{\tau_2^2} (\tau_2)^{n/2} \Gamma_{n,\eta,16} \hat{A}(\mathcal{R}, \tau) \tag{3.8}
\]

where

\[
\hat{A}(\mathcal{R}, \tau) = t_8 \frac{1}{2^7 \cdot 3^2 \cdot 5} \frac{E_4}{\eta^{24}} t_8 \mathcal{R}^4 + \frac{1}{2^9 \cdot 3^2 \eta^{24}} \hat{E}_2^2 \mathcal{R}^2 \tag{3.9}
\]

An explicit form of the lattice sum in the Lagrangian representation is given by

\[
\Gamma_{p+16,p}(G, B, Y) = \frac{\sqrt{\det G}}{\tau_2^{p/2}} \sum_{m^I, n^J \in \mathbb{Z}} \exp \left[ -\frac{\pi}{\tau_2} (G + B)_{IJ}(m^I + n^J \tau)(m^J + n^I \bar{\tau}) \right] \tag{3.10a}
\]

\[
\times \frac{1}{2} \sum_{a, b = 0}^1 \prod_{i = 1}^{16} e^{-i\pi (m^I Y_i^I Y_j^J + b n^J Y_j^I)} \vartheta \left[ a + 2n^K Y_k^I \mid \tau \right] \tag{3.10b}
\]

\[
\times \exp \left[ i\pi \sum_i n^I (m^J + n^J \tau) Y_i^I Y_j^J \right] \frac{1}{2} \prod_{a, b = 0}^1 \prod_{i = 1}^{16} \vartheta \left[ a \mid Y_k^I (m^K + \tau n^K) \right] \tag{3.10c}
\]

where \( G, B \) are the constant metric and antisymmetric tensor and \( Y \) are the constant Wilson lines.

In the toroidally-compactified heterotic string all one-loop on-shell amplitudes with fewer than four external legs vanish identically [46]. This is not true for off-shell amplitudes. In [14] it was shown that heterotic/type-II duality implies an antisymmetric tensor-gravitational Chern-Simons CP-even coupling which vanishes on-shell. Consequently eq.(3.1) directly gives the effective action, without the need to subtract one-particle-reducible diagrams, as is the case at tree level [47]. Notice also that this four-derivative effective action has infrared divergences when more than one dimensions are compactified. Such IR divergences can be regularized in a modular-invariant way with a curved background [48, 49]. This should be kept in mind, even though for the sake of simplicity we will be working in this paper with a simpler cutoff procedure to be specified later.

### 4 Two-Torus Compactification

The comparison of the two theories in perturbation theory for \( D = 9 \) was discussed in detail in [18]. They agree at one loop. Moreover duality implies higher contact contributions on the
type-I side. It was argued in [18] that such contributions are required by supersymmetry. Here, we will review the next simplest situation corresponding to compactification on a two-dimensional torus with zero Wilson lines which was treated in [18]. In this case, there are world-sheet instanton contributions on the heterotic side, and our aim in this and the following sections will be to understand them as (Euclidean) D1-brane contributions on the type-I side.

The target-space torus is characterized by two complex moduli, the Kähler-class

\[ T = T_1 + iT_2 = \frac{1}{\alpha'} (B_{89} + i\sqrt{G}) \]  \hspace{1cm} (4.1)

and the complex structure

\[ U = U_1 + iU_2 = (G_{89} + i\sqrt{G})/G_{88} \]  \hspace{1cm} (4.2)

where \( G_{\mu\nu} \) and \( B_{\mu\nu} \) are the \( \sigma \)-model metric and antisymmetric tensor on the heterotic side. The one-loop thresholds now read

\[ I_{\text{het}} = -\frac{V^{(8)}}{2^8 \pi^4} \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2} \Gamma_{2,2}(\mathcal{F}, \mathcal{R}, \tau) , \]  \hspace{1cm} (4.3)

where the lattice sum takes the form [50]

\[ \Gamma_{2,2} = \frac{T_2}{\tau_2} \sum_{A \in \text{Mat}(2 \times 2, \mathbb{Z})} e^{2\pi iT \det A} e^{-\frac{\pi T_2}{\tau_2} |(1 \ U) A(\tau)|^2} . \]  \hspace{1cm} (4.4)

Following Dixon, Kaplunovsky and Louis [50], we decompose the set of all matrices \( A \) into orbits of PSL(2,Z), which is the group of the above transformations up to an overall sign. There are three types of orbits,

invariant : \( A = 0 \)
degenerate : \( \det A = 0, \ A \neq 0 \)
non-degenerate : \( \det A \neq 0 \)

A canonical choice of representatives for the degenerate orbits is

\[ A = \begin{pmatrix} 0 & j \\ 0 & p \end{pmatrix} \]  \hspace{1cm} (4.5)

where the integers \( j, p \) should not both vanish, but are otherwise arbitrary. Distinct elements of a degenerate orbit are in one-to-one correspondence with the set of modular transformations that map the fundamental domain on the strip. In what concerns the non-degenerate orbits, a canonical choice of representatives is

\[ \pm A = \begin{pmatrix} k & j \\ 0 & p \end{pmatrix} \quad \text{with} \quad 0 \leq j < k , \quad p \neq 0 . \]  \hspace{1cm} (4.6)

Distinct elements of a non-degenerate orbit are in one-to-one correspondence with the fundamental domains of \( \tau \) in the double cover of the upper-half complex plane.
Trading the sum over orbit elements for an extension of the integration region of $\tau$, we can thus express eqs. (4.3,4.4) as follows

\[
I^{het} = -\frac{V^{(8)}T_2}{2^{8\pi^4}} \times \left\{ \int F \frac{d^2 \tau}{\tau_2^2} A + \int_{\text{strip}} \frac{d^2 \tau}{\tau_2^2} \sum_{(j,p)\neq(0,0)} e^{-\frac{\pi T_2}{\tau_2^2} |j+pU|^2} A \right. \\
+ 2 \int_{C^+} \frac{d^2 \tau}{\tau_2^2} \sum_{0 \leq j < k \atop p \neq 0} e^{2\pi i T k} e^{-\frac{\pi T_2}{\tau_2^2} |k\tau+j+pU|^2} A \left. \right\} \equiv I_{pert} + I_{inst}. \quad (4.7)
\]

The three terms inside the curly brackets are constant, power-suppressed and exponentially-suppressed in the large compactification-volume limit. They correspond respectively to tree-level, higher perturbative and non-perturbative contributions on the type-I side. Substituting the form (3.6) of the elliptic genus in (4.7), we may write for each of the three contributions

\[
I = -\frac{V^{(8)}T_2}{2^{8\pi^4}} \nu_{max} \sum_{\nu=0}^{\infty} \sum_{n=-1}^{\nu} I_{\nu,n} A^{(\nu)}(F, R) \quad (4.8)
\]

where the corresponding integrals $I_{\nu,n}$ are computed in in Appendix E and further rewritten in Appendix F to exhibit the instanton expansion.

In particular, for the higher perturbative contributions we need

\[
I_{\nu,n}^{pert} = \int_{0}^{\infty} \frac{dT_2}{\tau_2^{2+\nu}} \sum_{(j,p)\neq(0,0)} e^{-\frac{\pi T_2}{\tau_2^2} |j+pU|^2} \nu! \left( \frac{U_2}{\pi T_2} \right)^{\nu+1} \sum_{(j,p)\neq(0,0)} |j+pU|^{-2(\nu+1)} . \quad (4.9)
\]

In the open-string channel of the type-I side, this takes into account properly the (double) sum over Kaluza-Klein momenta [16]. Notice that the holomorphic anomalies in $A$ lead again to higher powers of the inverse volume, which translate to higher-genus contributions on the type-I side. Notice also that the $\nu = 0$ term has a logarithmic infrared divergence, which must be regularized appropriately. In all $D = 8$ calculation we regularize the thresholds by removing the contribution from the massless states.

We now turn to the contributions of the world-sheet instantons, in which case we are lead to consider the integrals

\[
I_{\nu,n}^{inst} = 2 \sum_{0 \leq j < k \atop p \neq 0} \int_{C^+} \frac{d^2 \tau}{\tau_2^2} e^{-\frac{\pi T_2}{\tau_2^2} |k\tau-j-pU|^2} \frac{1}{\tau_2^{\nu+1}} e^{2\pi i \nu n} . \quad (4.10)
\]

To write the final result, we we expand the elliptic genus as

\[
A \equiv A_0 = \sum_{\nu=0}^{\nu_{max}} \hat{E}_2^{(\nu)} \Phi_{(\nu)}(\tau) \quad (4.11)
\]

and define the following relatives of the elliptic genus

\[
A_s = D_s \sum_{\nu=s}^{\nu_{max}} \left( \nu \atop s \right) \hat{E}_2^{\nu-s} \Phi_{(\nu)}(\tau) \quad (4.12)
\]
where \( D_\tau \) are the appropriate (non-holomorphic) covariant derivatives defined in Appendix A.1. In the next section we show that \( A_s \) is also an elliptic genus relevant for thresholds involving the moduli. Then, we find the following expression for the instantonic contributions

\[
\mathcal{I}_{\text{inst}} = -\frac{V^{(8)}}{2^6\pi^4} \text{Re} \sum_{s=0}^{\nu_{\text{max}}} \left( \frac{3}{2\pi} \right)^s \sum_{0 \leq j < k} \frac{1}{(kp)^{s+1} T_2^s} e^{2\pi i T pk} A_s \left( \frac{pU + j}{k} \right)
\]  

(4.13)

which is one of the main results of Ref. [18]. In particular, it was shown there that this form reproduces the sum of D1-instantons on the type-I side.

Expression (4.13) has an elegant rewriting in terms of Hecke operators \( H_N \). On any modular form \( F_d(z) \) of weight \( d \), the action of a Hecke operator, defined by [51]

\[
H_N[F_d](z) = \frac{1}{N} \sum_{k \geq 0 \atop kp = N} \sum_{0 \leq j < k} p^d F_d \left( \frac{pz + j}{k} \right),
\]  

(4.14)

gives another modular form of the same weight. The Hecke operator is self-adjoint with respect to the inner product defined by integration of modular forms on a fundamental domain. Using the definition (4.14) one finds

\[
\mathcal{I}_{\text{inst}} = -\frac{V^{(8)}}{2^6\pi^4} \text{Re} \sum_{s=0}^{\nu_{\text{max}}} \left( \frac{3}{2\pi} \right)^s \sum_{N=1}^{\infty} \frac{1}{(NT_2)^s} e^{2\pi i NT} H_N[A_s](U)
\]  

(4.15)

As we will argue in the next section, this form of the instanton sum should be related to a matrix model interpretation of the D-instantons.

5 Further D=8 Thresholds, Supersymmetric Recursion Relations and Generalized Prepotentials

In this section we will further analyze one-loop threshold corrections to low energy couplings beyond the ones described in previous sections. We will show that elliptic genera \( A_s \) with \( s = 1, 2 \) that are defined in (4.12) and control the higher genus corrections in (4.13) are appearing in threshold corrections of other terms in the effective action. Such thresholds are related via recursion relations to those of the \( F^4 \) and \( R^4 \) terms. We will argue in analogy with \( N=2 \) supersymmetry in four dimensions that such relations are dictated by supersymmetry.

We start by reminding the reader of an analogous situation in heterotic groundstates with four-dimensional \( N=2 \) supersymmetry that can be obtained from six-dimensional groundstates upon compactification on a two-torus. It was shown in [52] that the one-loop Wilsonian threshold correction to the four-dimensional gauge couplings (for zero Wilson lines) is almost universal and has the form

\[
\Delta_i^{\text{eff}} = \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2} \left[ \Gamma_{2,2} A_0 - b_i \right] = \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2} \left[ \Gamma_{2,2} \left( \Phi_1(\tau) E_2 + \Phi_0(\tau) \right) - b_i \right]
\]  

(5.1)
where
\[ \Phi_1 = -\frac{k_i E_4 E_6}{12 \eta^{24}}, \quad \Phi_0 = \frac{k_i}{12} (j - 1008) + b_i \] (5.2)
and \( i \) labels a non-abelian factor of the gauge group. In particular, \( k_i \) is the level of the
associated current algebra that determines the tree level gauge coupling, \( b_i \) is the \( \beta \)-function
of massless states and \( j \) is the modular invariant. The expression (5.1) parallels the threshold
expressions studied in this paper.

On the other hand, there is a one-loop correction to the Kähler potential that governs
the kinetic terms of the two-torus moduli \( T, U \). We will focus for simplicity on the kinetic
terms of \( T \). The Kähler metric has been calculated in [53, 52] with the result
\[ K^{(1)}_{TT} = -\frac{1}{T_2^2} \int \frac{d^2 \tau}{\tau_2^2} \frac{i}{\pi} \partial_T (\tau_2 \Gamma_{2,2}) \frac{E_4 E_6}{\eta^{24}} = \frac{1}{T_2^2} \int \frac{d^2 \tau}{\tau_2} \Gamma_{2,2} D_\tau J_1, \Phi_1 = \frac{1}{T_2^2} \int \frac{d^2 \tau}{\tau_2} \Gamma_{2,2} A_1 \] (5.3)
where \( A_1 \) is the descendant of the \( F^2 \) elliptic genus. The two threshold corrections are related
due to supersymmetry [53].

\[ \partial_T \partial_T \frac{\Delta_{i}^{F^2}}{k_i} = \frac{3}{2} K^{(1)}_{TT} + \frac{b_i}{k_i T_2^2} \] (5.4)
valid away from enhanced symmetry points\(^4\). That (5.1) and (5.3) satisfy (5.4) can be shown
as follows. The lattice sum satisfies the following identity,
\[ T_2^2 \partial_T \partial_T (\tau_2 \Gamma_{2,2}) = \tau_2^2 \partial_{\tau} \partial_{\bar{\tau}} (\tau_2 \Gamma_{2,2}) \] (5.5)
Act on (5.1) using (5.5) and integrate twice by parts, then eq.(5.4) follows, where the last
constant terms come from the boundary and where one has to use the relation
\[ A_1 = \frac{2}{3} \tau_2^2 \partial_{\tau} \partial_{\bar{\tau}} A_0 \] (5.6)
In the relation above, \( A_1 \) would have been zero were it not for the non-holomorphicity of
the elliptic genus \( A_0 \). To put it otherwise, the world-sheet contact terms responsible for the
non-holomorphicity of the elliptic genus are crucial for spacetime supersymmetry.

Similar arguments should be applicable to N=4 supersymmetry in \( D = 8 \). Unfortunately
in this case the detailed structure of supersymmetry relevant for higher derivative terms is
not known in detail. Our results for the thresholds on the heterotic side, presented in the
Appendix G, strongly suggest that there is a structure similar to N=2 supersymmetry in four-
dimensions, and that several couplings can be written in terms of holomorphic prepotentials.
Despite this lack of knowledge, there is, as we will now show, a generalization of the structure
we presented above for \( D = 4 \) N=2 groundstates, and similar recursion relations exist as
well. We conjecture that such recursion relations are due to supersymmetry.

From now on we will specialize to the \( O(32) \) string compactified on a torus. Let us
consider first the one-loop correction of a four-derivative term involving the toroidal moduli

\(^4\)There are extra corrections there, see [54, 52].
only. At tree level such a term is obtained from dimensional reduction of the $trR^2$ term which does not receive loop corrections. As we shall see, the one-loop correction is entirely due to world-sheet instantons. The torus moduli are $G_{IJ}, B_{IJ}$. We will use some arbitrary basis $\phi_i$ for the moduli. The appropriate vertex operators for $\phi_i$ are

$$V_{\phi_i} = v_{ij}^i \partial X^j (\bar{\partial} X^i - ip_\mu \bar{\psi}^\mu \psi_j) e^{ipX} \quad (5.7)$$

where

$$v_{ij}^i = \frac{\partial}{\partial \phi_i} (G_{ij} + B_{ij}) \quad (5.8)$$

Doing the direct calculation of the torus amplitude we obtain the following term in the effective action

$$Z^{ijkl}(g^{\mu\nu}g^{\rho\sigma} - g^{\mu\rho}g^{\nu\sigma} + g^{\mu\sigma}g^{\nu\rho})\partial_{\mu}\phi_i\partial_{\nu}\phi_j\partial_{\rho}\phi_k\partial_{\sigma}\phi_l \quad (5.9)$$

where

$$Z^{ijkl} = v_{i_1j_1}^i v_{j_2j_3}^j v_{j_4j_5}^k v_{j_6j_7}^l (G^{I_1I_2}G^{I_3I_4} - G^{I_1I_3}G^{I_2I_4} + G^{I_1I_4}G^{I_2I_3}) \mathcal{I}^{J_1J_2J_3J_4} \quad (5.10)$$

and

$$\mathcal{I}^{J_1J_2J_3J_4} = \sqrt{G} \int_\mathcal{F} \frac{d^2\tau}{\tau_2^2} \sum_{m',n'} \left[ \prod_{i=1}^4 \frac{m_i^{J_i} + n_i^{J_i}}{\tau_2} \right] \exp \left[ -\frac{\pi}{\tau_2} (G + B)_{KL} (m_K + n_K) (m_L + n_L) \right] \frac{E_4^2}{\eta^{24}} \quad (5.11)$$

Let us now focus on $D = 8$ where the lattice is two-dimensional and the relevant moduli are $T, U$. Then, for the $(\partial T \partial \bar{T})^2$ we obtain using (5.11) that the relevant integral is

$$Z^{T^2\bar{T}^2} = \frac{1}{T_4^4} \int_\mathcal{F} \frac{d^2\tau}{\tau_2^2} D^2 \left( \tau_2 \Gamma_{2,2} \right) \frac{E_4^2}{\eta^{24}} = \frac{1}{T_4^4} \int_\mathcal{F} \frac{d^2\tau}{\tau_2} \Gamma_{2,2}^2 D^2 \left( \frac{E_4^2}{\eta^{24}} \right) = \frac{1}{T_4^4} \int_\mathcal{F} \frac{d^2\tau}{\tau_2} \Gamma_{2,2} A_2 \quad (5.12)$$

where in the second equality we have integrated twice by parts. The boundary terms

$$\int_\mathcal{F} d^2\tau \partial_\tau \left[ \frac{1}{T_4^4} \frac{E_4^2}{\eta^{24}} \partial_\tau \left( \tau_2 \Gamma_{2,2} \right) - \tau_2 \Gamma_{2,2} \left( \partial_\tau + \frac{i}{\tau_2} \right) \left( \frac{1}{T_4^4} \frac{E_4^2}{\eta^{24}} \right) \right] \quad (5.13)$$

can be verified to vanish and $A_2$ is given in (4.12).

We also have terms of the form $(\partial \phi)^2 tr F^2$ and $(\partial \phi)^2 tr R^2$. By direct calculation we obtain the one-loop term of the form

$$Z^{ij} \partial_{\mu}\phi_i\partial_{\nu}\phi_j tr(F_{\mu\nu}^2 - \frac{1}{4}g_{\mu\nu}F^2) \quad (5.14)$$

where

$$Z^{ij} = v_{i_1j_1}^i v_{j_2j_2}^j (G^{I_1I_2} \mathcal{I}^{J_1J_2}) \quad (5.15a)$$

\footnote{We will not worry about overall, moduli-independent normalization of the thresholds.}

\footnote{We set the Wilson lines to zero.}
\[ I_{F^{j_1j_2}} = - \sqrt{G} \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2^2} \sum_{m^I, n^J} \left[ \prod_{i=1}^2 \frac{m^I_i + n^J_i \tau}{\tau_2} \right] \exp \left[ - \frac{\pi}{\tau_2} (G + B)_{KL} (m^K + n^K \tau)(m^L + n^L \tau) \right] \]

\[ \times \text{tr} \left[ Q^2 - \frac{k}{4\pi \tau_2} \right] \]

In our \( O(32) \) case

\[ \text{tr} \left[ Q^2 - \frac{k}{4\pi \tau_2} \right] = \frac{1}{12} \frac{\hat{E}_2 E_4^2 - E_4 E_6}{\eta^{24}} . \]

A similar computation gives a term as in (5.14) with \( F \rightarrow R \) and

\[ I_{R^{j_1j_2}} = - \frac{\sqrt{G}}{12} \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2^2} \sum_{m^I, n^J} \left[ \prod_{i=1}^2 \frac{m^I_i + n^J_i \tau}{\tau_2} \right] \exp \left[ - \frac{\pi}{\tau_2} (G + B)_{k\ell}(m^k + n^k \tau)(m^\ell + n^\ell \tau) \right] \frac{\hat{E}_2 E_4^2}{\eta^{24}} \]

Specializing to \( D = 8 \) we find that for the terms \( \partial T \partial \bar{T} \text{tr} R^2 \) and \( \partial T \partial \bar{T} \text{tr} F^2 \) the threshold correction is given by

\[ Z^{T\bar{T}F^2} = - \frac{1}{T_2^2} \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2^2} \partial_\tau (\tau_2 \Gamma_{2,2}) \frac{\hat{E}_2 E_4^2 - E_4 E_6}{12 \eta^{24}} = \frac{1}{T_2^2} \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2} \Gamma_{2,2} D \left( \frac{\hat{E}_2 E_4^2 - E_4 E_6}{12 \eta^{24}} \right) \]

\[ Z^{T\bar{T}R^2} = - \frac{1}{T_2^2} \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2^2} \partial_\tau (\tau_2 \Gamma_{2,2}) \frac{\hat{E}_2 E_4^2}{12 \eta^{24}} = \frac{1}{T_2^2} \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2} \Gamma_{2,2} D \left( \frac{\hat{E}_2 E_4^2}{12 \eta^{24}} \right) \]

The elliptic genera appearing in (5.18a), (5.18b) are essentially \( A_1 \) in (4.12) for the appropriate terms.

We can now discuss recursion relations which are supposed to hold due to supersymmetry. We consider as a starting point the \((\text{tr} F^2)^2\) threshold

\[ Z^{(F^2)^2} = \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2} \Gamma_{2,2} \mathcal{A}^{(F^2)^2}_0 \]

(5.19)

It can be verified that the elliptic genus (4.11) and its relatives defined in (4.12) satisfy the following recursion relation

\[ A_s = \frac{1}{s!} \left( \frac{2}{3} \right)^s D^s(-i\pi \tau_2^2 \partial_\tau)^s A_0 \]

(5.20)

By straightforward algebra using the form of the covariant derivatives from Appendix A \((D = D_{-2}, D^2 = D_{-2} D_{-4} \text{ etc.})\) we find

\[ A_1 = \frac{2}{3} \tau_2^2 \partial_\tau \partial_\tau A_0 \]

(5.21a)

\[ A_2 = \frac{1}{2} \left( \frac{2}{3} \right)^2 \left[ \tau_2^2 (\partial_\tau)^2 - \frac{1}{2} \tau_2^2 \partial_\tau \right] A_0 \]

(5.21b)

These are special cases of the relations (G.2,G.3) of Appendix G.
Again we emphasize that these recursion relations are due to the non-holomorphicity of the elliptic genus. Following the same procedure as in the N=2 case we can derive the following recursion relations

\[ \partial_T \partial_{\bar{T}} Z^{(F^2)^2} = \frac{3}{2} Z T^2 \frac{T^2}{T^2} + \text{constant} \]

(5.22a)

\[ \left( T^2 \partial_T \partial_{\bar{T}} - \frac{1}{2} \right) \left( T^2 \bar{T} T^2 \bar{T} \right) = 3 T^4 \bar{T}^2 \bar{T}^2 + \text{constant}' \]

(5.22b)

The constants come from boundary terms. Similar recursion relations can be written down for all the factorizable terms we are considering in the paper.

We believe that these relations are a consequence of supersymmetry as in the N=2 case. They only exist due to the world-sheet contact terms in the heterotic result. These contact terms imply higher genus contribution in the type-I side. It is natural to conjecture that their presence in the type-I theory is due to the different realization of supersymmetry.

Such recursion relation between elliptic genera and differential equations satisfied by the (2,2) torus lattice sum imply the existence of prepotentials, generalizing the N=2 situation in four dimensions.

We consider the following integrals

\[ \Psi_s = \int \frac{d^2 \tau}{\tau_2} \left[ \Gamma_{2,2}(T, U) A_s - C \delta_{s,0} \right] \]

(5.23)

where \( s = 0, 1, 2, \ldots \nu_{\text{max}} \) and \( A_s \) are the relative elliptic genera. \( C \) is the coefficient of the \( q^0 \) term in \( A_0 \). The IR is regulated by subtracting the contribution of the massless states. \( \Psi_s \) is real.

The (2,2) lattice sum satisfies various differential identities summarized in Appendix D. It is shown in Appendix G, that using such equation the thresholds (5.23) can be written in general as

\[ \Psi_s = -C \delta_{s,0} \log(T_2 U_2) + \sum_{\nu=s}^{\nu_{\text{max}}} \frac{(\nu + s)!}{6^s(\nu - s)!s!} [D_T^\nu D_U^\nu f_\nu(T, U) + cc] \]

(5.24)

where \( D_T, D_U \) are the appropriate covariant derivatives defined in Appendix A. The functions \( f_\nu \) depend holomorphically on the moduli \( T, U \). They are prepotentials generalizing the usual case of N=2 four-dimensional supersymmetry which corresponds to \( \nu_{\text{max}} = 1 \). They transform as modular forms of weight \(-2\nu\) in \( T \) and \( U \), up to additive pieces that are annihilated by the covariant derivatives. The full threshold is duality-invariant. Explicit expressions of the prepotentials can be found in Appendix E.2.

### 6 D1-Instanton Interpretation

In the type-I theory a flat Euclidean D1-brane, wrapped around the target space two-torus provides us with a supersymmetric instanton that has maximal supersymmetry. Since the Dirichlet boundary conditions are imposed in the 8 spacetime dimensions, this is a defect
localized in spacetime and thus an instanton. Maximal supersymmetry implies that the number of zero modes is minimal and we expect that it is the only such instanton that would contribute corrections to the effective terms under consideration. For example an instanton contribution to $tr F^4$ at $\chi = 0$ should be generated by the diagram depicted in Fig. 1. We will be guided in our computation of the instanton corrections by the heterotic result (4.13).

The Nambu-Goto world-sheet Euclidean action of the D1-brane is known \[55\] to be

$$S_{D1} = \frac{1}{2\pi\alpha'} \int d^2 \sigma e^{-\Phi/2} \sqrt{\det \hat{G}} - \frac{i}{2\pi\alpha'} \int B$$  \hspace{1cm} (6.1)

where $\hat{G}$ is the induced metric on the world-sheet

$$\hat{G}_{ij} = G_{\mu\nu} \partial_i X^\mu \partial_j X^\nu$$  \hspace{1cm} (6.2)

$G_{\mu\nu}$ is the type-I spacetime metric ($\sigma$-model frame), $B$ is the type-I (RR) antisymmetric tensor and the factor $e^{-\Phi/2}$ is due to the fact that the action comes from the disk. The tension $1/2\pi\alpha'$ has been computed directly in \[56\].

We will now evaluate the classical action of the D1-brane wrapped around the target space torus. Using Cartesian coordinates $X^1, X^2 \in [0, 2\pi]$ for the target space torus and $\sigma_{1,2} \in [0, 2\pi]$ for the D1-brane, the $\sigma$-model type-I torus metric is

$$G = \frac{\sqrt{\det G}}{U_2} \left( \begin{array}{cc} 1 & U_1 \\ U_1 & |U|^2 \end{array} \right) .$$  \hspace{1cm} (6.3)

The complex structure $U$ defines complex coordinates as usual

$$Z = X^1 + UX^2 , \quad \bar{Z} = X^1 + \bar{U}X^2 .$$  \hspace{1cm} (6.4)

The map that wraps the D1-brane world-sheet around the two torus is

$$\left( \begin{array}{c} X^1 \\ X^2 \end{array} \right) = \left( \begin{array}{cc} m_1 & n_1 \\ m_2 & n_2 \end{array} \right) \left( \begin{array}{c} \sigma_1 \\ \sigma_2 \end{array} \right) .$$  \hspace{1cm} (6.5)

To have a non-trivial wrapped configuration with the same orientation, $m_1 n_2 - m_2 n_1 > 0$. For $m_1 n_2 - m_2 n_1 < 0$, the orientation is reversed and the induced complex structure is complex conjugated. As we will see below, the first case corresponds to instantons while the second to anti-instantons.

The complex structure of the original torus (6.4) induces a complex structure of the D1-brane. Defining

$$z = \sigma_1 + U\sigma_2 , \quad \bar{z} = \sigma_1 + \bar{U}\sigma_2$$  \hspace{1cm} (6.6)

the map from $Z$ to $z$ is holomorphic, $Z = f(z)$. If the map changes the orientation this acts as complex conjugation on the complex structure. Using (6.4,6.5) we find that

$$Z = (m_1 + Um_2) \left[ \sigma_1 + \frac{n_1 + Un_2}{m_1 + Um_2} \sigma_2 \right]$$  \hspace{1cm} (6.7)
which implies that the induced complex modulus is

\[ U = \frac{n_1 + Un_2}{m_1 + Um_2} , \quad m_1n_2 - m_2n_1 > 0 , \quad \text{Im}U > 0 \]  \hspace{1cm} (6.8)

and

\[ U = \frac{n_1 + \overline{U}n_2}{m_1 + \overline{U}m_2} , \quad m_1n_2 - m_2n_1 < 0 , \quad \text{Im}U > 0 . \]  \hspace{1cm} (6.9)

Modular transformations of the target space torus act on \( X^1, X^2 \) by \( SL(2, \mathbb{Z}) \) transformations. From (6.5) we deduce that they also act on the matrix of “winding numbers” by left \( SL(2, \mathbb{Z}) \) transformations. Modular transformations on the D1-brane coordinates \( \sigma_1, \sigma_2 \), act on the winding number matrix by right modular transformations. Configurations are equivalent if they are related by \( SL(2, \mathbb{Z}) \) transformations of the D1-brane coordinates, \( \sigma_i \).

The reason is that, since we are using the Nambu-Goto type action, we have already “integrated out” the world sheet metric. Thus, we can use the right \( SL(2, \mathbb{Z}) \) action to pick representative configurations with

\[ \left( \begin{array}{cc} m_1 & n_1 \\ m_2 & n_2 \end{array} \right) = \left( \begin{array}{cc} k & j \\ 0 & p \end{array} \right) , \quad p > 0 , \quad 0 \leq j < |k| . \]  \hspace{1cm} (6.10)

For such configurations \( U = (pU + j)/k \).

We can now evaluate the D1-brane classical action. Using (6.2,6.5,6.10) we find

\[ \sqrt{|\det G|} = \sqrt{\det G} |pk| \]  \hspace{1cm} (6.11a)

\[ \int B_{ij} dX^i \wedge dX^j = pk \, B_{12} \]  \hspace{1cm} (6.11b)
Denoting also $\lambda_I = e^{\Phi/2}$ we obtain
\begin{equation}
S_{\text{class}} = \frac{2\pi}{\alpha'} \left[ |p| \sqrt{\det G} \frac{\sqrt{\det G}}{\lambda_I} \right] \left[ |p| T_2 - ipk T_1 \right] \tag{6.12}
\end{equation}

As described in Appendix B the mapping between heterotic and type-I variables is $T_1|_{\text{het}} = T_1|_{I}$, $U|_{\text{het}} = U|_{I}$ and $T_2|_{\text{het}} = \frac{T_2}{\lambda_I}$. We can express this in terms of heterotic variables
\begin{equation}
T_2|_{\text{het}} = \frac{\sqrt{\det G}}{\alpha' \lambda_I}, \quad T_1|_{\text{het}} = \frac{B_{12}}{\alpha'} \tag{6.13}
\end{equation}
to obtain
\begin{equation}
e^{-S_{\text{class}}} = \exp \left[ -2\pi \left( |p| T_2 - ipk T_1 \right) \right]. \tag{6.14}
\end{equation}

When $k > 0$, we have instantons and
\begin{equation}
e^{-S_{\text{class}}} = e^{2\pi ipk T} \tag{6.15}
\end{equation}
which is to be summed over $k, p > 0, 0 \leq j < k$. For $k < 0$, we have anti-instantons and
\begin{equation}
e^{-S_{\text{class}}} = e^{-2\pi ipk T} \tag{6.16}
\end{equation}
which is again to be summed over $k, p > 0, 0 \leq j < k$. This precisely matches the instanton expansion on the heterotic side in (4.13).

We now come to the issue of determinants. Since the D1-brane has the same world sheet structure as the heterotic string [37] we would expect that up to volume factors the $\chi = 0$ (one-loop) contribution to the determinant should be the heterotic elliptic genus evaluated at the modulus of the wrapped D1-brane, $\tau \to U$. This is suggested by the heterotic expansion (4.13) and is also natural on the type-I side. For anti-instantons $\tau \to \bar{U}$. Finally, there is an overall factor of $\sqrt{\det G}/\sqrt{\det \hat{G}}$, the ratio of volumes of the target space torus to the D1-brane torus. This can be understood as follows. The inverse of $\sqrt{\det G}$ is coming from the normalization of zero modes, while the $\sqrt{\det G}$ factor is the standard volume factor of the target space torus.

This concludes the discussion for the $tr F^4$ and $tr R^4$ terms. For the rest, there are extra contributions coming from an instanton calculation for $\chi = -1, -2$. The holomorphic determinants here are related to the heterotic elliptic genus via (4.13) and are the relevant quantities that appear in the calculation of the generalization of the Kähler potential in the $N=4$ case (see Section 5). Moreover, there is an extra overall factor of $(\det \hat{G})^{\chi/2}$ related to zero modes. It would be interesting to directly understand the type-I calculation of these terms.

One final comment is in order here. The world-sheet theory of $N$ D1-branes is a gauge theory with (8,0) supersymmetry in two-dimensions. It has an $SO(N)$ gauge group, 8 scalars that transform in the symmetric tensor of $SO(N)$ and parametrize the relative distance moduli as well as another 8 which are $SO(N)$ singlets and parametrize the center of mass position in transverse space. These are accompanied by left-moving fermions coming from
the DD Ramond sector. There are also DN fermions transforming in the \((N,32)\) under \(SO(N) \times SO(32)\). Thus, an \(SO(N)\) matrix theory describes the dynamics of \(N\) D1-branes, [58]. In analogy with the type-II case we would expect that the IR limit is parametrized by separate coordinates of the \(N\) D1-strings, with an orbifold identification when two of them coincide [59]. On the other hand, it was shown in [60] that for symmetric CFTs the elliptic genus of an \(S_N\) orbifold is given by the action of a Hecke operator of order \(N\) on the original elliptic genus. Although this was shown in the the type-II context it is also valid for heterotic orbifolds.

The discussion above provides an interpretation of equation (4.15) which expresses the instanton sum as a sum over Hecke operators acting on the elliptic genus. The \(N\)-th term in the sum should come from \(N\) D1-brane instanton configurations. This interpretation should be directly derivable from the appropriate matrix model [58].

### 7 \(D=8\) Heterotic Thresholds with Non-Zero Wilson Lines

We will now include generic Wilson lines \(Y^i_I, i = 1 \ldots 16, I = 1,2\) which generically break the gauge group to the Cartan \(O(32) \rightarrow U(1)^{16}\). We define the following complex moduli

\[
G = \frac{(2T_2 U_2 - \bar{y}_2 \cdot \bar{y}_2)}{2 U_2} \begin{pmatrix} 1 & U_1 \\ U_1 & |U|^2 \end{pmatrix}, \quad B_{12} = T_1 - \frac{\bar{y}_1 \cdot \bar{y}_2}{2 U_2} \\
\]

\[(7.1a)\]

\[
y^i = (y_1 + iy_2)^i = -Y^i_2 + U Y^i_1 \\
\]

\[(7.1b)\]

where we denote with \(\bar{y}\) the sixteen-dimensional complex vector of Wilson lines. Note that the volume of the two-torus in this parametrization is

\[
\sqrt{\det G} \equiv V = T_2 - \frac{\bar{y}_2 \cdot \bar{y}_2}{2 U_2} \\
\]

\[(7.2)\]

We focus for simplicity on the gravitational one-loop thresholds given in (3.8,3.9).

\[
\mathcal{I}_{D=8}^{het} = -N_8 \int_F \frac{d^2 \tau}{\tau_2} (\tau_2 \Gamma_{2,18}(T,U,\bar{y})) \hat{A}(\mathcal{R},\tau) \\
\]

\[(7.3)\]

The appropriate elliptic genus for a given term can be written as

\[
\hat{A} = \sum_{\nu=0}^{\nu_{\text{max}}} \hat{E}_2^\nu \Phi_\nu(\tau) \\
\]

\[(7.4)\]

where \(\nu_{\text{max}} = 0\) for \(tr R^4\) and \(\nu_{\text{max}} = 2\) for \((tr R^2)^2\). Here \(\Phi_\nu\) is a modular form of weight \(-8 - 2\nu\). Their explicit form can be read from (3.9). The integral can be done explicitly and the result can be expressed in terms of polylogarithms. This is described in Appendix E. The trivial and degenerate orbits produce a result that is perturbative on the type-I side. The non-degenerate orbits give a result which is non-perturbative on the type-I side. We are
interested in the large volume expansion of the non-degenerate orbit contribution. This is
derived in Appendix F and we will reproduce it here. We introduce the O(32)\sub{1} affine lattice
sum
\[ \chi(\vec{y}|\tau) = \sum \sum_{a,b=0}^{16} \prod_{i=1}^{16} \vartheta_{[ab]}^{(0)}(y^i|\tau) \]
where \( \vec{r} \) is a vector in the Spin(32)/Z\sub{2} lattice. The full affine character is given by \( \chi \) divided
by \( \eta^{16} \). Under modular transformations
\[ \chi(\vec{y} + \vec{\epsilon}_1 + \tau \vec{\epsilon}_2|\tau) = e^{-i\pi(\tau \vec{\epsilon}_2 \cdot \vec{\epsilon}_2 + 2\vec{\epsilon}_2 \cdot \vec{y})} \chi(\tau, \vec{y}) , \quad \chi(\vec{y}|\tau + 1) = \chi(\vec{y}|\tau) \]
where \( \vec{\epsilon}_{1,2} \) are lattice vectors. These transformations define a generalized Jacobi form of type
\((d,m)\)=(8,1). Properties of such forms are reviewed in Appendix A.2. We will introduce
also the covariant derivative on generalized Jacobi forms
\[ \tilde{D} = D_\tau + \frac{i}{\pi \tau_2} \vec{y}_2 \cdot \partial_{\vec{y}} - m \vec{y}_2 \cdot \vec{y}_2 \frac{1}{\tau_2^2} \]
which is such that \( \tilde{D}F_{d,m} \) is a Jacobi form of type \((d+2, m)\). \( D_\tau \) is the usual covariant
derivative on weight \( d \) modular forms defined in Appendix A.1. We will define now the
relatives of the character-valued elliptic genus as
\[ \hat{A}_s(\vec{y}, \tau) = \tilde{D}^s \sum_{\nu=0}^{\nu_{max}} \left( \begin{array} \nu \\ s \end{array} \right) \chi(\vec{y}|\tau) \hat{E}_2^{\nu-s} \Phi(\tau) \]
with \( \hat{A}_0 = \chi(\vec{y}, \tau) \hat{A}(\tau) \). Note that by setting the Wilson lines \( \vec{y} \) to zero (7.8) reduces to
(4.12). The non-degenerate orbit part of the threshold can be written as
\[ \mathcal{I}_{inst} = -4N_8 \text{Re} \sum_{s=0}^{\nu_{max}} \left( \begin{array} \nu \\ s \end{array} \right) \sum_{0 \leq j < k \atop p>0} \frac{1}{(kp)^{s+1}} \frac{e^{2\pi i T pk \hat{A}_s \vec{y}_2 \cdot \vec{y}_2}}{k} \]
This generalizes (4.13). It is also written as an expansion in inverse powers of \( V \) which is
the volume of the two-torus (see (7.2)). Using the generalized Hecke operators \( V_N \) \[61\] of
Appendix A.3 the result can also be recast in the following form
\[ \mathcal{I}_{inst} = -4N_8 \text{Re} \sum_{s=0}^{\nu_{max}} \left( \begin{array} \nu \\ s \end{array} \right) \sum_{N=1}^{\infty} \frac{1}{(NV)^s} e^{2\pi i NT \hat{A}_s \vec{y}_2 \cdot \vec{y}_2} \]
which is the analogue of (4.15) obtained with zero Wilson lines.

Before we proceed with the D1-instanton interpretation of the result we should mention
that the thresholds in the presence of Wilson lines can be also written in terms of generalized
prepotentials. As shown in Appendix E.2, the generalization of (5.24) is
\[ \Psi_s = -C\delta_{s,0} \log(T_2 U_2 - \vec{y} \cdot \vec{y}/2) + \sum_{\nu=0}^{\nu_{max}} \left( \begin{array} \nu \\ s \end{array} \right) \frac{(\nu + s)!}{s!(\nu - s)!} \left[ \Box f_\nu(T, U, \vec{y}) + cc \right] \]
where $\Box$ acting on a $(d, m)$ Jacobi form is

$$\Box = \frac{1}{2\pi^2} \left( \partial \bar{y} \cdot \partial_{\bar{y}} - 2\partial_T \partial_U + \frac{16 - 2d}{(\bar{y}_2 \cdot \bar{y}_2 - 2T_2 U_2)} \frac{d}{2} + i(\bar{y}_2 \cdot \partial_{\bar{y}} + T_2 \partial_T + U_2 \partial_U) \right)$$  \hspace{1cm} (7.12)

It reduces to $D_T D_U$ in the absence of Wilson lines. More explicit forms for the generalized prepotentials in this case are given in Appendix E.2.

We will now interpret the result in terms of the D1-brane. The coupling of the D1-brane to bulk gauge fields is a one-loop effect given by the diagram in Fig. 1. Thus, the coupling to Wilson lines is also a one-loop effect and consequently independent of the type-I dilaton. We can evaluate the induced Wilson lines on the D1-brane world-sheet as

$$\bar{w} = -\bar{W}_2 + U\bar{W}_1 = p\bar{y}$$  \hspace{1cm} (7.13)

where we have used $\bar{W}_i = \bar{Y}_\alpha \partial_i X^\alpha$, $U = (pU + j)/k$ and the map (6.5,6.10). This explains the dependence of the generalized elliptic genus in (7.9). Thus, part of the one-loop determinant is the heterotic genus evaluated at the induced world-sheet modulus $U$ and the induced Wilson lines $\bar{w}$.

The exponential factor $\exp[2\pi i k pT]$ is composed of two parts. Using (7.1) we find that the first part is the same as discussed in Section 6 and is generated by the D1-brane classical action. There is a left-over piece depending on the Wilson lines which after some algebra can be written in terms of induced data as $\exp[i\pi \bar{w} \cdot \bar{w} / U^2]$. This is Quillen anomaly of the one-loop determinant of the 32 world-sheet fermion fluctuations of the D1-brane coupled to the induced Wilson lines $\bar{w}$. There are also the usual factors of volume as in the case with zero Wilson lines. The terms in (7.9) with $s > 0$ correspond to higher loop contributions around the instanton, on the the type-I side. We conclude that the one-loop determinants around the D1-instanton are composed of the heterotic elliptic genus evaluated at $\tau = U$ multiplied by the $O(32)$ affine character evaluated at $\tau = U$ and at the induced Wilson lines $\bar{y} \rightarrow \bar{w}$ and also multiplied by the anomaly factor of the world-sheet fermions. Again we sum over all possible wrappings of the D1-brane, modded out by the worldsheet diffeomorphisms.

Since here, we can also write the result in terms of the generalized Hecke operators $V_N$ as in (7.10) it is in this form that should correspond to the D1 matrix model with non-trivial Wilson lines.

### 8 Heterotic Thresholds in $D < 8$

We will now discuss heterotic thresholds in toroidal compactifications to $D < 8$. As we argued earlier, if $D > 4$ then the heterotic result is still one-loop only and we evaluated it. Using heterotic/type-I duality we find again the non-perturbative type-I corrections and we show that their corresponding D1-brane interpretation is in agreement with the D1-brane rules given in Section 6.

Our starting point is the general form of the one-loop thresholds

$$\mathcal{I}_D^{\text{het}} = -N_D \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2} \left( \tau_2^{d/2} \Gamma_{d,d}(G, B) \right) A(\tau)$$  \hspace{1cm} (8.1)
where the $D + d = 10$ and the $d$-dimensional lattice sum $\Gamma_{d,d}$ is given by

$$
\Gamma_{d,d}(G, B) = \frac{\sqrt{G}}{\tau_2^{d/2}} \sum_{m', n' \in \mathbb{Z}} \exp \left[ -\frac{\pi}{\tau_2} (G + B)_{ij} (m^i + n^i \tau)(m^j + n^j \bar{\tau}) \right] 
$$  (8.2)

where $G$ and $B$ are the $d$-dimensional metric and antisymmetric tensor respectively. Alternate forms of the lattice sum can be found in Appendix H.

The corresponding integral (8.1) can be evaluated again using the method of orbits. We refer to Appendix H for the main steps, and quote here only the result of the non-degenerate orbit, which comprises the type-I instantonic contributions,

$$
I_{\text{inst}} = -2N_D \sum_{s=0}^{\nu_{\text{max}}} \left( \frac{3}{2\pi} \right)^s \sum_{m,n} \sqrt{G} (T_{m,n}^s)_{s+1} e^{2\pi iT_{m,n}} A_s(U_{m,n}) 
$$  (8.3)

where we have used the definition (4.12) of the elliptic genera. Here, the induced Kähler and complex structure moduli are given by

$$
T_{m,n} = mBn + i\sqrt{(mGm)(nGn) - (mGn)^2} 
$$  (8.4a)

$$
U_{m,n} = \left( -mGn + i\sqrt{(mGm)(nGn) - (mGn)^2} \right) /nGn 
$$  (8.4b)

and the $\sum'_{m,n}$ is over the non-degenerate orbits which are parametrized by the following integer-valued $2 \times d$ matrices

non-degenerate orbit : $A_T = \begin{pmatrix} n_1 & \ldots & n_k & 0 & \ldots & 0 \\ m_1 & \ldots & m_k & m_{k+1} & \ldots & m_d \end{pmatrix}$  (8.5a)

$$
1 \leq k < d \quad , \quad n_k > m_k \geq 0 \quad , \quad (m_{k+1}, \ldots, m_d) \neq (0, \ldots, 0) 
$$  (8.5b)

Note that for $d = 2$ the general result (8.3) reduces to the one given in (4.13).

Turning to the D1-brane interpretation of the result, we first wish to establish that the exponential factor $e^{2\pi iT_{m,n}}$ agrees with the classical action of a D1-brane. The map that describes the wrapping of the D1-brane world-sheet around a 2-cycle in the $d$-torus is

$$
X^i = n_i \sigma_1 + m_i \sigma_2 \quad , \quad i = 1 \ldots d 
$$  (8.6)

where $X^i$ are the coordinates on $T^d$ and $\sigma_{1,2}$ the D1-brane coordinates. We observe that modular transformations on the D1-brane coordinates act on the matrix $A$ that enters (8.6)

$$
A = \begin{pmatrix} n_1 & m_1 \\ \vdots & \vdots \\ n_d & m_d \end{pmatrix} 
$$  (8.7)

by right $SL(2,\mathbb{Z})$ transformations, which forces us to pick the representative configurations described by the matrices in (8.5).
In terms of the matrix \( M_I^j = (A_I^j)^T = (m^i, n^i) \), \( I = 1, 2 \), we see that the induced metric and antisymmetric tensor fields are

\[
\hat{G}_{IJ} = M_I^j G_{ij} M_J^j, \quad \hat{B}_{IJ} = M_I^j B_{ij} M_J^j
\]  

(8.8)

In particular, going through the same steps as in Section 6, we find from the D1-brane classical action (6.1) and (8.4), (8.8) that \( e^{-S_{\text{class}}} \) precisely reduces to the exponential factor \( e^{2\pi iT_m,n} \), which is to be summed over the ranges indicated in (8.5). We also note that we correctly observe the overall factor \( \sqrt{G}/\sqrt{\hat{G}} = \sqrt{G}/T_m,n^2 \). Moreover, the fluctuation determinant is evaluated at the induced modulus of the wrapped D1-brane \( U_m,n \).

This establishes the claim that the D1-brane rules in \( D < 8 \) are consistent with those obtained for \( D = 8 \). In summary, we have found the intuitively expected result that the instantonic contributions consist of all possible inequivalent wrappings of the D1-brane around two-tori that are embedded in the \( d \)-dimensional target space torus modulo reparametrizations of the D1-brane world-sheet.

In the eight-dimensional case we have shown that differential equations satisfied by the \((2,2)\) toroidal lattice sum translate into recursions relations for the thresholds which can be solved in terms of holomorphic prepotentials. There is a generalization of such equations for the \((d,d)\) toroidal lattice sum.

It was noted in Ref. [48, 62] that the toroidal partition function \( \Gamma_{d,d}(G,B;\tau) \) satisfies the following differential equation,

\[
\left[ \left( \sum_{i \leq j} G_{ij} \frac{\partial}{\partial G_{ij}} + \frac{1 - d}{2} \right)^2 + \frac{1}{2} \sum_{ijkl} G_{ik} G_{jl} \frac{\partial^2}{\partial B_{ij} \partial B_{kl}} - \frac{1}{4} - 4\tau_2^2 \frac{\partial^2}{\partial \tau \partial \bar{\tau}} \right] \Gamma_{d,d}(G,B;\tau) = 0 \quad (8.9)
\]

which in the case \( d = 2 \) reduces to

\[
\left[ T_2^2 \partial_T \partial_T - \tau_2^2 \partial_\tau \partial_\tau \right] \Gamma_{2,2}(T,U;\tau) = 0 \quad (8.10)
\]

However, the general differential equation in (8.9) is not invariant under the \( O(d,d,Z) \) duality group. One may verify that it is invariant under integer \( B \) shifts and \( SL(d,Z) \) basis changes, but there is no invariance under the remaining generators of the duality group, which are the inversion and factorized duality. The latter two transformations act on the matrix \( E \equiv G + B \) as follows

\[
E \rightarrow E^{-1}, \quad E \rightarrow [(1 - e_i)E + e_i][e_i E + (1 - e_i)]^{-1}, \quad (e_i)_{k,l} = \delta_{ik} \delta_{il} \quad (8.11)
\]

For example, in the \( d = 2 \) case the factorized dualities correspond to \( T \rightarrow U \) and \( T \rightarrow 1/U \) for \( i = 1 \) and 2 respectively, which do not leave invariant the DE in (8.10).

This implies that there must be further constraints on \( \Gamma_{d,d} \) generalizing the \( d = 2 \) relation

\[
\left[ T_2^2 \partial_T \partial_T - U_2^2 \partial_U \partial_U \right] \Gamma_{2,2}(T,U;\tau) = 0 \quad (8.12)
\]
To find the generalization of this relation we note that there is another $O(d, d, Z)$ invariant differential equation on the lattice sum, which reads

$$\left[ \sum_{ijkl} G_{ik} G_{jl} \frac{\partial^2}{\partial E_{ij} \partial E_{kl}} + \sum_{ij} G_{ij} \frac{\partial}{\partial E_{ij}} + \frac{1}{4} d(d - 2) - 4 \tau_2^2 \partial_\tau \partial_{\bar{\tau}} \right] \Gamma_{d,d}(E; \tau) = 0 \quad (8.13)$$

As a consequence we find that the difference between (8.9) and (8.13) is the differential equation,

$$\left[ \sum_{ijkl} (G_{ij} G_{kl} - G_{jk} G_{il}) \frac{\partial^2}{\partial E_{ij} \partial E_{kl}} + (1 - d) \sum_{ij} G_{ij} \frac{\partial}{\partial E_{ij}} \right] \Gamma_{d,d}(E; \tau) = 0 \quad (8.14)$$

which, for $d = 2$, turns out to precisely reduce to (8.12). In fact, there is an entire family of constraints

$$\left[ \sum_{ijkl} (P_{ij} P_{kl} - P_{kj} P_{il}) \frac{\partial^2}{\partial E_{ij} \partial E_{kl}} + \sum_{ij} \left[ (P G^{-1} - \text{Tr}(P G^{-1}) \mathbb{1}) P_{ij} \right] \frac{\partial}{\partial E_{ij}} \right] \Gamma_{d,d}(E; \tau) = 0 \quad (8.15)$$

which include (8.14) for $P = G$. Here $P$ is an arbitrary matrix.

Clearly (8.14) and its generalization (8.15) are not invariant under the duality group, since, as (8.9) the inversion and factorized duality are broken, but these transformations should be used to form a complete irreducible set of differential equations. For example, under the inversion, we find that (8.15) with matrix $P$ is transformed into the same differential equation with matrix

$$P' = E \tilde{P} E \quad , \quad \tilde{P} = P|_{E \rightarrow E^{-1}} \quad (8.16)$$

It is an open problem to find the general solution of such equations which will define the analog of prepotentials in the lower dimensional case.

### 9 Conclusions and Remarks

We have analyzed here heterotic/type-I duality in dimensions in eight dimensions with arbitrary Wilson lines as well as in $D < 8$ dimensions with zero Wilson lines.

We focused in particular on $R^4$ terms in the effective action that obtain corrections from short multiplets.

In eight dimensions, the heterotic result is one-loop only. However, non-perturbative instanton corrections are necessary on the type-I side. We identified the relevant instanton configurations with a D1-brane wrapped around the compact two-torus. The heterotic result implies a concrete way to count different instanton configurations. Multiple overlapping D1-branes have to be included however in order to restore T-duality. Moreover, we have to sum over D1-branes wrapped in any possible way around $T^2$ modulo the modular transformations of the D1-world-volume. Most interestingly, the fluctuation determinant around a given D1-instanton configuration is given by the heterotic elliptic genus evaluated at the complex
structure modulus induced on the world-sheet of the wrapped D1-brane. The instanton result can be written in terms of Hecke operators. In this form it provides a potentially interesting link with a $SO(N)$ matrix model of D1-branes. Finally, we have shown that the thresholds can be expressed in terms of generalized holomorphic prepotentials.

We have also considered the heterotic perturbative thresholds in $D = 8$ in the presence of arbitrary Wilson lines. We have calculated exactly the one-loop perturbative contribution. In this case heterotic/type-I duality predicts that the D1-instanton determinant is the affine character-valued genus evaluated at the induced complex structure of the D1-brane world-volume and the induced Wilson lines on this world-sheet. Moreover, we found the exponential factors are in agreement with the classical D1-brane action as well as the Quillen anomaly of the 32 fermions.

Finally, we have discussed the heterotic perturbative thresholds in toroidal compactifications to $D < 8$. In this case, using again heterotic/type-I duality, we find agreement with the D1-brane rules obtained from $D = 8$. In particular, we observe all possible wrappings of the D1-brane around the various 2-tori that are embedded in the $d$-torus. Moreover, the exponential factor corresponding to the classical action as well as the fluctuation determinants are in agreement with the $D = 8$ result as well.

There are several questions, however, that remain open. An essential quantitative test of heterotic/type-I duality can be obtained by directly calculating relevant higher genus terms on the type-I side. Already in ten dimensions, the $\chi = -1$, $(trF^2 - trR^2)^2$ term should match the corresponding tree-level term on the heterotic side. In $D < 10$, further higher genus contact terms, corresponding to one-loop world-sheet contact terms on the heterotic side, should be checked. This state of affairs in duality comparisons is not new. Similar situations arise in N=2 heterotic/type-II dual pairs with N=2 supersymmetry, and heterotic/type-I dual pairs with N=2 supersymmetry.

At the effective supergravity level, knowledge of the holomorphic ($d = 8$) or quaternionic ($d = 6$) structure of the special derivative terms is missing. An analogue of the higher F-terms of N=2 supersymmetry should exist for N=4 supersymmetry. The expressions that we have obtained in Appendix E.2 for the heterotic thresholds in terms of generalized prepotentials are very suggestive in this respect.

Since our results on the heterotic side are supposed to be non-perturbatively exact for $d > 4$, a direct quantitative check could be made of the conjectured F-theory/heterotic duality in eight dimensions [57]. Techniques however are necessary on the F-theory side to calculate the relevant amplitudes.

The heterotic result can provide a (missing) quantitative test of string-string duality in six dimensions. The type-IIA theory compactified on $K3$ down to six dimensions is conjectured to be equivalent to the heterotic string compactified on $T^4$. We do not expect non-perturbative corrections either on the type-II side for the $F^4$, $R^4$, $R^2F^2$ terms. This can be seen as follows: the relevant Dp-branes of the ten-dimensional IIA theory have $p = 0, 2, 4, 6, 8$ with world-sheets being 1, 3, 5, 7, 9-dimensional. To obtain an instanton contribution we need appropriate supersymmetric cycles on $K3$ with dimension belonging to the list above. It is known that there are no such cycles. Moreover, we also have the five-brane which is magnet-
ically coupled to the NS-NS antisymmetric tensor. Since its world-sheet is six-dimensional it can only give instanton corrections in \( d < 5 \) dimensions. Thus, in \( d = 6 \), heterotic/type-II duality can be tested for the special terms in perturbation theory. Preliminary investigation suggests that the relevant objects on the type-II side are the N=4 topological amplitudes defined in [17]. Preliminary investigation shows that for example the tree level \( F^4 \) terms on the type-II side match the one-loop corrections to such terms on the heterotic side as required by duality. We can further compactify both theories on a circle to five dimensions. There are still no non-perturbative corrections on the heterotic side. In the type-II theory, we expect instanton corrections from the D2 and D4-branes, which are electrically (magnetically) charged under the 3-form. The D2-brane can wrap around \( S^1 \) and a supersymmetric 2-cycle of K3. The D4-brane can wrap on \( S^1 \) and the whole of K3. These non-perturbative type-II corrections are expected to reproduce the heterotic cross-terms coupling the (4,4) and the (1,1) lattice. A more thorough investigation is needed however.

Finally although we do think we understand the conceptual rules of instanton calculations in string theory, there are several issues that remain to be answered in this respect. A direct D-brane calculation of the D1-instanton determinant should be done. This is of more urgent use for five-brane instanton calculations in four-dimensional groundstates. Knowing how to do this calculation for the D5 brane will provide via various dualities the rules for NS5-brane instantons in heterotic and type-II string theory.
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A Modular functions

A.1 \( SL(2, \mathbb{Z}) \) modular functions and covariant derivatives

We list in this appendix the \( \vartheta \)-function definitions we use, and those associated with modular forms. We also discuss modular covariant derivatives and a number of identities involving these.

Our conventions for the \( \vartheta \)-function are

\[
\vartheta_{[a]}^b(v|\tau) = \sum_{p \in \mathbb{Z}} e^{\pi i \tau (p-a)^2 + 2\pi i (v-\frac{a}{2})(p-\frac{a}{2})} \tag{A.1}
\]

so that the Jacobi \( \vartheta \)-functions are given by

\[
\vartheta_1 = \vartheta_{[1]}^1 \quad , \quad \vartheta_2 = \vartheta_{[1]}^0 \quad , \quad \vartheta_3 = \vartheta_{[0]}^0 \quad , \quad \vartheta_4 = \vartheta_{[1]}^0 \tag{A.2}
\]
and the Dedekind function is
\[ \eta(\tau) = q^{1/24} \prod_{n=1}^{\infty} (1 - q^n) \]  \tag{A.3}

where \( q = e^{2i\pi\tau} \).

Holomorphic modular forms \( F_d(\tau) \) of weight \( d \) transform under the modular group as
\[ F_d(\tau + 1) = F_d(\tau) , \quad F_d(-1/\tau) = \tau^d F_d(\tau) \]  \tag{A.4}

A set of modular forms, relevant for our purposes, are the Eisenstein series
\[ E_{2k} = -\frac{(2k)!}{(2\pi i)^{2k} B_{2k}} G_{2k} , \]  \tag{A.5}

with \( B_{2k} \) the Bernoulli numbers and
\[ G_{2k}(\tau) = \sum_{(m,n)\neq 0} (m\tau + n)^{-2k} \]  \tag{A.6}

for \( k > 1 \). For \( k = 1 \) the Eisenstein series diverges. Its modular invariant regularization, denoted with a hat and used in this paper, is
\[ \hat{G}_2(\tau) = \lim_{s\to 0} \sum_{(m,n)\neq 0} (m\tau + n)^{-2} |m\tau + n|^s . \]  \tag{A.7}

The (hatted) Eisenstein series are modular forms of weight \( 2k \). The ring of holomorphic modular forms is generated by \( E_4 \) and \( E_6 \). If we include (non-holomorphic) covariant derivatives (to be discussed below) then the generators of this ring are \( \hat{E}_2, E_4, E_6 \).

Expressed as power series in \( q \), the first few of the Eisenstein series are
\[ E_2(q) = \frac{12}{i\pi} \partial_\tau \log \eta = 1 - 24 \sum_{n=1}^{\infty} \frac{nq^n}{1 - q^n} \]  \tag{A.8a}
\[ E_4(q) = \frac{1}{2} \left( \vartheta_2^8 + \vartheta_3^8 + \vartheta_4^8 \right) = 1 + 240 \sum_{n=1}^{\infty} \frac{n^3q^n}{1 - q^n} \]  \tag{A.8b}
\[ E_6(q) = \frac{1}{2} \left( \vartheta_2^4 + \vartheta_3^4 \right) \left( \vartheta_3^4 + \vartheta_4^4 \right) \left( \vartheta_4^4 - \vartheta_2^4 \right) = 1 - 504 \sum_{n=1}^{\infty} \frac{n^5q^n}{1 - q^n} . \]  \tag{A.8c}

The modified first Eisenstein series is
\[ \hat{E}_2 = E_2 - \frac{3}{\pi \tau_2} . \]  \tag{A.9}

We can write the (weight 12) cusp form \( \eta^{24} \) and the modular invariant \( j \)-function in terms of \( E_4 \) and \( E_6 \)
\[ \eta^{24} = \frac{1}{26 \cdot 3^3} \left[ E_4^3 - E_6^2 \right] , \quad j = \frac{E_4^3}{\eta^{24}} = \frac{1}{q} + 744 + O(q) \]  \tag{A.10}
There is a (non-holomorphic) covariant derivative that maps modular forms of weight \( d \) to forms of weight \( d + 2 \), defined as
\[
F_{d+2} = \left( \frac{i}{\pi} \partial_\tau + \frac{d/2}{\pi \tau_2} \right) F_d = -2 \left( q \partial_q - \frac{d}{4\pi \tau_2} \right) F_d \equiv D_d F_d \ .
\] (A.11)

The covariant derivative satisfies the distributive property
\[
D_{d_1+d_2} (F_{d_1}, F_{d_2}) = F_{d_2}(D_{d_1} F_{d_1}) + F_{d_1}(D_{d_2} F_{d_2}) \ .
\] (A.12)

We will suppress the index \( d \) from the covariant derivative and we write multiple derivatives as \( D^n \). For example a double derivative on a weight \( d \) form is
\[
D^2 F_d \equiv \left( \frac{i}{\pi} \partial_\tau + \frac{(d+2)/2}{\pi \tau_2} \right) \left( \frac{i}{\pi} \partial_\tau + \frac{d/2}{\pi \tau_2} \right) F_d \ .
\] (A.13)

The following formulae allow the computation of the covariant derivative of any form:
\[
D \hat{E}_2 = \frac{1}{6} E_4 - \frac{1}{6} \hat{E}_2^2 \ , \quad D E_4 = \frac{2}{3} E_6 - \frac{2}{3} \hat{E}_2 E_4 \expandafter\text{(A.14a)}
\]
\[
D E_6 = E_4^2 - \hat{E}_2 E_6 \ .
\] (A.14b)

There is also a holomorphic covariant derivative on forms of weight \( d \): The quantity
\[
F_{d+2} = \left( \frac{i}{\pi} \partial_\tau + \frac{d}{6} \hat{E}_2 \right) F_d \equiv \hat{D}_d F_d \ .
\] (A.15)

is a modular form of weight \( d + 2 \). It satisfies a similar distributive property as in (A.12). For the difference of the two covariant derivatives we obtain
\[
\hat{D}_d - D_d = \frac{d}{6} \hat{E}_2 \ .
\] (A.16)

We also list a number of identities involving modular forms and covariant derivatives which are used in Appendices E and F. In these expressions the quantity \( D^s \) always stands for \( D_{-2}D_{-4} \cdots D_{-2s} \).

1) Expansion formula
\[
(D^s \hat{E}_2^{\nu-s} \Phi_\nu)(\tau) = \sum_{r=0}^{\nu} \sum_{m=0}^{\nu-s} a_{r,m}^{\nu,s} \frac{1}{(\pi \tau_2)^{s+m-r}} (q \partial_q)^r E_2^{\nu-s-m} \Phi_\nu(\tau) \tag{A.17a}
\]
\[
a_{r,m}^{\nu,s} = (-1)^{s+m} \frac{3^m 4^r s!}{2^s r!} \binom{\nu-s}{m} \binom{2s+m-r}{s+m} \tag{A.17b}
\]
\[
0 \leq s \leq \nu \ , \quad 0 \leq r \leq s \ , \quad 0 \leq m \leq \nu - s
\]

Two useful special cases are
\[
\text{Re} D^s i \tau^{2s+1} = -\frac{(-2)^s s!}{\pi^s} \tau_2^{s+1} \ , \quad D^s 1 = \frac{(2s)!}{(-2)^s s! \pi^s \tau_2^s} \ .
\] (A.18)
2) A special function and its derivatives. The following combined poly-logarithm functions $L_s(x)$ play a very special role in the modular invariant integrals of Appendix E. Their definition is

$$L_s(x) = \sum_{r=0}^{s} \frac{(s+r)!}{r!(s-r)!}(4\pi)^r (\text{Im } x)^{s-r} Li_{s+r+1}(e^{2\pi i x}) .$$  \hspace{1cm} (A.19)$$

where

$$Li_s(x) = \sum_{p=1}^{\infty} \frac{1}{p^s} x^p$$  \hspace{1cm} (A.20)$$

are the poly-logarithm functions. They satisfy the interesting relations that,

$$D_s U D_s T Li_{2s+1}(q_T q_U) = \sum_{m=0}^{s} \frac{(s+m)!}{m!(s-m)!} (4\pi)^m Li_{s+m}(T_k + U_l)$$  \hspace{1cm} (A.21)$$

and their inversion

$$\frac{L_s(Tk + Ul)}{(\pi T U)^s} = \sum_{m=0}^{s} \frac{s!}{(s-m)! (s+m+1)!} (-4\pi)^{s-m} D^m U D^m T Li_{2m+1}(q_T q_U)$$  \hspace{1cm} (A.22)$$

A.2 Generalized Jacobi forms and covariant derivatives

We give in this appendix a useful generalization of Jacobi forms [61] and their associated modular covariant derivatives, and give various properties and application to characters.

We define a generalized Jacobi form of type $(d,m)^7$ to be a holomorphic function $F_{d,m}(y^i|\tau)$ ($i = 1 \ldots S$) with the following transformation properties

$$F_{d,m}(y^i + \epsilon^i|\tau) = F_{d,m}(y^i|\tau)$$  \hspace{1cm} (A.23a)$$

$$F_{d,m}(y^i + \tau\epsilon^i|\tau) = e^{-i\pi m(\tau\epsilon^i + 2\epsilon^i y)} F_{d,m}(y^i|\tau)$$  \hspace{1cm} (A.23b)$$

$$F_{d,m}(y^i, \tau + 1) = F_{d,m}(y^i, \tau)$$  \hspace{1cm} (A.23c)$$

$$F_{d,m}(y^i/\tau - 1/\tau) = \tau^d e^{i\pi m y^i/\tau} F_{d,m}(y^i|\tau)$$  \hspace{1cm} (A.23d)$$

where $\epsilon$ is a vector in the lattice $\Gamma^{S,0}$. For our purposes, this will generally be one of the even self-dual Euclidean lattices, which are the $E_8$ root lattice with $S = 8$ or the root lattice of $E_8 \times E_8$ or weight lattice of Spin(32)/$Z_2$ with $S = 16$.

Then it can be explicitly verified that there exists the following non-holomorphic covariant derivative

$$\tilde{D} = D_\tau + \frac{i}{\pi \tau^2} \tilde{y}_2 \cdot \partial_{\tilde{y}} - m \frac{\tilde{y}_2 \cdot \tilde{y}_2}{\tau^2}$$  \hspace{1cm} (A.24)$$

which is such that $\tilde{D} F_{d,m}$ is a Jacobi form of type $(d+2,m)$. Here $D_\tau$ is the usual $SL(2,\mathbb{Z})$ covariant derivative (A.11) on a weight $d$ modular function, and $\tilde{y}_2$ stands for the imaginary part of the $S$-dimensional vector $\tilde{y}$. The inner product on this space is taken with the metric $\eta(S)$ on $\Gamma^{S,0}$.

---

\footnote{The number $d$ is also called the weight and $m$ the index.}
The generators of $O(S + 2, 2, Z)$ transformations are

$$U \to U + 1 \quad T \to T \quad \bar{y} \to \bar{y}$$  \quad (A.25a)$$

$$U \to -1/U \quad T \to T - \frac{\bar{y} \cdot \bar{y}}{2U} \quad \bar{y} \to \bar{y}/U$$  \quad (A.25b)$$

$$U \to U \quad T \to T + \bar{\epsilon} \cdot \bar{y} + \frac{1}{2} \bar{\epsilon}^2 U \quad \bar{y} \to \bar{y} + \bar{\epsilon}$$  \quad (A.25c)$$

$$U \to U \quad T \to T \quad \bar{y} \to \bar{y}$$  \quad (A.25d)$$

$$U \to U \quad T \to T + 1 \quad \bar{y} \to \bar{y}$$  \quad (A.25e)$$

$$U \to U - \frac{\bar{y} \cdot \bar{y}}{2T} \quad T \to -1/T \quad \bar{y} \to \bar{y}/T$$  \quad (A.25f)$$

Note that the first four of these transformations, which leave invariant the variable $V = T^2 - \bar{y} \cdot \bar{y}/2$, are the ones used in (A.23) (ignoring $T$). A function $F_d(\bar{y}, T, U)$ so-fe weight $d$ in both $T$ and $U$ if it transforms with a factor $U^d$ and $T^d$ under the transformations (A.25b) and (A.25g) respectively, and is invariant under the remaining transformations in (A.25).

We introduce the following notation for the $O(S + 2, 2)$ moduli,

$$y^a = (y^i, y^+, y^-) = (\bar{y}, T, U) \quad \eta^{ab} = \begin{pmatrix} 0 & 0 \\ -\eta_{(2)} & 0 \end{pmatrix} \quad \eta_{(2)} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$  \quad (A.26)$$

where $\eta_{(S)}$ is the metric on the lattice, generally taken to be unity. Inner products on this $(S + 2)$-dimensional space are taken with the metric above and denoted by $(,)$, so that, for example

$$(y_2, y_2) = \bar{y}_2 \cdot \bar{y}_2 - 2T_2U_2$$  \quad (A.27)$$

On the space of $O(S + 2, 2, Z)$ covariant functions, we define the following operator

$$\Box = \frac{1}{2\pi^2} \left( \eta^{ab} \partial_{y_a} \partial_{y_b} + \frac{S - 2d}{(y_2, y_2)} \left[ \frac{d}{2} + iy_{2a}\partial_{y_a} \right] \right)$$  \quad (A.28)$$

which satisfies the property that when $F_{(d)}(\bar{y}, T, U)$ is a function of weight $d$ in $T$ and $U$, then the function $\Box F_{(d)}(\bar{y}, T, U)$ is of weight $d + 2$ in both $T$ and $U$. Note also that for $\bar{y} = 0$, $S = 0$ the operator $\Box$ reduces to the double covariant derivative $D_U D_T$.

For use below we recall the definition of character and affine character lattice sums

$$\chi(\tau) = \sum_{\bar{r}} q^{\bar{r} \cdot \bar{r}/2} \quad \chi(y|\tau) = \sum_{\bar{r}} q^{\bar{r} \cdot \bar{y}/2} e^{2\pi i \bar{r} \cdot y}$$  \quad (A.29)$$

where $\bar{r}$ runs over the appropriate lattice. For example, when $\bar{r} \in \Gamma^{S,0}$ we have for the two relevant cases, $S = 8$ and $S = 16$, the affine character lattice sums

$$\chi_{E_8}(y|\tau) = \frac{1}{2} \sum_{a,b=0}^{1} \prod_{i=1}^{8} \theta_{[a]}^{[b]}(y^i|\tau)$$  \quad (A.30a)$$
\( \chi_{E_8 \times E_8}(y|\tau) = \frac{1}{2} \sum_{a,b=0}^{1} \prod_{i=1}^{8} \theta_{\rho}^{(a)}(y_{(1)}|\tau) \frac{1}{2} \sum_{a,b=0}^{1} \prod_{i=1}^{8} \theta_{\rho}^{(a)}(y_{(2)}|\tau) \)  
(A.30b)

\( \chi_{SO(32)}(y|q) = \frac{1}{2} \sum_{a,b=0}^{1} \prod_{i=1}^{16} \theta_{\rho}^{(a)}(y_{i}|\tau) \)  
(A.30c)

Comparison of the transformation properties of these affine characters and (A.23) shows that they are in fact Jacobi forms of weight \((S/2, 1)\). The full affine characters are obtained from the lattice sums by dividing by \(\eta^{S}\).

Some identities satisfied by the operators \(\hat{D}\) and \(\square\) are given below. All of these expressions have been explicitly checked for \(s \leq 2\), which covers the cases needed for this paper. We conjecture, however, that they are generally valid, and as a non-trivial check one may verify that they correctly reduce to the identities given in (A.21), (A.22) for \(S = 0\). Below, the quantities \(\hat{D}^{s}\) stand for \(\hat{D}_{-2}\hat{D}_{-4} \cdots \hat{D}_{-2s}\) and similarly for \(\square^{s}\).

1) Expansion formula

\[
(\hat{D}^{s}\hat{E}_{2}^{\nu-s}\chi(y)\Phi_{\nu})(\tau) = \sum_{r=0}^{s} \sum_{m=0}^{\nu-s} \sum_{p=0}^{r} \sum_{n=0}^{s-r} \alpha_{r,m,p,n}^{\nu,s} \frac{1}{(\pi\tau_{2})^{s+m-r+p+n}} 
\times \sum_{p} (\pi^{2}\hat{y}_{2} \cdot \hat{y}_{2})^{n} (\pi \hat{r} \cdot \hat{y}_{2})^{p} [q\theta(q)]^{r-p} q^{\frac{1}{2}r^{2}} e^{2\pi i r y} (\hat{E}_{2}^{\nu-s} \Phi_{\nu})(\tau) 
\]

\[
\alpha_{r,m,p,n}^{\nu,s} = (-1)^{s+m} \frac{3^{m+1} 2^{n} s!}{2^{s} r! m!} \left( \begin{array}{c} \nu - s \\ m \end{array} \right) \left( \begin{array}{c} 2s + m - r - n \\ s + m \end{array} \right) \left( \begin{array}{c} r \\ p \end{array} \right) 
\]

where \(\chi(y|\tau)\) is the affine character (A.29) of weight \((S/2, 1)\).

2) Covariant derivatives of special functions. The combined poly-logarithm function defined in (A.19) also satisfies

\[
\square^{s} Li_{2s+1}(e^{2\pi i (r,y)}) = \sum_{m=0}^{s} \left( \begin{array}{c} s \\ m \end{array} \right) \frac{(S/2 + s + m)!}{(S/2 + s)!} (-2)^{s} (2^{r})^{s-m} \frac{L_{(m)}((r,y))}{(\pi(y_{2}, y_{2}))^{m}} 
\]

where \(r = (\bar{r}, -l, k)\) so that \((r, y) = \bar{r} \cdot y + Tk + Ul\) and \(r^{2} = \bar{r} \cdot \bar{r} - 2kl\). The inverse of this relation is

\[
\frac{L_{(s)}((r,y))}{(\pi(y_{2}, y_{2}))^{s}} = \sum_{m=0}^{s} \left( \begin{array}{c} s \\ m \end{array} \right) \frac{(S/2 + m)!}{(S/2 + s + m + 1)!} (-1)^{s} \frac{L_{(m)}((r,y))}{2^{m} (r^{2})^{s-m} \square^{m} Li_{2m+1}(e^{2\pi i (r,y)})} 
\]

We also have the following useful identity

\[
\text{Re} \mathcal{N}^{(s)}_{a_{1} \ldots a_{2s+1}} y_{a_{1}} \ldots y_{a_{2s+1}} = -\frac{1}{(2\pi)^{s}} \sum_{m=0}^{s} \left( \begin{array}{c} s \\ m \end{array} \right) \frac{(S/2 + s + m)!}{(S/2 + s)!} \frac{(-4)^{m} m!(2s + 1)!}{(2m + 1)!} 
\]

\[
d_{a_{1} \ldots a_{2m+1}}^{(m)} y_{a_{1}} \ldots y_{a_{2m+1}}^{a_{2m+1}} 
\]

where the tensors \(d^{(m)}\) are totally symmetric and recursively defined from \(d^{(s)}\) by

\[
d_{a_{1} \ldots a_{2m-1}}^{(m-1)} = d_{a_{1} \ldots a_{2m+1}}^{(m)} \eta^{a_{2m} a_{2m+1}} , \quad 1 \leq m \leq s 
\]

(34)
The inverse relation reads
\[
d_{a_1\ldots a_{2^{s+1}}}^{(s)}(y_2, y_2)^s y_2^{a_1} \ldots y_2^{a_{2^{s+1}}} = -\sum_{m=0}^{s} \binom{s}{m} \frac{(S/2 + m)!(S/2 + 2m + 1) (-2\pi^2)^m (2s + 1)!}{(S/2 + s + m + 1)! 4^s s!(2m + 1)!} \]
\times \Re \Box^{(m)} d_{a_1\ldots a_{2m+1}}^{(m)} y^{a_1} \ldots y^{a_{2m+1}}
\]

We finally note the relation
\[
\Box^1 = \frac{(-1)^s (S/2 + 2s)! (2s)!}{2^s \pi^{2s} (S/2 + s)! s! (y_2, y_2)^s}
\]

### A.3 Hecke operators

Consider a Jacobi form as defined in (A.23). Let \( J_{d,m} \) be the space of Jacobi forms of type \((d, m)\). We will define the following operators [61]

\[
V_N [F_{d,m}](y^i | \tau) = \frac{1}{N} \sum_{k, p \geq 0} \sum_{0 \leq j < k} p^d F_{d,m} \left( p y^i | \frac{p \tau + j}{k} \right)
\]

\[
U_N [F_{d,m}](y^i | \tau) = F_{d,m}(N y^i | \tau)
\]

\[
U_N : J_{d,m} \rightarrow J_{d,mN^2}, \quad V_N : J_{d,m} \rightarrow J_{d,mN}
\]

\[
U_N \cdot U_M = U_{MN}, \quad V_M \cdot V_N = V_N \cdot V_M = \sum_{D \mid (M, N)} D^{d-1} U_D \cdot V_{MN/D^2}
\]

where \( D \) in (A.38d) denotes the common divisor of \((M, N)\). The operator \( V_N \) is the generalization of the Hecke operator \( H_N \) given in (4.14) and one may check that \( V_N [F_{d,m}] \) gives a Jacobi form of type \((d, mN)\).

### B Heterotic/type-I duality in \( d < 10 \) dimensions

In this appendix we will derive the heterotic/type-I duality map once we compactify both theories on a torus to \( d < 10 \) dimensions.

The heterotic string action in \( d \) dimensions is
\[
S_{het}^d = \int d^d x \sqrt{-g} e^{-\phi} \left[ R + \partial^\mu \phi \partial_\mu \phi - \frac{1}{12} \hat{H}_{\mu\nu\rho} \hat{H}^{\mu\nu\rho} \right. \]
\[
\left. - \frac{1}{4} (M^{-1})_{IJ} F^{I}_{\mu\nu} F^{J \mu\nu} + \frac{1}{8} Tr(\partial_\mu \hat{M} \partial^\mu M^{-1}) \right]
\]

where
\[
\hat{H}_{\mu\nu\rho} = \partial_\mu B_{\nu\rho} - \frac{1}{2} A^I_\mu L_{IJ} F^{J}_{\nu\rho} + \text{cyclic}
\]

\[
\hat{M} = M - \frac{1}{4} (M^{-1})_{IJ} F^{I}_{\mu\nu} F^{J \mu\nu} + \frac{1}{8} Tr(\partial_\mu \hat{M} \partial^\mu M^{-1})
\]
The \((2n + 16) \times (2n + 16)\) moduli matrix \(M_{IJ}\) is

\[
M = \begin{pmatrix}
G^{-1} & -G^{-1}C & -G^{-1}Y^t \\
-C^tG^{-1} & G + C^tG^{-1}C + Y^tY & C^tG^{-1}Y^t + Y^t \\
-YG^{-1} & YG^{-1}C + Y & 1 + YG^{-1}Y^t
\end{pmatrix}
\]  

(B.3)

written in terms of the metric \(G_{\alpha\beta}\) of the \(n\)-torus \((n = 10 - d)\), the antisymmetric tensor \(B_{\alpha\beta}\), and gauge moduli \(Y^i_\alpha\) with

\[
C_{\alpha\beta} = B_{\alpha\beta} - \frac{1}{2}Y^i_\alpha Y^i_\beta
\]

(B.4)

with \(\alpha, \beta = 1, 2, \cdots n\) and \(i = 1, 2, \cdots, 16\).

\[
L = \begin{pmatrix}
0 & 1_n & 0 \\
1_n & 0 & 0 \\
0 & 0 & 1_{16}
\end{pmatrix}
\]  

(B.5)

Going to the Einstein frame we obtain

\[
S_{d}^{\text{het}} = \int \sqrt{-g}E \left[ R - \frac{1}{d - 2} \nabla^\mu \phi \nabla_\mu \phi - \frac{e\phi}{12} \ddot{H}^{\mu\nu} \ddot{H}_{\mu\nu} \\
- \frac{e\phi}{4} (M^{-1})_{I,J} F_{\mu I} F^{J,\mu} + \frac{1}{8} Tr(\partial_\mu M \partial^\mu M^{-1}) \right]
\]

(B.6)

The ten-dimensional lowest order effective action of the type-I string is

\[
S_{10}^I = \int \sqrt{-G_{10}} \left[ e^{-\phi} \left( R + \partial_\mu \Phi \partial^\mu \right) - \frac{1}{4} e^{-\frac{\phi}{2}} F_{\mu \nu}^i F^{i,\mu\nu} - \frac{1}{12} H_{\mu\nu\rho} H^{\mu\nu\rho} \right]
\]

(B.7)

Doing the standard toroidal reduction to \(d\) dimensions we obtain

\[
S_d^I = \int \sqrt{-g} \left[ e^{-\phi} \left( R + (\partial_\phi)^2 + \frac{1}{4} \partial G_{\alpha\beta} \partial G^{\alpha\beta} - \frac{1}{4} G_{\alpha\beta} F^{A,\alpha}_{\mu\nu} F^{A,\beta}_{\mu\nu} \right) \\
- \frac{1}{4} e^{-\frac{\phi}{2}} G^{1/4} \left[ \tilde{F}_{\mu \nu}^i \tilde{F}^{i,\mu\nu} + 2 \tilde{F}_{\mu \alpha}^i \tilde{F}^{i,\mu\alpha} \right] - \sqrt{G} \left[ \frac{1}{12} H_{\mu\nu\rho} H^{\mu\nu\rho} + \frac{1}{4} H_{\mu\nu\alpha} H^{\mu\nu\alpha} + \frac{1}{4} H_{\mu\nu\alpha} H^{\mu\nu\beta} \right] \right]
\]

(B.8)

where \(G\) stands for the determinant of the metric \(G_{\alpha\beta}\) and

\[
\tilde{F}_{\mu \nu}^i = F_{\mu \nu}^i + Y_i^\alpha F_{\mu \nu}^{A,\alpha} \quad \tilde{F}_{\mu \alpha}^i = \partial_\mu Y^i_\alpha \quad F_{\mu \nu} = \partial_\mu A^i_\nu - \partial_\nu A^i_\mu
\]

(B.9a)

\[
C_{\alpha \beta} = B_{\alpha \beta} - \frac{1}{2} \delta_{ij} Y_i^\alpha Y_j^\beta \quad H_{\mu\nu\alpha} = \partial_{\mu} C_{\alpha \beta} + \delta_{ij} Y_i^\alpha \partial_\mu Y_j^\beta
\]

(B.9b)

\[
B_{\mu,\alpha} = \dot{B}_{\mu \alpha} + B_{\alpha \beta} A_{\mu}^\beta + \frac{1}{2} \delta_{ij} Y_i^\alpha A_j^\beta \quad F_{\alpha,\mu}^B = \partial_\mu B_{\alpha,\nu} - \partial_\nu B_{\alpha,\mu}
\]

(B.9c)

\[
H_{\mu \nu \alpha} = F_{\alpha,\mu}^B - C_{\alpha \beta} F_{\mu \nu}^{A,\beta} - \delta_{ij} Y_i^\alpha F_{\mu \nu}^{j,\beta} \quad F_{\mu \nu}^{A,\alpha} = \partial_\mu A_{\nu}^\alpha - \partial_\nu A_{\mu}^\alpha
\]

(B.9d)
\[ B_{\mu \nu} = \hat{B}_{\mu \nu} + \frac{1}{2} \left[ A_\alpha^\mu B_\alpha + \delta_{ij} A_i^\mu A_j^\nu - (\mu \leftrightarrow \nu) \right] - A_\alpha^\mu A_\beta^\nu B_{\alpha \beta} \] (B.9e)

\[ H_{\mu \nu \rho} = \partial_\mu B_{\nu \rho} - \frac{1}{2} \left[ B_{\mu \lambda} F_{\nu \lambda}^{A_\alpha} + A_\alpha^\mu F_{\alpha \rho}^{B_\beta} + \delta_{ij} A_i^\mu F_j^\rho \right] + \text{cyclic} \] (B.9f)

\[ \equiv \partial_\mu B_{\nu \rho} - \frac{1}{2} A^I_\mu L_{IJ} F_J^\rho + \text{cyclic} \]

where we have extended the index \( i = 1, 2, \ldots, 16 \) to \( I = 1, 2, \ldots, 2n + 16 \) to incorporate the \( 2n \) extra gauge fields \( A_\alpha^\mu, B_{\alpha \mu} \) coming from the metric and the antisymmetric tensor respectively. The hat over the \( B \) in (B.9c,B.9e) indicates the original components of the ten-dimensional antisymmetric tensor. Furthermore

\[ \phi = \Phi - \frac{1}{2} \log(\det G) \] (B.10)

We will go to the Einstein frame \( g = e^{2 \phi/(d-2)} g_E \) to obtain

\[ S_{d,E}^I = \int \sqrt{-\det g} \left[ R - \frac{(\partial \phi)^2}{d-2} - \frac{e^{(d-6)\phi}}{12} \sqrt{G} H_{\mu \nu \rho} H^{\mu \nu \rho} + \frac{1}{4} \partial G_\alpha^\beta \partial G_\alpha^\beta - \frac{e^{\phi}}{2} G_{\mu \nu} F_{\mu \nu} \right. \]

\[ - \frac{1}{4} \sqrt{G} e^{\phi} H_{\mu \alpha \beta} H_{\mu \alpha \beta} - \frac{1}{4} e^{2\phi} G_\alpha^\beta F_{\mu \nu}^{A_\alpha} F_{\mu \nu}^{B_\beta} + \frac{1}{4} e^{(d-6)\phi} G^{1/4} F_{\mu \nu} \tilde{F}_{\mu \nu} - \frac{1}{4} e^{(d-8)\phi} \sqrt{G} H_{\mu \alpha \beta} H_{\mu \alpha \beta} \right] \] (B.11)

Define now in the type-I context

\[ \tilde{G}_\alpha^\beta = (\det G)^{-\frac{1}{4}} e^{-\frac{\phi}{2}} G_\alpha^\beta \] (B.12a)

\[ \tilde{\phi} = 6 - \frac{d}{4} \phi + \frac{2 - d}{8} \log(\det G) \] (B.12b)

Then the type-I Einstein frame action becomes identical to the heterotic one. Thus, the duality dictionary in \( d \) dimensions is

\[ g_E' = g_E \quad Y_{\alpha}^{I'} = Y_{\alpha}^{I} \quad B_{\alpha \beta}' = B_{\alpha \beta} \quad A_i^{I'} = A_i^I \quad B_i^{I'} = B_i^I \] (B.13a)

\[ G_{\alpha \beta}' = (\det G)^{-\frac{1}{4}} e^{-\frac{\phi}{2}} G_{\alpha \beta} \quad \phi' = 6 - \frac{d}{4} \phi + \frac{2 - d}{8} \log(\det G) \] (B.13b)

where primed indices refer to the heterotic side.

From now on we will set the Wilson lines to zero. In \( d = 9 \) we will parametrize the metric \( G_{\alpha \beta} \) in terms of the circle length, \( G = L^2 \). Then (B.13b) implies

\[ L_{\text{het}}^2 = \frac{L_I^2}{\lambda_I} \] (B.14)

where \( \lambda_I = e^{\Phi/2} \) is the ten-dimensional type-I coupling constant that organizes the genus expansion. In \( d = 8 \) we will use the \( T, U \) basis for the moduli \( G_{\alpha \beta}, B_{\alpha \beta} \)

\[ G_{\alpha \beta} = \frac{T_2}{U_2} \begin{pmatrix} 1 & U_1 \\ U_1 & |U_1|^2 \end{pmatrix} \quad B_{\alpha \beta} = T_1 \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \] (B.15)
Then

\[ T_1|_{\text{het}} = T_1|_I, \quad U_{\text{het}} = U_I, \quad T_2|_{\text{het}} = \frac{T_2}{\lambda}|_I \]  

(B.16)

Finally, we note that in any dimension we have that

\[ G'_{\alpha\beta} = e^{-\Phi/2}G_{\alpha\beta} \]  

(B.17)

\section*{C Elliptic genera for general N=4 ground states}

We will consider here N=4 heterotic ground states. The simplest case, which is considered in the main text, is the one obtained from toroidal compactification of the O(32) ten-dimensional heterotic string. There are however more general ground states with maximal supersymmetry once we are in less than ten dimensions. Such ground states can be constructed as freely acting orbifolds of the toroidally compactified theory. In order not to reduce the supersymmetry, the orbifold group must contain rotations that act only on the (non-supersymmetric) right-movers and arbitrary lattice translations. Such N=4 ground states have reduced rank and can contain current algebras with higher levels.

In all such ground states the one-loop corrections to the $F^4$ and $R^4$ terms can be obtained from

\[ A_d = t_8 \int \frac{d^2 \tau}{\tau_2^{(10-d)/2}} A(\tau, \bar{\tau}, F_I, R) \]  

(C.1)

where $t_8$ is the standard tensor [29]. In the formula above, $A$ is the elliptic genus of the internal CFT which has $(c, \bar{c}) = (15 - 3d/2, 26 - d)$ in the presence of background gauge fields and curvature. The left moving internal CFT is free (toroidal). The elliptic genus is defined as a trace in the internal CFT

\[ A(\tau, \bar{\tau}, F_I, R)|_{R=F=0} = Tr[(-1)^F q^{L_0-c/24} \bar{q}^{\bar{L}_0-\bar{c}/24}]_{R} \]  

(C.2)

in the Ramond sector. In (C.1) we are supposed to keep the terms that are fourth order in $R, F_{I^8}$. The elliptic genus obtains contributions only from ground states in the left-moving (supersymmetric) sector. The only $\tau$ dependence comes from the lattice sum.

In order to calculate the dependence of the elliptic genus on the background fields we have to calculate the appropriate integrated correlation functions of vertex operators. The $R$ dependence of the elliptic genus does not depend on the details of the N=4 ground state (apart from the overall normalization). It was calculated in [44] with the result

\[ \frac{A(R, 0)}{A(0, 0)} = \exp \left[ -\frac{\hat{E}_2}{48} tr \left( \frac{iR}{2\pi} \right)^2 - \sum_{k=2}^{\infty} \frac{B_{2k}}{4k(2k)!} tr \left( \frac{iR}{2\pi} \right)^{2k} E_{2k} \right] \]  

(C.3)

where $B_{2k}$ are the Bernoulli numbers.

The dependence on the field strengths can be obtained from the associated characters of the right moving affine algebra. Consider the characters $\chi^a(\tau, v_i)$ of the $I$-th component of

\[ \chi^a(\tau, v_i) = \sum_{I} \frac{1}{\Lambda} \chi^a(\tau, v_i)_{I} \]  

(8) The index $I$ runs over all abelian and non-abelian factors of the gauge group.
the gauge group $G_f$, where $a$ labels the integrable affine representations, $i = 1, 2, \ldots, \text{rank } G_f$ and $v_i$ are the skew eigenvalues of $F_I/4\pi^2$,

$$tr \left( \frac{iF}{2\pi} \right)^2 = 2(2\pi i)^2 \sum_i v_i^2, \quad tr \left( \frac{iF}{2\pi} \right)^4 = 2(2\pi i)^4 \sum_i v_i^4. \quad (C.4)$$

The characters transform homogeneously under the modular group. In particular (see for example [63])

$$\chi^a \left( \frac{v_i}{\tau} - \frac{1}{\tau} \right) = e^{i\pi k} \sum_i v_i^2 / \tau \sum_b S_{ab} \chi^b(v_i / \tau) \quad (C.5)$$

where $k$ is the level (a positive integer) of the associated current algebra. To obtain the associated traces we expand the characters as

$$\chi^a(v_i / \tau) = \chi^a(\tau) + \frac{(2\pi i)^2}{2!} \left( \sum_i v_i^2 \right) \chi_2^a(\tau) + \frac{(2\pi i)^4}{4!} \left( \sum_i v_i^4 \right) \chi_4^a(\tau) + O(v_i^6). \quad (C.6)$$

The transformations above imply the following behavior for the traces

$$\chi^a \left( -\frac{1}{\tau} \right) = \sum_b S_{ab} \chi^b(\tau), \quad \chi_4^a \left( -\frac{1}{\tau} \right) = \tau^2 \sum_b S_{ab} \chi_4^b(\tau). \quad (C.7a)$$

$$\chi_2^a \left( -\frac{1}{\tau} \right) = \sum_b S_{ab} \left[ \tau^2 \chi_2^b(\tau) + \frac{k}{2\pi i} \chi^b(\tau) \right] \quad (C.7b)$$

$$\chi_{2,2}^a \left( -\frac{1}{\tau} \right) = \sum_b S_{ab} \left[ \tau^4 \chi_{2,2}^b(\tau) + \frac{k}{2\pi i} \chi_2^b(\tau) - \frac{k^2}{8\pi^2} \chi^b(\tau) \right]. \quad (C.7c)$$

Thus, the $F^2$ and the $(F^2)^{\frac{3}{2}}$ traces are not modular covariant. Modifications by non-holomorphic pieces are needed. These arise in the straightforward evaluation of the thresholds by integrating the singular terms in the correlator of four currents on the torus. Another way to see their presence without invoking the regularization prescription, is to compute them in an IR regulated background where they come from the gravitational back-reaction [48]. We will denote $\chi_2$ by $Q^2\chi$, $\chi_4$ by $Q^4\chi$ and $\chi_{2,2}$ by $(Q^2)^2\chi$. Then,

$$Q^2\chi \rightarrow Q^2\chi - \frac{k}{4\pi \tau_2} \chi \quad (C.8a)$$

$$[Q^2]^2 \chi \rightarrow [Q^2]^2 \chi - \frac{k}{4\pi \tau_2} Q^2\chi + \frac{k^2}{8\pi^2 \tau_2^2} \chi. \quad (C.8b)$$

We also need

$$\int \frac{d^2z}{\tau_2} \langle \mathcal{J}_I^a(z)\mathcal{J}_I^b(0) \rangle = \frac{1}{4} tr_I [T^a T^b] tr \left[ Q_I^2 - \frac{k_I}{4\pi \tau_2} \right] \quad (C.9a)$$

$$\int \prod_{i=1}^3 \frac{d^2z_i}{\tau_2} \langle \mathcal{J}_I^a(z_1)\mathcal{J}_I^b(0) \rangle \langle \mathcal{J}_J^d(z_2)\mathcal{J}_J^d(z_3) \rangle = \frac{1}{8} tr_I [T^a T^b] tr_J [T^c T^d] \times \quad (C.9b)$$

$$\times Tr \left[ \left( Q_I^2 - \frac{k_I}{4\pi \tau_2} \right) \left( Q_J^2 - \frac{k_J}{4\pi \tau_2} \right) \right], \quad I \neq J$$
\[
\begin{aligned}
&\frac{3}{\tau_2} \prod_{i=1}^{3} \frac{d^2 z_i}{\tau_2} \langle \tilde{J}^a_I(\tilde{z}_1) \tilde{J}^b_I(\tilde{z}_2) \tilde{J}^c_I(\tilde{z}_3) \tilde{J}^d_I(0) \rangle = \frac{1}{2} tr_I[T^a T^b T^c T^d] tr[I] \\
&+ \frac{1}{48} (tr_I[T^a T^b] tr_I[T^c T^d] + tr_I[T^a T^c] tr_I[T^b T^d] + tr_I[T^a T^d] tr_I[T^b T^c])
\end{aligned}
\]  

(C.9c)

where \( I \) labels the gauge group factors, and \( T^a \) are matrices in the adjoint of the gauge group factor \( G_I \).

Putting everything together we obtain

\[
A(\tau, R, F) = A(\tau, R, 0) + \frac{1}{4} \sum_I tr \left( \frac{iF_I}{2\pi} \right)^2 tr \left[ Q_I^2 - \frac{k_I}{4\pi \tau_2} \right]
\]

\[+ \frac{1}{8} \sum_{I < J} tr \left( \frac{iF_I}{2\pi} \right)^2 tr \left( \frac{iF_J}{2\pi} \right)^2 tr \left[ \left( Q_I^2 - \frac{k_I}{4\pi \tau_2} \right) \left( Q_J^2 - \frac{k_J}{4\pi \tau_2} \right) \right]
\]

\[+ \frac{1}{16} \sum_I tr \left( \frac{iF_I}{2\pi} \right)^2 tr \left[ \left( Q_I^2 \right)^2 - \frac{k_I}{4\pi \tau_2} Q_I^2 + \frac{k_I^2}{8\pi^2 \tau_2^2} \right]
\]

\[+ \frac{1}{2} \sum_I tr \left( \frac{iF_I}{2\pi} \right)^4 tr[Q_I^4]
\]

where \( tr \) stands for the group trace and \( Tr \) stands for the (normalized) trace in the Hilbert space relevant for the elliptic genus.

In ten dimensions there are two choices for the gauge group, \( O(32) \) and \( E_8 \times E_8 \) both at level one. For the case of \( O(32) \) the elliptic genus was calculated in [44] with the result

\[
A^{O(32)}(\tau, R, F) = tr \left( \frac{iF}{2\pi} \right)^4 + \frac{1}{2^7 \cdot 3^2 \cdot 5 \eta^{24} tr} \left( \frac{iR}{2\pi} \right)^4
\]

\[+ \frac{1}{2^9 \cdot 3^2} \left[ \frac{E_3^3}{\eta^{24}} + \frac{\hat{E}_2^2 E_4^2}{\eta^{24}} - 2 \frac{\hat{E}_2 E_4 E_6}{\eta^{24}} - \frac{2^7 \cdot 3^2}{\eta^{24}} \right] \left[ \left( tr \left( \frac{iF}{2\pi} \right)^2 \right)^2 + \frac{1}{2^9 \cdot 3^2 \eta^{24}} \left( tr \left( \frac{iR}{2\pi} \right)^2 \right)^2 \right]
\]

while for \( E_8 \times E_8 \) direct evaluation gives

\[
A^{E_8 \times E_8}(\tau, R, F) = \frac{1}{2^7 \cdot 3^2 \cdot 5 \eta^{24} tr} \left( \frac{iR}{2\pi} \right)^4 + \frac{1}{2^9 \cdot 3^2 \eta^{24}} \left( tr \left( \frac{iR}{2\pi} \right)^2 \right)^2
\]

\[+ \frac{1}{2^9 \cdot 3^2} \left( \frac{\hat{E}^2 E_4 - 2 \hat{E}_2 E_6 + E_8^2 E_4}{\eta^{24}} \right) \left( tr \left( \frac{iR}{2\pi} \right)^2 \right)^2 + \left( tr \left( \frac{iF_2}{2\pi} \right)^2 \right)^2 \right] - \hat{E}_2 E_4 (\hat{E}_2 E_4 - E_6) tr \left( \frac{iR}{2\pi} \right)^2 \left[ tr \left( \frac{iF_1}{2\pi} \right)^2 + tr \left( \frac{iF_2}{2\pi} \right)^2 \right] + \left( \frac{\hat{E}_2 E_4 - E_6}{2^8 \cdot 3^2 \eta^{24} tr} \left( \frac{iF_1}{2\pi} \right)^2 tr \left( \frac{iF_2}{2\pi} \right)^2 \right)
\]

where \( F_{1,2} \) are the field strengths of the first, respectively second \( E_8 \).

Upon toroidal compactification to \( d \) dimensions the above formulae have to be multiplied by the \( 10 - d \) toroidal lattice sum.
D Properties of the (2,2) lattice

The (2,2) lattice sum can be written as

\[ \Gamma_{2,2}(T, U) = \sum_{m_1, m_2, n_1, n_2 \in \mathbb{Z}} q^{p^2/2} \bar{q}^{\bar{p}^2/2} \]  

(D.1)

where

\[ \frac{1}{2} p^2_r = \left| -m_1 U + m_2 + T(n_1 + n_2 U) \right|^2 / 4T_2 U_2 \]  

(D.2)

\[ \frac{1}{2} p^2_l = \frac{1}{2} p^2_r + m_1 n_1 + m_2 n_2 \]  

(D.3)

Define the following “momenta”

\[ p = m_2 + Tn_1 + U(-m_1 + Tn_2) \quad , \quad q = m_2 + Tn_1 + \bar{U}(-m_1 + Tn_2) \]  

(D.4)

Then we can write the lattice sum as

\[ \Gamma_{2,2}(T, U) = \sum e^{2\pi i (\bar{m} \cdot \bar{n}) - \frac{\pi \bar{r}^2}{T_2 U_2} |\bar{p}|^2} = \sum e^{2\pi i (m \cdot n) - \frac{\pi r^2}{T_2 U_2} |p|^2} \]  

(D.5)

We also define the generalized lattice sums

\[ \langle p^{M_1} \bar{p}^{M_2} q^{N_1} \bar{q}^{N_2} \rangle \equiv \sum p^{M_1} \bar{p}^{M_2} q^{N_1} \bar{q}^{N_2} e^{2\pi i (\bar{m} \cdot \bar{n}) - \frac{\pi \bar{r}^2}{T_2 U_2} |\bar{p}|^2} \]  

(D.6)

In this notation \( \Gamma_{2,2} = \langle 1 \rangle \). Finally we define the (rescaled) covariant derivatives

\[ D^a_u = \partial_u - i a \]  

\[ D^a_{\bar{u}} = \partial_{\bar{u}} + i a \]  

(D.7)

Then, we can derive the following identities

\[ \Box_r (\tau_2 \Gamma_{2,2}(T, U)) = \Box_v (\tau_2 \Gamma_{2,2}(T, U)) = \tau_2 \partial_r \partial_\tau(\tau_2 \Gamma_{2,2}(T, U)) \]  

(D.8)

with \( \Box_r \equiv T_2^2 \partial_T \partial_\tau \). We also have

\[ D^{N-1}_U D^{N-2}_U \cdots D^0_U \langle 1 \rangle = \left( \frac{\pi \tau_2}{2iT_2 U_2^2} \right)^N \langle \bar{p}^N q^N \rangle \]  

(D.9a)

\[ D^{N-1}_U D^{N-2}_U \cdots D^0_U \langle 1 \rangle = \left( \frac{\pi \tau_2}{-2iT_2 U_2^2} \right)^N \langle p^N \bar{q}^N \rangle \]  

(D.9b)

\[ D^{N-1}_T D^{N-2}_T \cdots D^0_T \langle 1 \rangle = \left( \frac{\pi \tau_2}{2iT_2^2 U_2} \right)^N \langle \bar{p}^N q^N \rangle \]  

(D.9c)

\[ D^{N-1}_T D^{N-2}_T \cdots D^0_T \langle 1 \rangle = \left( \frac{\pi \tau_2}{-2iT_2^2 U_2} \right)^N \langle p^N \bar{q}^N \rangle \]  

(D.9d)
\begin{align}
(D_U^{N-1}D_U^{N-2} \cdots D_U^0)(D_T^{N-1}D_T^{N-2} \cdots D_T^0)(\tau_2(1)) &= \left(\frac{i\pi}{2T^2U_2^2}\right)^N (\tau_2^2\partial_\tau)^N (\tau_2\langle \rho^{2N}\rangle) \\
(D_U^{N-1}D_U^{N-2} \cdots D_U^0)(D_T^{N-1}D_T^{N-2} \cdots D_T^0)(\tau_2(1)) &= \left(\frac{i\pi}{2T^2U_2^2}\right)^N (\tau_2^2\partial_\tau)^N (\tau_2\langle q^{2N}\rangle) \\
(D_U^{N-1}D_U^{N-2} \cdots D_U^0)(D_T^{N-1}D_T^{N-2} \cdots D_T^0)(\tau_2(1)) &= \left(\frac{i\pi}{2T^2U_2^2}\right)^N (\tau_2^2\partial_\tau)^N (\tau_2\langle q^{2N}\rangle) \\
(D_U^{N-1}D_U^{N-2} \cdots D_U^0)(D_T^{N-1}D_T^{N-2} \cdots D_T^0)(\tau_2(1)) &= \left(\frac{i\pi}{2T^2U_2^2}\right)^N (\tau_2^2\partial_\tau)^N (\tau_2\langle q^{2N}\rangle)
\end{align}

Note also that in the above
\[(\tau_2^2\partial_\tau)^N = \tau_2^{2N}D_\tau^{N-1}D_\tau^{N-2} \cdots D_\tau^0\]
and finally we give the identity
\[\partial_\tau(\tau^2\partial_\tau)^N D_\tau^N \Phi_N(\tau) \sim D_\tau^{N+1}D_\tau^N \Phi_N(\tau) = 0\]

\section{One-loop threshold integrals}

\subsection{Calculation of one-loop threshold integrals}

In this appendix we compute the following two families of fundamental domain integrals

\[I_\nu(T, U) = \int_{\mathcal{F}} d^2\tau \frac{d^2\tau}{\tau_2} \left( \Gamma_{2,2}(T, U) \tilde{E}_2'\langle \tau_2\rangle\Phi_\nu(q) - c_0^{(\nu)} \right) \]
\[I_\nu(y) = \int_{\mathcal{F}} d^2\tau \left( \Gamma_{S+2,2}(y) \tilde{E}_2'\langle \tau_2\rangle\Phi_\nu(q) - d_0^{(\nu)} \right), \quad S = 8, 16\]

where \(\tau = \tau_1 + i\tau_2\) is the complex modulus of the torus, \(q = e^{2\pi i\tau}\), \(\mathcal{F}\) is the fundamental domain of \(SL(2, Z)\) and \(\nu\) is an arbitrary non-negative integer. For \(\nu = 0, 1\) these integrals were computed in Ref. [64], which we will closely follow in notation and computational method. In the case of the integral in (E.1b), we will first keep the results general for all \(S\), but be more specific in explicit expressions for the case \(S = 16\) with the \(SO(32)\) lattice, which is the one that has applications to the body of the paper.

\textit{(2,2) case}

We first present the calculation of (E.1a) in some detail. The integrand involves the (2,2) lattice sum

\[\Gamma_{2,2}(T, U) = \sum_{p_i, p_r} q^{p_i^2/2} q^{p_r^2/2}\]
\[= \frac{1}{\tau_2} \sum_{A \in \text{Mat}_{2 \times 2}} e^{-2\pi i T \text{det} A} \exp\left[-\frac{\pi T_2}{\tau_2 U_2}\right] |(1 \ U) A \left(\begin{array}{c} T \\ 1 \end{array}\right)|^2\]
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\[ p_r^2 = \frac{|-m_1U + m_2 + T(n_1 + n_2U)|^2}{2T_2U_2} \]

for which we use the second (Poisson resummed) form (E.2b) in the computations below. \( \hat{E}_2 \) has been defined in (A.9) and \( \Phi_\nu \) is a modular form of weight \(-2\nu\), which is holomorphic everywhere except for a first order pole at infinity, its Laurent series is given by,

\[ \Phi_\nu(q) = \sum_{n=-1}^{\infty} c_n q^n \quad (E.3) \]

We also define for any non-negative integer \( s \) the power series

\[ E^s_2(q)\Phi_\nu(q) = \sum_{n=-1}^{\infty} c_n^{(s)} q^n \quad (E.4) \]

so that in particular \( c_n^{(0)} = c_n \) and the second term in (E.1a) proportional to \( c_\nu^{(\nu)} \) is chosen as to cancel the UV divergent part of the first term.

To evaluate this integral we use the method of orbits [50], splitting up the integral in the sum of three terms, \( I_\nu = \sum_{i=1}^{3} I^{(i)}_\nu \), corresponding to the trivial, non-degenerate and degenerate orbits respectively for which we outline the computations below.

**Trivial orbit.** In this case \( A = 0 \) in (E.2b) and the result is known [44] to be

\[ I^{(1)}_\nu = T_2 \int \frac{d^2\tau}{\tau_2^2} \hat{E}^\nu_2(\tau)\Phi_\nu(q) = \frac{\pi T_2}{3(\nu + 1)} [E^{\nu+1}_2(q)\Phi_\nu(q)]_{\text{coeff. of } q^0} \]

\[ = -\frac{\pi T_2}{3(\nu + 1)} [c_0 - 24(\nu + 1)c_{-1}] \quad (E.5) \]

**Non-degenerate orbit.** For the non-degenerate orbits the representative matrices are

\[ A_0 = \begin{pmatrix} k & j \\ 0 & p \end{pmatrix}, \quad 0 \leq j < k, \quad p \neq 0 \quad (E.6) \]

and the integral unfolds over the double cover of the upper half plane. Expanding \( \hat{E}^\nu_2 \) we have

\[ I^{(2)}_\nu = \sum_{s=0}^{\nu} \binom{\nu}{s} \left(-\frac{3}{\pi}\right)^s I^{(2)}_{\nu,s} \quad (E.7) \]

where

\[ I^{(2)}_{\nu,s} = 2T_2 \sum_{n=-1}^{\infty} \sum_{\substack{j \leq 0 < k \\cap p \neq 0 \\cap s \neq 0 \\cap \frac{1}{2}}} \int_0^\infty d\tau_1 \int_0^\infty d\tau_2 e^{-\frac{2\pi T_k p}{\tau_2^2} e^{-\frac{\pi T_k}{\tau_2^2}} \frac{1}{k^2} e^{-2\pi T_k p} e^{-\frac{\pi T_k}{\tau_2^2}} c_n^{(\nu-s)} e^{2\pi \nu n}}. \quad (E.8) \]

We first do the Gaussian integral over \( \tau_1 \) with the result

\[ I^{(2)}_{\nu,s} = 2\sqrt{T_2U_2} \sum_{n=-1}^{\infty} \sum_{\substack{j \leq 0 \\cap k \\cap p \neq 0 \\cap \frac{1}{2}}} \int_0^\infty d\tau_2 \frac{1}{\tau_2^{3/2+s}} e^{-2\pi T_k p} e^{-\frac{\pi T_k}{\tau_2^2}} c_n^{(\nu-s)} e^{-2\pi T_k} \quad (E.9) \]
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Then we do the $j$ summation using the identity
\[
\sum_{n=1}^{\infty} \sum_{j=0}^{k-1} e^{-\frac{2\pi j i n j}{k}} f(n) = \sum_{l=-1}^{\infty} \sum_{b=0}^{k-1} \sum_{j=0}^{k-1} e^{-\frac{2\pi j b j}{k}} f(kl + b) = \sum_{l=-1}^{\infty} \sum_{b=0}^{k-1} k\delta_{b,0} f(kl + b) = k \sum_{l=-1}^{\infty} f(kl)
\] (E.10)

after which we use $\sum_{p \neq 0} g(p) = \sum_{p > 0} [g(-p) + g(p)]$ and we find
\[
I_{\nu,s}^{(2)} = 4 \text{Re} \sqrt{T_2 U_2} \sum_{l=-1}^{\infty} \sum_{k=p=1}^{\infty} \int_{0}^{\infty} d\tau_2 \frac{1}{\tau_2^{3/2+s}} e^{2\pi i (T_k + U_1) \nu} e^{-\frac{\pi T_2}{\tau_2} (\nu^2 + (T_k - T_2) \nu)^2} e^{-\pi \tau_2 (2k + U_2 \nu)^2} c_{kl}^{(\nu-s)} .
\] (E.11)

To do the $\tau_2$ integral we use
\[
\int_{0}^{\infty} dx \frac{1}{x^{1-\lambda}} e^{-c x - b/x} = 2 \left( \frac{b}{c} \right)^{\lambda/2} K_{\lambda}(2\sqrt{bc}) , \quad \text{Re } b, \text{Re } c > 0 \] (E.12)

where the Bessel function $K_{\lambda}$ is given by
\[
K_{n+1/2}(x) = \sqrt{\frac{\pi}{2x}} e^{-x} \sum_{r=0}^{n} \frac{(n + r)!}{r!(n - r)!(2x)^r} , \quad K_{-n}(x) = K_{n}(x) . \] (E.13)

If the moduli of the torus are in the fundamental chamber $T_2 > U_2$, we then obtain the result
\[
I_{\nu,s}^{(2)} = 4 \text{Re} \frac{1}{(T_2 U_2)^{s}} \sum_{l=-1}^{\infty} \sum_{k=p=1}^{\infty} (q_T^{-1} q_U) \sum_{r=0}^{s} \frac{(s + r)!}{r!(s - r)! (4\pi)^r} (T_2 k + U_2 l)^{s-r} \frac{1}{p^{s+r+1}} c_{kl}^{(\nu-s)} .
\] (E.14)

where we have defined
\[
q_T = e^{2\pi i T} , \quad q_U = e^{2\pi i U} . \] (E.15)

On the other hand, when $U_2 > T_2$, we find the same result with $T$ and $U$ interchanged. We will generally assume that the moduli are in the fundamental chamber unless specified otherwise.

To simplify the expression (E.14) further, we evaluate the $p$-sum by using the polylogarithm functions defined in (A.20), giving
\[
I_{\nu,s}^{(2)} = 4 \text{Re} \frac{1}{(T_2 U_2)^{s}} \sum_{l=-1}^{\infty} \sum_{k>0}^{\infty} \sum_{r=0}^{s} \frac{(s + r)!}{r!(s - r)! (4\pi)^r} (T_2 k + U_2 l)^{s-r} Li_{s+r+1}(q_T^{-1} q_U) c_{kl}^{(\nu-s)} .
\] (E.16)

Finally, using the definition (A.19) of the combined poly-logarithm function $L_{(s)}$, we conclude that the total contribution of the non-degenerate orbits to the integral is given by
\[
I_{\nu}^{(2)} = 4 \text{Re} \sum_{s=0}^{\nu} \left( \frac{\nu}{s} \right) \left( -\frac{3}{\pi T_2 U_2} \right)^{s} \sum_{l=-1}^{\infty} \sum_{k=1}^{\infty} L_{(s)}(Tk + Ul)c_{kl}^{(\nu-s)} \] (E.17)

Degenerate orbit. For the degenerate orbits the representative matrices are
\[
A_0 = \begin{pmatrix} 0 & j \\ 0 & p \end{pmatrix} , \quad (j, p) \neq (0,0) \] (E.18)
where $j, p$ run over both positive and negative integers to account for the double covering, and the integration extends over the strip.

In this case we need to compute

$$I^{(3)}_{\nu} = \sum_{s=0}^{\nu} \binom{\nu}{s} \left( \frac{-3}{\pi} \right)^s I^{(3)}_{\nu,s}$$

(E.19)

where

$$I^{(3)}_{\nu,s} = \int_{-1/2}^{1/2} d\tau_1 \int_0^\infty \frac{d\tau_2}{\tau_2^{2+s}} \left[ T_2 \sum_{n=-1}^{\infty} \sum_{(j,p) \neq (0,0)} \frac{e^{-\frac{\pi T_2}{2U_2} |j+pU|^2}}{|j+pU|^{2(1+s)}} c_n^{(\nu-s)} e^{2\pi in} - c_0^{(\nu)} \delta_s, 0 \delta(\tau \in \mathcal{F}) \tau_2 \right].$$

(E.20)

For $s = 0$ we need to regularize the integral, and following [50] we multiply the integrand by the regulator $(1 - e^{-N/\tau_2})$ in this case, taking the limit $N \to \infty$ at the end. To keep the computation below uniform for all $s$, we use the fact that the above prescription effectively amounts to omitting the constant term in the integrand and replacing in the end

$$\sum_{p=1}^{\infty} \frac{2}{p} = 2\zeta(1) \to -[\log T_2 U_2 + \mathcal{K}] \quad , \quad \mathcal{K} \equiv \log \frac{8\pi e^{1-\gamma_E}}{3\sqrt{3}}$$

(E.21)

where $\gamma_E$ is the Euler-Mascheroni constant.

So we focus on the first term in (E.20) and after performing the trivial $\tau_1$ integration and subsequently the standard $\tau_2$ integration we arrive at

$$I^{(3)}_{\nu,s} = c_0^{(\nu-s)} T_2 s! \left( \frac{U_2}{\pi T_2} \right)^{s+1} \sum_{(j,p) \neq (0,0)} \frac{1}{|j+pU|^{2(1+s)}}$$

(E.22a)

$$= c_0^{(\nu-s)} T_2 s! \left( \frac{U_2}{\pi T_2} \right)^{s+1} \left( 2 \sum_{j=1}^{\infty} \frac{1}{j^{2(1+s)}} + \sum_{j=-\infty}^{\infty} \sum_{p \neq 0} \frac{1}{[(j+pU_1)^2 + (pU_2)^2]^{(1+s)}} \right).$$

(E.22b)

For the first term in (E.22b) we use the standard identity

$$\sum_{j=1}^{\infty} \frac{1}{j^{2m}} = \zeta(2m) \quad , \quad \zeta(2m) = (-)^{m+1} \frac{2^{2m-1}\pi^{2m}}{(2m)!} B_{2m}$$

(E.23)

where $B_m$ are the Bernoulli numbers. For the explicit examples in the text the relevant values are $B_2 = 1/6, B_4 = -1/30$ and $B_6 = 1/42$.

To evaluate the second term in (E.22b) we use the identities

$$\sum_{j=-\infty}^{\infty} \frac{1}{(j+B)^2 + C^2} = \frac{i\pi}{2C} [\cot \pi (B+iC) - \cot \pi (B-iC)]$$

(E.24a)

$$\sum_{p=1}^{\infty} \frac{1}{p^s} \frac{d_{q_{U}}^p}{1 - d_{q_{U}}^p} = \sum_{l=1}^{\infty} L_{ls} (q_{U}^l)$$

(E.24b)
\[
\left( \frac{1}{U_2} \frac{\partial}{\partial U_2} \right)^s \frac{1}{U_2} L_{im}(q_U^l) = \left( -s \right) \left( \begin{array}{c} 2n \end{array} \right) \sum_{r=0}^{s} \frac{(s+r)!}{r! \left( s-r \right)! \left( 4\pi r \right)^r} (U_2 l)^{s-r} L_{im+r-s}(q_U^l), \quad m \geq s.
\]
(E.24c)

The identity (E.24c) may be derived by by recursion, using in particular that \( \frac{\partial}{\partial U_2} L_{is}(q_U^l) = -2\pi i L_{i,s-1}(q_U^l) \).

Then we can rewrite
\[
\sum_{j=-\infty}^{\infty} \sum_{p \neq 0} \frac{1}{(j + pU_1)^2 + (pU_2)^2} = \sum_{j=-\infty}^{\infty} \frac{(-1)^s \pi}{s!} \left( \frac{1}{2U_2} \frac{\partial}{\partial U_2} \right)^s \sum_{p=1}^{\infty} \frac{1}{p^{2s} U_2^p} \left[ \frac{q_U^p}{2 - q_U^p} + \frac{q_U^p}{1 - q_U^p} + 1 \right]
\]
\[
= \frac{(-1)^s \pi}{2^s s!} \left( \frac{1}{U_2} \frac{\partial}{\partial U_2} \right)^s \left( \frac{1}{U_2} 4\text{Re} \sum_{l=1}^{\infty} L_{2s+1}(q_U^l) + \frac{2}{U_2} \zeta(2s + 1) \right)
\]
\[
= 4\text{Re} \frac{\pi^{s+1}}{U_2^{2s+1}} \sum_{l=1}^{\infty} L_{s}(U_l) + \frac{2\pi(2s)!}{(s!)^2 4^s} \frac{\zeta(2s + 1)}{U_2^{2s+1}}
\]
(E.25)

Here we have used (E.24a) and some rearrangement in the second step, (E.24b) in the the third step and the last step uses (E.24c) along with the definition of \( L_{(s)} \) in (A.19).

Substituting the results (E.25), (E.23), (E.22b) in (E.22a) we can write the total result for (E.20) as
\[
I^{(3)}_\nu = 4\text{Re} \sum_{s=0}^{\nu} \left( \begin{array}{c} \nu \\ s \end{array} \right) \left( -\frac{3}{\pi T_2 U_2} \right)^s \sum_{l=1}^{\infty} L_{(s)}(U_l) c_0^{(\nu-s)} - c_0^{(\nu)} [\log T_2 U_2 + K] + \frac{\pi U_2}{3} c_0^{(\nu)}
\]
\[
+ \sum_{s=1}^{\nu} c_0^{(\nu-s)} \left( \begin{array}{c} \nu \\ s \end{array} \right) \left\{ \frac{4\pi(12)^{s!} B_{2s+2} U_2^{s+1}}{(2s + 2)!} + \frac{2(2s)!}{s!} \left( \frac{3}{4\pi^2 T_2 U_2} \right)^s \zeta(2s + 1) \right\}
\]
(E.26)

which completes the calculation of the degenerate orbit.

**Total result.** Adding the three expressions (E.5), (E.17) and (E.26) we obtain our final result for the fundamental domain integral in (E.1a),
\[
I_\nu(T, U) = 4\text{Re} \sum_{s=0}^{\nu} \left( \begin{array}{c} \nu \\ s \end{array} \right) \left( -\frac{3}{\pi T_2 U_2} \right)^s \sum_{k,l} L_{(s)}(T k + U l) c_0^{(\nu-s)}
\]
\[
- c_0^{(\nu)} [\log T_2 U_2 + K] + \frac{\pi T_2}{3(\nu + 1)} [c_0^{(0)} - 24(\nu + 1)c_0^{(0)}] + \frac{\pi U_2}{3} c_0^{(\nu)}
\]
\[
+ \sum_{s=1}^{\nu} c_0^{(\nu-s)} \left( \begin{array}{c} \nu \\ s \end{array} \right) \left\{ \frac{4\pi(12)^{s!} B_{2s+2} U_2^{s+1}}{(2s + 2)!} T_2 + \frac{2(2s)!}{s!} \left( \frac{3}{4\pi^2 T_2 U_2} \right)^s \zeta(2s + 1) \right\}
\]
(E.27)

where
\[
\sum_{k,l} = \sum_{k,l=0}^{\infty} \sum_{(k,l) \neq (0,0)} ( \ ) |(k,l)=(1,-1)
\]
(E.28)

and \( L_{(s)} \) is the combined poly-logarithm function defined in (A.19). This expression is valid in the fundamental chamber \( T_2 > U_2 \), while for \( U_2 > T_2 \) we obtain the same result with
$T$ and $U$ interchanged. For the special cases $\nu = 0$ and $1$, in which case $\Phi_0 = E_4^3/\eta^{24}$ and $\Phi_1 = E_4E_6/\eta^{24}$ respectively, the expression (E.27) agrees with that obtained in the appendix of [64].

(\text{S} + \text{2}, \text{2}) case

We next evaluate the integrals in (E.1b), which involve the the $(\text{S} + \text{2}, \text{2})$ lattice sum are

$$
\Gamma_{\text{S}+\text{2},\text{2}}(y) = \sum_{p,v,p,r} q^{p^2/2} r^{2/2}
$$

(E.29)

where our notations and conventions are as follows. The $(\text{S} + \text{2}, \text{2})$ lattice is obtained by an $SO(\text{S} + \text{2}, \text{2})$ rotation of some standard lattice, which we take to be of the form $\Gamma^{\text{S},0} \oplus \Gamma^{2,2}$. Here, $\Gamma^{\text{S},0}$ is the $\text{S} = 8$ or 16-dimensional, even self dual Euclidean lattice, i.e. either the $\text{E}_8$ root lattice or the $\text{E}_8 \times \text{E}_8$ root lattice or the $\text{Spin}(32)/\mathbb{Z}_2$ weight lattice. For $\Gamma_{2,2}$ we use the conventions of the $(2,2)$ case discussed above. A general lattice vector is denoted by

$$
\ell \in \Gamma^{\text{S}+\text{2},\text{2}}: \quad \ell = (\bar{r}, \bar{n}, \bar{m}) \quad \text{,} \quad \bar{r} \in \Gamma^{\text{S},0} \quad \text{,} \quad (\bar{n}, \bar{m}) \in \Gamma^{2,2}
$$

where the conventions and restrictions that $U_2 > 0$ and $(y_2, y_2) < 0$. In these coordinates, the left- and right-moving components of $p \in \Gamma^{\text{S}+\text{2},\text{2}}$ are given by

$$
p^2_r = \frac{1}{-(y_2, y_2)} |\bar{r} \cdot \bar{y} + m_1 U + n_1 T - m_2 - \frac{1}{2} n_2 (y, y)|^2
$$

(E.32a)

$$
p^2_l - p^2_r = \bar{r} \cdot \bar{r} - 2m_1 n_1 - 2m_2 n_2
$$

(E.32b)

After a Poisson resummation in $m_1, m_2$, the lattice sum (E.29) takes the alternate form

$$
\Gamma_{\text{S}+\text{2},\text{2}}(y) = \frac{-(y_2, y_2)}{2\tau_2 U_2} \sum_{r \in \Gamma^{\text{S},0}} \sum_A q^{\frac{1}{2} r \cdot \bar{r}} e^{\mathcal{G}(A, \tau)}
$$

(E.33)

where

$$
\mathcal{G}(A, \tau) = \frac{\pi (y_2, y_2)}{2 U_2^2 \tau_2} |A|^2 - 2\pi i T \det A + \frac{\pi}{U_2} (\bar{r} \cdot \bar{y} \bar{A} - \bar{r} \cdot \bar{y}^* A)
$$

$$
- \frac{\pi n_2}{2 U_2} (\bar{y} \cdot \bar{y} \bar{A} - \bar{y}^* \cdot \bar{y}^* A) + \frac{i \pi y_2 \cdot \bar{y}}{(U_2)^2} (n_1 + n_2 U^*) A
$$

(E.34a)

$$
A = \begin{pmatrix} n_1 & m_1 \\ n_2 & m_2 \end{pmatrix} \quad \text{,} \quad \bar{A} = (1 \ U) A \begin{pmatrix} \tau \\ 1 \end{pmatrix} \quad \text{,} \quad \bar{\bar{A}} = (1 \ U^*) A \begin{pmatrix} \tau \\ 1 \end{pmatrix}
$$

(E.34b)
For completeness we also give an alternate form of the expression (E.33),

$$\Gamma_{S+2,2}(G, B, Y) = \frac{\sqrt{\det G}}{\tau_2} \sum_{m, \bar{n}} \exp -\frac{\pi}{\tau_2} (m' + n' \tau) (G + B)_{l,j} (m' + n' \tau)$$

$$\times \frac{1}{2} \sum_{a,b=0,1} \prod_{i=1}^{S} e^{-i\pi [n' Y_i I' j m' + bn' Y_j]} \vartheta \left[ a+2n' Y_i I' \right]_{b+2m' Y_j}$$

(E.35)

where the \( \vartheta \)-function is defined in (A.1). Here, the connection between the real moduli \( G, B, Y \) in the form (E.35) and the complex moduli \( y = (\bar{y}, T, U) \) in (E.33) is as follows,

$$G = -\left( \frac{y_1}{2U_2^2}, \frac{y_2}{2U_2} \right) \left( \begin{array}{c} U_1 \\ |U|^2 \end{array} \right), \quad B_{12} = T_1 - \frac{\bar{y}_1 \cdot \bar{y}_2}{2U_2}$$

(E.36a)

$$y^i = (y_1 + iy_2)^i = -Y^i + U Y^i$$

(E.36b)

To check the equivalence between the expressions (E.33) and (E.35) one uses eq.(A.1) and the relations in (E.36).

The modular properties under \( \tau \) are most easily derived from (E.33) or (E.35) and we find that \( \Gamma_{S+2,2} \) is of weight \( S/2 \). The lattice sum is also properly invariant under the \( O(S+2, 2, Z) \) transformations (A.25) of the moduli. For modular invariance of the integrand in (E.1b), the functions \( \Phi_\nu \) transforms with weight \( -S/2 - 2\nu \), and we assume the same expansion as in (E.3), (E.4) for this function.

It turns out that due to the fact that the lattice is even self-dual, the contribution to (E.33) from two matrices \( A_i \) that are related by a modular transformation is again, as in the (2,2) case, given by a modular transformation on \( \tau \). As a consequence we can use the method of orbits as above. We omit the details of the calculations which are similar to the ones given for the (2,2) case and generalize those in [64], but only give the final result.

To write the total result we introduce the following notation [HM]. The triplet \( r = (\bar{r}, -l, -k) \) is positive if

$$k > 0 \quad \text{or} \quad k = 0, \quad l > 0 \quad \text{or} \quad k = l = 0, \quad \bar{r} > 0.$$  \hspace{1cm} (E.37)

and we use the definition

$$d^{(s)}(r) \equiv c_{-\frac{1}{2}}^{(s)}(r, r) \quad , \quad (r, r) = \bar{r} \cdot \bar{r} - 2kl$$  \hspace{1cm} (E.38)

where the coefficients \( c_{n}^{(s)} \) are defined as in (E.4). We will also use the functions in (E.38) with argument \( \bar{r} \) instead of \( r \), meaning that \( k = l = 0 \). For example, the coefficient of the second term in (E.1b) (which subtracts the divergent part) is

$$d^{(\nu)}_{0} = \sum_{\bar{r}, \bar{y} = 0} d^{(\nu)}(\bar{r})$$  \hspace{1cm} (E.39)

We define the product \((r; y)\) as

$$(r; y) = \begin{cases} \bar{r} \cdot \bar{y}_1 + \bar{l} U_1 + kT_1 + i \bar{r} \cdot \bar{y}_2 + \bar{l} U_2 + kT_2 \quad & \text{for } k > 0 \\ \bar{r} \cdot \bar{y} + \bar{l} U - \frac{\bar{r} \bar{y}_2}{U_2} U \quad & \text{for } k = 0, \bar{r} \geq 0 \\ \bar{r} \cdot \bar{y} + \bar{l} U + \frac{-\bar{r} \bar{y}_2}{U_2} U \quad & \text{for } k = 0, \bar{r} < 0 , \end{cases}$$  \hspace{1cm} (E.40)
where \([x]\) is the greatest integer less than or equal to \(x\).

Then, we have the following result for the threshold including Wilson lines

\[
I_\nu(y) = 4\text{Re} \sum_{s=0}^\nu \left( \frac{\nu}{s} \right) \left( \frac{6}{\pi(y_2, y_2)} \right)^s \sum_{r>0} L_{(s)} ((r; y)) d^{(\nu-s)}(r) \tag{E.41}
\]

\[
+d_0^{(\nu)} (- \log(-(y_2, y_2)) - \mathcal{K}) - \left( \frac{y_2}{2U_2} - \frac{\pi}{3(\nu + 1)} [E_2^{\nu + 1} \chi \Phi_{\nu}] |_q^p \right)
\]

\[
+ \sum_{s=1}^\nu \left( \frac{2(2s)!}{s!} \left( \frac{3}{2\pi^2(y_2, y_2)} \right)^s \zeta(2s + 1) \right)
\]

\[
+ 2\text{Re} \sum_{s=0}^\nu \left( \frac{6}{\pi(y_2, y_2)} \right)^s \frac{U_2^{2s+1} s!}{\pi^{s+1}} \sum_{r>2} L_{2s+2} \left( e^{2\pi i \bar{r} \cdot \bar{y}/U_2} \right) d^{(\nu-s)}(\bar{r})
\]

where \(L_{(s)}\) is defined as in (A.19), and \(\mathcal{K}\) is given in (E.21). The prime on the sum over \(r > 0\) indicates that terms with \(k = l = 0\) and \(\bar{r} \cdot \bar{y} = 0\) for generic values of the moduli are omitted.

Further simplifications of this expression occur when the moduli are in the (generalized) fundamental Weyl chamber [64]

\[
0 < \frac{\bar{r} \cdot \bar{y}_2}{U_2} < 1 \quad \text{for} \quad \bar{r} > 0 \quad \text{and} \quad \bar{r} \cdot \bar{r} \leq 2 \tag{E.42a}
\]

\[
0 < U_2 < T_2 \tag{E.42b}
\]

which means that \((r; y) = (r, y) = \bar{r} \cdot \bar{y} + LU + kT\) for all \(r\) such that \(-\frac{1}{2}(r, r) \geq -1\).

For generic moduli we also have \(\bar{r} \cdot \bar{y} = 0\) implies \(\bar{r} = 0\) and since \(c_{n<1} = 0\) the \(\bar{r}\) sum in the last line of (E.41) restricts to the subset \(\bar{r}^2 = 2\) only. Hence, we have in the generalized fundamental Weyl chamber the simplified expression,

\[
I_\nu(y) = 4\text{Re} \sum_{s=0}^\nu \left( \frac{\nu}{s} \right) \left( \frac{6}{\pi(y_2, y_2)} \right)^s \sum_{r>2} L_{(s)} ((r, y)) c_{(\nu-s)}^{(\nu-s)}
\]

\[
+ c_0^{(\nu)} (- \log(-(y_2, y_2)) - \mathcal{K}) - \left( \frac{y_2}{2U_2} - \frac{\pi}{3(\nu + 1)} [E_2^{\nu + 1} \chi \Phi_{\nu}] |_q^p \right)
\]

\[
+ \sum_{s=0}^\nu c_0^{(\nu-s)} \left( \frac{4\pi(-24)^s s! B_{2s+2}}{(2s + 2)!} \frac{U_2^{2s+1}}{(y_2, y_2)^s} + \theta(s \geq 1) \frac{2(2s)!}{s!} \left( \frac{3}{2\pi^2(y_2, y_2)} \right)^s \zeta(2s + 1) \right)
\]

\[
+ 2\text{Re} \sum_{s=0}^\nu \left( \frac{6}{\pi(y_2, y_2)} \right)^s \frac{U_2^{2s+1} s!}{\pi^{s+1}} \sum_{r=2} L_{2s+2} \left( e^{2\pi i \bar{r} \cdot \bar{y}/U_2} \right) c_{(\nu-s)}^{(\nu-s)}
\]

where we also used that \(L_{s}(1) = \zeta(s)\) and eq.(E.23).

\textbf{Simplification of rational terms.} For the calculation (and existence) of the generalized prepotentials in Appendix E.2, it is necessary to simplify the rational terms, which are defined as follows

\[
I_\nu^{\text{rat.}} = - \left( \frac{y_2}{2U_2} \frac{\pi}{3(\nu + 1)} [E_2^{\nu + 1} \chi \Phi_{\nu}] |_q^p \right) + \sum_{s=0}^\nu c_0^{(\nu-s)} \left( \frac{4\pi(-24)^s s! B_{2s+2}}{(2s + 2)!} \frac{U_2^{2s+1}}{(y_2, y_2)^s} \right) \tag{E.44}
\]
In the fundamental Weyl chamber we can use the following identities (relevant for $\nu \leq 2$) on the even poly-logarithms,

\[
\text{Re} \text{Li}_2(e^{2\pi ix}) = \pi^2 \left(\frac{1}{6} - |x| + x^2\right) \tag{E.45a}
\]

\[
\text{Re} \text{Li}_4(e^{2\pi ix}) = \pi^4 \left(\frac{1}{90} - \frac{1}{3}x^2 + \frac{2}{3}|x|^3 - \frac{1}{3}x^4\right) \tag{E.45b}
\]

\[
\text{Re} \text{Li}_6(e^{2\pi ix}) = \pi^6 \left(\frac{1}{945} - \frac{1}{45}x^2 + \frac{1}{9}x^4 - \frac{2}{15}|x|^5 + \frac{2}{45}x^6\right) \tag{E.45c}
\]

which hold for $|x| < 1$. To simplify the expression in (E.44) for $\nu \leq 2$, we will also use that

\[\chi(\tau) = 1 + 2Dq + O(q^2)\]

where $D$ is the number of positive roots (for $E_8$ this is 120, while for $E_8 \times E_8$ or $SO(32)$ this is 240). Moreover, we use the explicit functions $\Phi_n$, which are

\[S = 8:\quad \Phi_0 = \frac{E_4^2}{\eta^{24}}, \quad \Phi_1 = \frac{E_6}{\eta^{24}}, \quad \Phi_2 = \frac{E_4}{\eta^{24}} \tag{E.46a}\]

\[S = 16:\quad \Phi_0 = \frac{E_4}{\eta^{24}}, \quad \Phi_1 = \text{non-existent}, \quad \Phi_2 = \frac{1}{\eta^{24}} \tag{E.46b}\]

We will also need to define the following completely symmetric Lie algebra tensors

\[
\sum_{\vec{r}^2=2, r>0} r_{i_1}r_{i_2} \ldots r_{i_n} = \alpha_{i_1i_2\ldots i_n}^{(n)} \tag{E.47}
\]

In particular, by definition, $\alpha_i^{(1)} = 2\rho_i$, where $\rho$ is the Weyl vector, while it is also known for any simply-laced group (we take $\vec{r}^2 = 2$ that $\alpha_{ij}^{(2)} = \tilde{h}\delta_{ij}$ where $\tilde{h}$ is the dual Coxeter number (equal to 30 for $E_8$ and $SO(32)$). We also have for $E_8$ and $SO(32)$ the identities

\[
\sum_{ijkl} \alpha_{ijkl}^{(4)} v^i v^j v^k v^l = \begin{cases} 
18(\vec{v} \cdot \vec{v})^2, & E_8 \\
6(\vec{v} \cdot \vec{v})^2 + 24 \sum_i v_i^4, & SO(32)
\end{cases} \tag{E.48a}
\]

\[
\sum_{ijklmn} \alpha_{ijklmn}^{(6)} v^i v^j v^k v^l v^m v^n = \begin{cases} 
15(\vec{v} \cdot \vec{v})^3, & E_8 \\
30(\vec{v} \cdot \vec{v}) \sum_i v_i^4, & SO(32)
\end{cases} \tag{E.48b}
\]

The tensors also clearly satisfy the contraction property

\[
\alpha_{i_1i_2\ldots i_n}^{(n)} \eta_{i_{n-1}}^{i_n} = 2\alpha_{i_1i_2\ldots i_{n-2}}^{(n-2)} \tag{E.49}
\]

Then, after some algebra, we find the following results (for $\nu \leq 2$): In eq.(E.44) there appear a priori terms of the form $(y_2^2)^{2\nu+2}$ which, however, vanish due to non-trivial root identities. The vanishing of these terms is essential for the integrability of the thresholds in
terms of (generalized) prepotentials as discussed in Appendix E.2. The final simplification for the rational terms can be summarized in terms of a set of symmetric tensors as follows,

\[ I_{\nu}^{rat} = -\frac{8\pi}{(y_2, y_2)^2} d_{a_1 \ldots a_{2\nu+1}}^{(\nu, \nu)} y_2^{a_1} \cdots y_2^{a_{2\nu+1}} \]  

(E.50)

In particular, for the case \( \nu = 0 \) we have the explicit result

\[ S = 8, 16 : \quad d_a^{(0,0)} = (\bar{\rho}, -30, -31) \equiv -\eta_{ab} \rho^b \]  

(E.51)

As pointed out in Ref.[64], for the case \( S = 8 \) we have that \( \rho^a = -\eta_{ab} d_b^{(0)} = -(\bar{\rho}_{E_8}, 31, 30) \) is the Weyl vector of the \( E_{10} \) KM algebra. For the case \( \nu = 1 \) and \( S = 8 \) the result agrees with [64], and will not be given explicitly here. Finally, we give the corresponding expressions for the case \( \nu = 2 \). For \( E_8 \) we have

\[ E_8 : \quad I_2^{rat} = -\frac{8\pi}{(y_2, y_2)^2} (\bar{\rho} \cdot \bar{y} - 30T_2 - 31U_2)(y_2, y_2)^2 + \]  

(E.52)

\[
\begin{align*}
8U_2^3 - 168U_2^2 T_2 - 144U_2 T_2^2 &- 4\alpha_{i_1 i_2 i_3}^{(3)} y_2^{i_1} y_2^{i_2} y_2^{i_3} (y_2, y_2) \\
- \frac{48}{5} U_2^5 &+ 48U_2^4 T_2 - 288U_2^3 T_2^2 - 192U_2^2 T_2^3 &+ \frac{24}{5} \alpha_{i_1 i_2 i_3 i_4 i_5}^{(5)} y_2^{i_1} y_2^{i_2} y_2^{i_3} y_2^{i_4} y_2^{i_5}
\end{align*}
\]

where \( i = 1 \ldots 8 \), while for \( E_8 \times E_8 \) we find,

\[ E_8 \times E_8 : \quad I_2^{rat} = -\frac{8\pi}{(y_2, y_2)^2} (\bar{\rho} \cdot \bar{y} - 30T_2 - 31U_2)(y_2, y_2)^2 + \]  

(E.53)

\[
\begin{align*}
8U_2^3 - 168U_2^2 T_2 - 144U_2 T_2^2 &- 4\alpha_{i_1 i_2 i_3}^{(3)} y_2^{i_1} y_2^{i_2} y_2^{i_3} (y_2, y_2) \\
- \frac{48}{5} U_2^5 &+ 48U_2^4 T_2 - 288U_2^3 T_2^2 - 192U_2^2 T_2^3 &+ \frac{24}{5} \alpha_{i_1 i_2 i_3 i_4 i_5}^{(5)} y_2^{i_1} y_2^{i_2} y_2^{i_3} y_2^{i_4} y_2^{i_5}
\end{align*}
\]

where now \( i = 1 \ldots 16 \), and \( (\bar{y}_2 \cdot \bar{y}_2) \) and \( (\bar{y}_2 \cdot \bar{y}_2) \) refer to the two \( E_8 \) factors respectively. For \( SO(32) \) we find

\[ SO(32) : \quad I_2^{rat} = -\frac{8\pi}{(y_2, y_2)^2} (\bar{\rho} \cdot \bar{y} + 18T_2 + 17U_2)(y_2, y_2)^2 + \]  

(E.54)

\[
\begin{align*}
8U_2^3 &+ 24U_2^2 T_2 + 48U_2 T_2^2 &- 4\alpha_{i_1 i_2 i_3}^{(3)} y_2^{i_1} y_2^{i_2} y_2^{i_3} (y_2, y_2) \\
- \frac{48}{5} U_2^5 &+ 48U_2^4 T_2 - 96U_2^3 T_2^2 &- 96(U_2 + T_2) \sum_i (y_2^i)^4 &+ \frac{24}{5} \alpha_{i_1 i_2 i_3 i_4 i_5}^{(5)} y_2^{i_1} y_2^{i_2} y_2^{i_3} y_2^{i_4} y_2^{i_5}
\end{align*}
\]

We also note that the corresponding tensors satisfy the identities

\[ d_{abcde}^{2,2} \eta^{bc} \eta^{de} \equiv \begin{cases} -\frac{24}{5} \rho_a & S = 8 \\ \frac{8}{5} \rho_a & S = 16 \end{cases} \]  

(E.55)

where \( \rho_a \) is the generalized Weyl vector defined in (E.51).
E.2 Generalized prepotentials

(2,2) case

Using identities (A.22) and (A.17), it can be shown that the result (E.27) for the one-loop threshold integral (E.1a) can be written in terms of \( \nu \) “prepotentials” \( f(\nu,s)(T, U) \) in the following way

\[
I_{\nu}(T, U) = -c_0^{(\nu)} [\log T U + \mathcal{K}] - 2 \log |f(\nu,0)(T, U)|^2 + \text{Re} \sum_{s=1}^{\nu} \binom{\nu}{s} D_T^s D_U^s f(\nu,s)(T, U) \quad (E.56)
\]

where

\[
f(\nu,0)(T, U) = \frac{c_0^{(\nu)}}{24-\nu+1} c_0^{(\nu)} q_0^{(\nu)/24} \prod_{k,l} \prod_{m=0}^{\nu} (1 - q_{T,U}^{k,l}) c_\nu(m;k,l) \quad (E.57a)
\]

\[
c_\nu(m; k, l) \equiv \binom{\nu}{m} \frac{(-3)^m}{(m+1)!} (-4k) c_{kl}^{(\nu-m)} \quad (E.57b)
\]

\[
f(\nu,s \geq 1) = 4 \sum_{m=0}^{\nu-s} \binom{\nu-s}{m} \frac{s!(2s+1)(-3)^s m}{(2s+2+m)!} \prod_{k,l} \prod_{m=0}^{\nu} (1 - q_{T,U}^{k,l}) c_\nu(m;l) L_{s+1}^{(0)}(q_{T,U}^{k,l}) c_{kl}^{(\nu-s-m)} \quad (E.57c)
\]

\[-c_0^{(\nu-s)} 4i \pi 2s+1 \frac{(12)^s s! B_{2s+2}}{(2s)! (2s+2)!} U_{2s+1} + c_0^{(\nu-s)} 2 \frac{s! (-3)^s}{(2s)!} \zeta(2s + 1) .
\]

The function \( f(\nu,s) \) is an (almost) modular function of \( T \) and \( U \) of weight \(-2s\), and the appropriate covariant derivatives are defined in appendix A. In particular, under modular transformations the functions \( f(\nu,s) \) transforms with an additive piece. In the case of N=2 threshold integrals, \( \nu = 1 \) and \( f(1,1) \) is the one-loop prepotential of the N=2 effective supergravity. This form of writing the integral suggests that in N=1 supergravity in eight dimensions, the four derivative terms can be written in terms of holomorphic prepotentials.

(S + 2, 2) case

Using the identities (A.33), (A.36) and (A.37), it can be shown that the result (E.43) of the thresholds (E.1b) can also be rewritten in terms of \( \nu \) “prepotentials”, whose form in the generalized chamber is as follows

\[
I_{\nu}(y) = -c_0^{(\nu)} [\log -(y_2, y_2) + \mathcal{K}] - 2 \log |f(\nu,0)(y)|^2 + \text{Re} \sum_{s=1}^{\nu} \binom{\nu}{s} \Box^s f(\nu,s)(y) \quad (E.58)
\]

where the second order operator \( \Box \) is defined in eq.(A.28) and

\[
f(\nu,0)(y) = e^{2 \pi i (\sigma_{\nu,y})} \prod_{m=0}^{\nu} \prod_{r>0} (1 - e^{2 \pi i (r,y)}) c_\nu(m,r) \quad (E.59a)
\]

\[
c_\nu(m, r) \equiv \binom{\nu}{m} \frac{(S/2 + 1)!}{(S/2 + m + 1)!} (-6r^2)^m c_{-r^2/2}^{(\nu-m)} \quad (E.59b)
\]

\[
\sigma_{\nu}^{a} \equiv -\frac{(S/2 + 1)! (2\nu + 1)!}{(S/2 + \nu + 1)!} \eta^{ab} d_{b}^{(\nu,0)} \quad (E.59c)
\]
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\[ f_{(\nu,s \geq 1)}(y) = 4 \sum_{m=0}^{\nu-s} \binom{\nu-s}{m} \frac{(S/2 + s)!((S/2 + 2s + 1)!}{(S/2 + 2s + m + 1)!} \frac{(-3)^{s+m}}{m!} \sum_{r=0}^{m} (2r^2)^m L_{2s+1}^{(2)}(e^{2\pi i \tau y}) c_{-r^2/2}^{(\nu-s-m)} \]
\[ + 8\pi^{2s+1} \frac{(S/2 + s)!((S/2 + 2s + 1)!}{(S/2 + \nu + s + 1)!} \frac{(-2)^s}{4^\nu \nu!(2s + 1)!} d_{a_1 \ldots a_{2s+1}}^{(\nu,s)} \eta^{a_2 \ldots a_{2s+1}} \]
\[ + 2(-3)^s \frac{(S/2 + s)!}{(S/2 + 2s)!} \zeta(2s + 1) c_0^{(\nu-s)} \]

where we have used the simplified form (E.50) of the rational terms in the generalized fundamental Weyl chamber and used the recursive definition

\[ d_{a_1 \ldots a_{2s-1}}^{(\nu,s-1)} = d_{a_1 \ldots a_{2s+1}}^{(\nu,s)} \eta^{a_2 \ldots a_{2s+1}} , \quad 1 \leq s \leq \nu \]  

(E.60)

For the case \( \nu = 1, S = 8 \), we have checked the agreement with the one-loop prepotential given in [64]. We note here again that the above expressions have only been proven for \( \nu \leq 2 \). For higher \( \nu \) these expressions remain true if the conjectured relations (A.33), (A.36), (A.37) and the form (E.50) for the rational terms remain valid. We strongly believe this is the case, and also note that the expressions in (E.59) correctly reduce to those in (E.57) for \( S = 0 \).

**F Large \( T_2 \) expansion of heterotic one-loop integrals**

The main results (E.27) and (E.43) of Appendix E are the general form of the elliptic genus contributions to the one-loop free energy of the heterotic string compactified on a 2-torus, without and with Wilson lines. In this appendix we compute the large \( T_2 \) expansion of these two expression, by re-expanding the result in a double power series in the variables \( T_2 \) and \( q_T = e^{2\pi i T} \). Using heterotic/type-I duality the resulting expansion can be decomposed into the perturbative part (powers of \( T_2 \) only) and the non-perturbative part (powers of \( q_T \)) from the the type-I point of view. We will use this terminology below, in accordance with the physical interpretation discussed in the text.

**\( (2,2) \) case**

Our aim is to use the large \( T_2 \) expansion to rewrite the expression in (E.27) in the form,

\[ I_\nu(T, U) = I_\nu^{(p)}(T_2, U) + I_\nu^{(n,p)}(T_2, q_T, U) + I_\nu^{(d)}(T_2) \]  

(F.1)

where \( I_\nu^{(p)} \) and \( I_\nu^{(n,p)} \) stand for the perturbative and non-perturbative parts respectively and \( I_\nu^{(d)}(T_2) \) collects logarithmically-divergent and constant pieces.

In fact, by examining the separate contributions \( I_\nu^{(i=1,2,3)} \) in (E.5), (E.17) and (E.26) of the trivial, non-degenerate and degenerate orbits respectively, it is not difficult to see that

\[ I_\nu^{(p)}(T_2, U) + I_\nu^{(d)}(T_2) = I_\nu^{(1)} + I_\nu^{(3)} \]  

(F.2a)

\[ I_\nu^{(n,p)}(T_2, q_T, U) = I_\nu^{(2)} \]  

(F.2b)

so that the perturbative contributions are included in the trivial and degenerate orbit, while the non-degenerate orbits generate non-perturbative terms.
In further detail, it follows from (E.5) and (E.26) that the perturbative terms are

\[ I^{(p)}_{\nu}(T_2, U) = \frac{\pi T_2}{3(\nu + 1)} \left[ c^{(0)}_0 - 24(\nu + 1)c^{(0)}_{-1} \right] + \sum_{s=0}^{\nu} \left( \frac{3}{\pi T_2} \right)^s Y(s)(U)c_0^{(\nu-s)} \]  

where the functions \( Y(s) \) are given by

\[ Y(0)(U) = 4\text{Re} \sum_{l=1}^{\infty} L(0)(UL) - \log U_2 + \frac{\pi U_2}{3} = -\log U_2|\eta(U)|^4 \]  

(4.4a)

\[ Y(s \geq 1)(U) = 4\text{Re} \frac{1}{U_2^2} \sum_{l=1}^{\infty} L(s)(UL) + \left( \frac{-1}{4\pi} \right)^s (2s + 2)! \frac{1}{2} \frac{(2s)!}{(2^s + 1)!} \left( \frac{1}{4\pi U_2^2} \right)^s \zeta(2s + 1) \]  

(4.4b)

Note that modular invariance in the \( T \) and \( U \) moduli of the total integral (E.1a) implies that these functions are modular invariant in the \( U \) modulus. For \( Y(0) \) this fact corresponds the usual modular transformation of the \( \eta \)-function. For \( s \geq 1 \), however, this fact implies highly non-trivial modular properties of the poly-logarithms, which in some sense generalize those of the \( \eta \)-function. Similar identities were noted in [64].

For the logarithmically-divergent/constant pieces, we easily read off

\[ I^{(d)}(T_2) = -\eta_0^{(4)}|\log T_2 + K| \]  

(5.5)

Using the intermediate result (E.22a) in the degenerate orbit, we can also write down the following alternate form of the perturbative terms

\[ I^{(p)}_{\nu}(T_2, U) = \frac{\pi T_2}{3(\nu + 1)} \left[ c^{(0)}_0 - 24(\nu + 1)c^{(0)}_{-1} \right] - I^{(d)}(T_2) \]

+ \[ U_2 \sum_{s=0}^{\nu} \left( \frac{3}{\pi^2 T_2} \right)^s c_0^{(\nu-s)} \sum_{(j,p) \neq (0,0)} \frac{1}{|j + pU|^2(1+s)} \]  

which expresses the contributions at order \( 1/T_2^s \) as a sum over inverse powers \( 1/P^{2(1+s)} \) of the internal momenta of the type-I string.

Moving on to the non-perturbative terms, we start with the expression (E.17) for the non-degenerate orbit and rewrite it as follows. First, we substitute the explicit form of \( L(s) \) in (A.19), yielding

\[ I^{(n,p)}_{\nu} = 4\text{Re} \sum_{s=0}^{\nu} \left( \frac{-3}{\pi T_2 U_2} \right)^s \sum_{r=0}^{s} \left( \frac{s + r}{r!(s - r)!} \right) \rho^r \sum_{k,l}^{l'} (T_2k + U_2l)^{s-r}Li_{s+r+1}(q_T^{k} q_U^{l})c_{kl}^{(\nu-s)} \]  

(7.7a)

\[ = 4\text{Re} \sum_{s=0}^{\nu} \sum_{r=0}^{s} \sum_{m=0}^{s-r} \frac{(-3)^s}{4^r} \left( \frac{s + r}{r!(s - r)!} \right) \rho^r \sum_{m}^{s-r} \frac{1}{(\pi T_2)^{s-m}(\pi U_2)^{r+m}} \sum_{k,l}^{l'} \sum_{p=1}^{\infty} k^m l^{s-r-m} \frac{1}{p^{s+r+1}} q_T^{kp} q_U^{lp} c_{kl}^{(\nu-s)} \]  

(7.7b)
where in the second step we have also used the summed form of the poly-logarithms and expanded the \((T_2k + U_2l)^{-s}\) factor.

Next we do the \(l\) summation, by rewriting

\[
\sum_{l=1}^{\infty} l^{s-r-m} q_{U}^{p_l} C_{kl} = \sum_{l=1}^{\infty} l^{s-r-m} q_{U}^{p_l} C_{kl}
\]

\[
= \sum_{l=1}^{\infty} \frac{1}{k^{s-r-m}} [q_u \partial_{q_u}]^{s-r-m} q_{U}^{p_l} C_{kl}^{(\nu-s)}
\]

\[
= \sum_{j=0}^{k-1} \frac{1}{k^{s-r-m+1}} [q_u \partial_{q_u}]^{s-r-m} (E_2^{\nu-s} \Phi_\nu)(u' + \frac{j}{k})
\]

\[
= \sum_{j=0}^{k-1} \frac{1}{k^{s-r-m+1}} [q_u \partial_{q_u}]^{s-r-m} (E_2^{\nu-s} \Phi_\nu)(u)
\]

where we have introduced \(u' = pU/k\) in the second step and in the last step

\[
u = \frac{pU + j}{k}
\]

which is identified with the complex modulus of the world volume of the D1-brane. In the third step we also used the identity

\[
\sum_{l=1}^{\infty} q_{U}^{p_l} C_{kl} = \frac{1}{k} \sum_{j=0}^{k-1} F(U + \frac{j}{k}) \quad , \quad F(U) = \sum_{n=1}^{\infty} C_n q_{U}^{n}
\]

and the definition (A.9).

Substituting the result (F.8) in (F.7b) we obtain,

\[
I_{\nu}^{(n,p)} = 4 \text{Re} \sum_{s=0}^{\nu} \sum_{r=0}^{s} \sum_{m=0}^{s-r} \frac{(-3)^s}{4^r} \binom{\nu}{s} \binom{s+r}{r} \binom{s-r}{m} \frac{1}{(\pi T_2)^{s-m}}
\]

\[
\times \sum_{k,p=1}^{\infty} \sum_{j=0}^{k-1} \frac{1}{(\pi pU_2/k)^{r+m}} \frac{1}{(kp)^{s-m+1}} q_{U}^{kp} [q_u \partial_{q_u}]^{s-r-m} (E_2^{\nu-s} \Phi_\nu)(u)
\]

\[
= 4 \text{Re} \sum_{s=0}^{\nu} \binom{\nu}{s} \left( \frac{3}{2\pi T_2} \right)^s \sum_{r=0}^{s} \sum_{m=0}^{s-r} \frac{(-)^s m^{3r s!}}{2^s r!} \binom{\nu-s}{m} \binom{2s + m - r}{s + m}
\]

\[
\times \sum_{k,p=1}^{\infty} \sum_{j=0}^{k-1} \frac{1}{(\pi u_2)^{s+m-r}} \frac{1}{(kp)^{s-m+1}} q_{U}^{kp} [q_u \partial_{q_u}]^{r} (E_2^{\nu-s-m} \Phi_\nu)(u)
\]

where in the second step we used \(u_2 = pU_2/k\), the summation identity

\[
\sum_{s=0}^{\nu} \sum_{r=0}^{s} \sum_{m=0}^{s-r} f(s, r, m) = \sum_{s=0}^{\nu} \sum_{r=0}^{s} \sum_{m=0}^{s-r} f(s + m, s - r, m)
\]

and performed some regrouping of terms.
Finally, we use the identity (A.17) to obtain the interesting result that the non-perturbative part of the integral over the elliptic genus,

\[ I_{n,p}^{(n,p)}(T_2, q_T, U) = \int d^2\tau \Gamma_{2,2}(T, U) \hat{E}_2^\nu(\tau) \Phi_\nu(q) - c_0^{(\nu)} \]  

|non-pert.|

\[ = 4 \text{Re} \sum_{s=0}^{\nu} \left( \frac{s}{2\pi T_2} \right)^s \sum_{p,k=1}^{\infty} \frac{1}{(kp)^{s+1}} q_T^{kp} \sum_{j=0}^{k-1} (D^s \hat{E}_2^{\nu-s}\Phi_\nu)(pU + j) \]  

depends again on the elliptic genus and covariant derivatives thereof.

We continue to simplify this further by noting that (F.13) has the form,

\[ I_{n,p}^{(n,p)}(T_2, q_T, U) = 4 \text{Re} \sum_{s=0}^{\nu} \left( \frac{s}{2\pi T_2} \right)^s \sum_{n=1}^{\infty} \frac{1}{n^{s+1}} q_T^n g(s,n)(U) \]  

(F.14a)

where the functions \( g(s,n)(U) \) entering at the \( n \)th instanton contribution \( q_T^n \) are modular functions of \( U \), given the fact that \( \Phi_\nu \) are modular functions of weight \(-2\nu\).

Although for a given instanton number \( n \) (and any \( s \)) function \( g(s,n)(U) \) is modular invariant in \( U \), the sum in this expression is reducible when \( n = Nm^2 \) for some \( m > 1 \), in the sense that the function can then be split up into more than one part, each of which is separately modular invariant. Here we will do the reduction using the modular invariance of the result on \( U \). In the following appendix we will give an algebraic explanation of the reduction by looking at the classifications of the mappings between the lattice characterizing the instanton world-sheet and the torus.

When the sum cannot be further reduced into separate modular invariants, we will call the resulting sum an irreducible modular invariant. In particular, when \( n = Nm^2 = pk \), there will be one or more triplets of numbers \((p, k, j)\) which have a common divisor \(\text{g.c.d.}(p, k, j) = m > 1\), and it is not difficult to see that the corresponding subset of terms have already appeared as the modular invariant \( H_{(s,N)}(U) \), i.e. at lower instanton number \( N < n \). Hence, the irreducible modular invariants are characterized by the \( N\)-instanton modular function

\[ G_{(s,N)}(U) \equiv \sum_{p,k=1}^{\infty} \sum_{j=0}^{k-1} \delta(\text{g.c.d.}(p, k, j) = 1)(D^s \hat{E}_2^{\nu-s}\Phi_\nu)(\frac{pU + j}{k}) \]  

(F.15)

which is the minimal modular invariant completion of \( (D^s \hat{E}_2^{\nu-s}\Phi_\nu)(NU) \), in that all terms in the sum of (F.15) are necessary and sufficient to make the entire function \( G_{(s,N)}(U) \) modular invariant.

Using the definition (F.15) in (F.13) we can rearrange the non-perturbative contributions
二元体和发散部分由式

\[ I_{\nu}^{(n,p)}(T_2, q_T, U) = 4\text{Re} \sum_{s=0}^{\nu} \left( \frac{\nu}{s} \right) \left( \frac{3}{2\pi T_2} \right)^s \sum_{N=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{(Nm^2)s+1} q_T^{Nm^2} \]

\times \sum_{p,k=1}^{N} k^{-1} \delta(\text{gcd}(p, k, j) = 1)(D^s E_2^{\nu-s} \Phi_v)(\frac{pU + j}{k}) \]

\[ = 4\text{Re} \sum_{s=0}^{\nu} \left( \frac{\nu}{s} \right) \left( \frac{3}{2\pi T_2} \right)^s \sum_{N=1}^{\infty} \frac{1}{N^{s+1}} G_{(s,N)}(U) \sum_{m=1}^{\infty} \frac{1}{m^{2(s+1)}} (q_T^N)^{m^2}. \]

We finally write the result as

\[ I_{\nu}^{(n,p)}(T_2, q_T, U) = 4\text{Re} \sum_{s=0}^{\nu} \left( \frac{\nu}{s} \right) \left( \frac{3}{2\pi T_2} \right)^s \sum_{N=1}^{\infty} \frac{1}{N^{s+1}} G_{(s,N)}(U) \Theta(s)(q_T^N) \]

where we have introduced the function

\[ \Theta(s)(q) = \sum_{m=1}^{\infty} \frac{1}{m^{2(s+1)}} q^{m^2} \]

and we recall that \(G_{(s,N)}\) are the irreducible modular invariants defined in (F.15).

The sum over the integer \(m\) in the formulae above is interpreted as a sum of multiple D1-branes wrapped around the torus. We can argue that from the type-I point of view they must be included otherwise the \(SL(2,Z)_T\) invariance will be broken. This can be seen most easily for the \(TrF^2\) threshold where the result is given by \(\log(T_2 |\eta(T)|^4)\). Decomposing this threshold as above, it is obvious that on the one hand, the logarithmic divergence plus \(SL(2,Z)_T\) invariance uniquely specifies that only the \(\eta\)-function can appear. If on the other hand we drop in the instanton expansion of the threshold the terms corresponding to the multiply wrapped branes then \(SL(2,Z)_T\) symmetry will be broken. We conclude that \(SL(2,Z)_T\) symmetry forces the inclusion of multiply wrapped D-instantons.

Similarly, we have computed the large \(T_2\) limit of the generalized prepotentials in (E.57). They exhibit a similar structure as in (F.1),

\[ f_{(\nu,s)}(T, U) = f_{(\nu,s)}^{(p)}(U) + f_{(\nu,s)}^{(n,p)}(U, q_T) + f_{(\nu,s)}^{(d)}(T) \]

where we have separated perturbative, non-perturbative and divergent parts. Here, the divergent and perturbative parts are given by

\[ f_{(\nu,s)}^{(d)}(T) = -\delta_{s,0} \left[ c_0^{(\nu)} - 24(\nu + 1)c_0^{(\nu-1)} \right] 2\pi iT \]

\[ f_{(\nu,0)}^{(p)}(U) = -\frac{c_0^{(\nu)}}{6} 2\pi iT - \sum_{r=0}^{\nu} 4 \left( \frac{\nu}{r} \right) \left( \frac{-3}{r+1} \right)^r \sum_{l=1}^{r} \log(1 - q_U^l) c_0^{(\nu-r)} \]

\[ f_{(\nu,s \geq 1)}^{(p)}(U) = \sum_{r=0}^{\nu-s} \left( \frac{\nu-s}{r} \right) 4s! \left( \frac{2s+1}{2s+r+1} \right) (-3)^{s+r} \sum_{l=1}^{r} Li_{2s+1}(q_U^l) c_0^{(\nu-r)} \]

\[ - c_0^{(\nu-s)} \frac{(12s!B_{2s+2})}{(2s)!} \zeta(2s+1) + c_0^{(\nu-s)} \frac{2s!(-3)^s}{(2s)!} \zeta(2s+1) \]
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and we note that the functions $h^{(p)}_{(\nu,s)}$ are almost modular functions of weight $-2s$, transforming with additional pieces that are annihilated by the covariant derivatives.

For the non-perturbative part we find the instanton expansion

$$
\phi^{(n,p)}_{(\nu,s)}(U, q_T) = \sum_{n=1}^{\infty} \frac{1}{n} q^n_{T} f^{(n)}_{(\nu,s)}(U) \tag{F.21a}
$$

$$
h^{(n)}_{(\nu,s)}(U) \equiv \sum_{k,p=1, k-p=n}^{k-1} \sum_{j=0}^{1} \frac{1}{p^{2s}} H^{(n)}_{(\nu,s)} \left( \frac{pU + j}{k} \right) . \tag{F.21b}
$$

Here $H_{(\nu,s)}(u)$ is given by

$$
H_{(\nu,s)}(u) = 4s!(-3)^{s} \sum_{m=0}^{\nu-s} \binom{\nu-s}{m} \frac{2s+1}{(2s+m+1)!} [12q_u \partial_{q_u}]^{m} (E_{2}^{\nu-s-m} \Phi_{\nu})(u) . \tag{F.22}
$$

We conjecture that this is a holomorphic modular function in $u$ of weight $-2s$, which implies that the function is of the form

$$
H_{(\nu,s)}(u) = \frac{4s!(2s+1)(-6)^{\nu}}{(\nu + s + 1)!2^{s}} \sum_{p,q,r=0}^{p+2q+3r+3s} b^{\nu,s}_{p,q,r} E_{0}^{p} E_{4}^{q} \hat{D}^{r} \Phi_{\nu}(u) \tag{F.23}
$$

where $\hat{D}$ is the holomorphic covariant derivative in (A.15) and the coefficients $b^{\nu,s}_{p,q,r}$ are computable in principle by comparison with (F.22) and use of eqs.(A.14a)-(A.15).

We have checked the conjecture for $\nu - s \leq 3$, obtaining the coefficients

$$
b^{\nu,s}_{0,0,0} = 1 \ , \ b^{\nu,s}_{1,0,1} = 1 \ , \ b^{\nu,s}_{2,0,0} = 1 \ , \ b^{\nu,s}_{0,1,0} = -\frac{(\nu - 1)}{18} \tag{F.24a}
$$

$$
b^{\nu,s}_{3,0,0} = 1 \ , \ b^{\nu,s}_{1,1,0} = -\frac{(3\nu - 5)}{18} \ , \ b^{\nu,s}_{0,0,1} = -\frac{(2\nu - 3)}{27} . \tag{F.24b}
$$

Moreover, additional evidence in support of the conjecture is the fact that when $H_{(\nu,s)}(u)$ is of weight $-2s$ in $u$, it follows that the function $h^{(n)}_{(\nu,s)}(U)$ in (F.21b) is of weight $-2s$ in $U$ as it should.

**$(S + 2, 2)$ case**

In this case, for brevity, we restrict ourselves to the non-perturbative contributions only, which clearly come from the $k > 0$ sum in the first term of (E.41) only. Moreover, in this case with non-zero Wilson lines, we need to employ the following loop counting parameter,

$$
\mathcal{V} \equiv G^{1/2} \ , \ G^{1/2} \equiv T_{2} - \frac{1}{2U_{2}} \bar{y}_{2} \cdot \bar{y}_{2} . \tag{F.25}
$$

We omit the details of the resulting calculation, in which we closely follow the steps taken in the (2,2) case. We list, however, some of the main identities that are used: The analogue of (F.10) is here,

$$
\sum_{l=-1}^{\infty} q^{k \cdot 2^{r} \cdot l} C_{k \cdot 2^{r} \cdot l} = \frac{1}{k} \sum_{j=0}^{k-1} F(U + \frac{j}{k}) e^{\pi i \nu y_{j}/k} , \quad F(U) = \sum_{n=-1}^{\infty} C_{n} q^{n}U . \tag{F.26}
$$
We also need to define as in (F.9) the complex modulus of the world volume of the D1-brane, along with the induced D1-brane Wilson lines, 

\[ \tilde{w} = p \tilde{y} \]  

(F.27)

Finally, we now need the expansion formula (A.31), which involves the Jacobi covariant derivative \( \tilde{D} \) of (A.24) and the affine characters \( \chi(y, \tau) \) in (A.29).

The final result is

\[
I_{(n,p)}(V, q_T, \tilde{y}, U) = \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2} \left( \Gamma_{S+2,2}(y) \tilde{E}^{\nu}(\tau) \Phi_{\nu}(q) - q_0^{(\nu)} \right) \bigg|_{\text{non-pert.}} \\
= 4 \text{Re} \sum_{s=0}^{\nu} \binom{\nu}{s} \left( \frac{3}{2\pi \nu} \right)^s \sum_{k=1}^{\infty} \frac{1}{(kp)^{s+1}} q_{10}^{kp} \sum_{j=0}^{k-1} (\tilde{D}^s \tilde{E}^{\nu-s}(\tilde{w}) \Phi_{\nu}(u))
\]

(F.28)

Since we used the conjectured identity (A.31), we emphasize here again that this has only been explicitly checked up to \( \nu = 2 \), but we note the correct reduction for zero-Wilson lines to the result (F.13), as well as the fact that (F.28) has the correct transformation properties. We strongly believe the above result is generally valid.

We also give the large \( T_2 \) expansion of the non-perturbative part of the generalized prepotentials in (E.59). This is exactly of the form (F.21), but with \( H_{(\nu,s)}(u) \rightarrow H_{(\nu,s)}(\tilde{w}|u) \) given by

\[
H_{(\nu,s)}(\tilde{w}|u) = 4(S/2 + s)!(-3)^s \sum_{m=0}^{s-\nu} \binom{\nu - s}{m} \frac{(S/2 + 2s + 1)}{(S/2 + 2s + m + 1)!)} \times \chi(\tilde{w}|u)[12q_u \partial_{q_u}]^m (E^{\nu-s-m}_2 \Phi_{\nu})(u)
\]

(F.29)

We conjecture that this is a holomorphic Jacobi form of type \((-2s, 1)\) in \((u, \tilde{w})\), which implies that the function is of the form

\[
H_{(\nu,s)}(\tilde{w}|u) = \frac{4(S/2 + s)!}{(S/2 + \nu + s + 1)!2^s} \sum_{p,q,r=0}^{\infty} b_{p,q,r}^{\nu,s} \chi(\tilde{w}|u) E_q^r E_4^s \tilde{D}^p \Phi_{\nu}(u)
\]

(F.30)

where \( \tilde{D} \) is the holomorphic covariant derivative in (A.15) and the coefficients \( b_{p,q,r}^{\nu,s} \) are obtained from (F.24) using the replacement \( \nu \rightarrow S/4 + \nu \).

G Recursion relations and prepotentials

Let us consider the following integrals

\[
\Psi_s = \int_{\mathcal{F}} \frac{d^2 \tau}{\tau_2} \left[ \Gamma_{2,2}(T,U) \mathcal{A}_s - C \delta_{s,0} \right]
\]

(G.1)

where \( s = 0, 1, 2, \cdots, \nu_{\text{max}} \) and \( \mathcal{A}_s \) are the relative elliptic genera defined in (4.12). \( C \) is the coefficient of the \( q^0 \) term in \( \mathcal{A}_0 \) given in (4.11) and \( \Psi_s \) is real. The relatives of the elliptic genus satisfy the following recursion relations

\[
\tau_2^2 \partial_\tau \partial_{\bar{\tau}} \mathcal{A}_s = \frac{s(s+1)}{4} \mathcal{A}_s + \frac{3}{2} (s+1) \mathcal{A}_{s+1}
\]

(G.2)
with $A_{\nu_{\text{max}}+1} = 0$. They also satisfy

$$(\tau^2_{\nu_{\text{max}}+1} A_s = 0, \ s = 0, 1, \cdots, \nu_{\text{max}}) \tag{G.3}$$

which will be useful as well.

We first analyze the cases $\nu_{\text{max}} = 0, 1, 2$ separately and then describe the general case.

$\nu_{\text{max}} = 0$

Using (G.2,G.3,D.8,D.9g) on the integral representation and doing some integration by parts keeping boundary terms we obtain the following equations

$$\square_r \Psi_0 = \square_r \Psi_0 = \frac{C}{4}, \ \partial_r \partial_U \Psi_0 = 0 \tag{G.4}$$

The most general solution to the equations above is

$$\Psi_0 = -C \log(T^2_U) + [f(T,U) + cc] \tag{G.5}$$

which concludes the analysis.

$\nu_{\text{max}} = 1$

Using (G.2,G.3,D.8,D.9g) we obtain the following equations

$$\square_r \Psi_0 = \frac{C}{4} + \frac{3}{2} \Psi_1 \left(\square_r - \frac{1}{2}\right) \Psi_1 = 0 \tag{G.6a}$$

$$D_T^1 D_U^0 D_T^1 D_U^0 \Psi_0 = D_T^1 D_U^0 D_T^1 D_U^0 \Psi_0 = 0 \tag{G.6b}$$

as well those that are obtained by $T \leftrightarrow U$.

The second equation in (G.6a) for $\Psi_1$ has as general solution

$$\Psi_1^* = \frac{1}{3} \left[D_T D_U f_1(T,U) + D_T D_\bar{U} \tilde{f}_1(T,\bar{U})\right] + cc \tag{G.7}$$

while (G.6b) implies that $\tilde{f}_1(T,\bar{U})$ can be set to zero. Thus,

$$\Psi_1 = \frac{1}{3} D_T D_U f_1(T,U) + cc \tag{G.8}$$

Then the general solution to the equations for $\Psi_0$ gives

$$\Psi_0 = -C \log(T^2_U) + [f_0(T,U) + D_T D_U f_1(T,U) + cc] \tag{G.9}$$

$\nu_{\text{max}} = 2$
We can now derive using the above the following recursion relations

\[
\Box_{\tau} \Psi_0 = \frac{3}{2} \Psi_1 + C_0 \frac{1}{4} \tag{G.10a}
\]

\[
\Box_{\tau} \Psi_1 = \frac{1}{2} \Psi_1 + 3 \Psi_2 \tag{G.10b}
\]

\[
\Box_{\tau} \Psi_2 = \frac{3}{2} \Psi_2 \tag{G.10c}
\]

\[
(D_{\tau}^2 D_{\tau}^1 D_{\tau}^0)(D_{\bar{U}}^2 D_{\bar{U}}^1 D_{\bar{U}}^0) \Psi_s, \ s = 0, 1, 2 \tag{G.10d}
\]

and similarly for \( U \).

The simplest equation to solve is (G.10c). Its general solution is

\[
\Psi_2 = \frac{1}{3} \left( D_{\tau}^2 D_{\bar{U}}^2 f_2(T, U) + D_{\tau}^1 D_{\bar{U}}^1 \tilde{f}_2(T, \bar{U}) + cc \right) \tag{G.11}
\]

where as usual \( D^2 = D_{-2} D_{-4} \). The kernel of \( D_{\tau}^2 \) are functions of the form \( A(T, U, \bar{U})(T - \bar{T})^3 + B(T, U, \bar{U})(T - \bar{T})^4 \).

Using (G.10d) on the general solution (G.11) we obtain

\[
D_{\bar{U}}^3 D_{\tau}^2 \Psi_2 \sim \partial_{\bar{U}}^3 \partial_{\tau}^2 \tilde{f}_2(T, \bar{U}) = 0 \tag{G.12}
\]

Thus, \( \tilde{f}_2 \) must satisfy this equation, so it is a polynomial of degree at most four in \( T, \bar{U} \). In this case, when acted by the covariant derivatives in (G.11) gives zero, so it can be taken without loss of generality to be zero. Thus, we have shown that

\[
\Psi_2 = \frac{1}{3} \left( D_{\tau}^2 D_{\bar{U}}^2 f_2(T, U) + cc \right) \tag{G.13}
\]

Let us now solve the next equation (G.10b) that reads

\[
\left( \Box_{\tau} - \frac{1}{2} \right) \Psi_1 = D_{\tau}^2 D_{\bar{U}}^2 f_2(T, U) + cc \tag{G.14}
\]

The general solution is

\[
\Psi_1 = D_{\tau}^2 D_{\bar{U}}^2 f_2(T, U) + \frac{1}{3} \left( D_{\tau} D_{\bar{U}} f_1(T, U) + D_{\tau} D_{\bar{U}} \tilde{f}_1(T, \bar{U}) \right) + cc \tag{G.15}
\]

Moreover (G.19) implies that \( \tilde{f}_1(T, \bar{U}) \) must be set to zero so that

\[
\Psi_1 = D_{\tau}^2 D_{\bar{U}}^2 f_2(T, U) + \frac{1}{3} D_{\tau} D_{\bar{U}} f_1(T, U) + cc \tag{G.16}
\]

Finally the general solution to (G.10a) is

\[
\Psi_0 = -C_0 \log(T_2 U_2) + \left[ D_{\tau}^2 D_{\bar{U}}^2 f_2(T, U) + D_{\tau} D_{\bar{U}} f_1(T, U) + f_0(T, U) + cc \right] \tag{G.17}
\]
The general $\nu_{\text{max}}$ case is now transparent. We have the following differential equations
\[
\left( \square_T - \frac{s(s+1)}{4} \right) \Psi_s = \frac{3}{2}(s+1)\Psi_{s+1} + \frac{C}{4}\delta_{s,0} \tag{G.18}
\]
and
\[
(\bar{D}_U^{\nu_{\text{max}}} D_{\bar{U}}^{\nu_{\text{max}}-1} \ldots D_{\bar{U}}^0) (\bar{D}_T^{\nu_{\text{max}}} D_T^{\nu_{\text{max}}-1} \ldots D_T^0) \Psi_s = 0, \ s = 0, 1, \ldots, \nu_{\text{max}} \tag{G.19}
\]
The general solution is
\[
\Psi_s = -C\delta_{s,0}\log(T_2U_2) + \sum_{\nu=\delta}^{\nu_{\text{max}}} \frac{(\nu+s)!}{6^s(\nu-s)!s!} \left[ D_T^{\nu} D_U^{\nu} f_{\nu}(T, U) + cc \right] \tag{G.20}
\]
which establishes the existence of generalized holomorphic prepotentials.

\section{H Heterotic threshold integrals for general toroidal compactification}

We wish to compute the integrals relevant for the heterotic thresholds in toroidal compactifications,
\[
I_{\nu}(G, B) = \int_{\mathcal{F}} d^2\tau d^{d/2}r \Gamma_{d,d}(G, B) \hat{E}_2^{\nu}(\tau) \Phi_{\nu}(q) \tag{H.1}
\]
The integrand involves the $(d, d)$ lattice sum
\[
\Gamma_{d,d}(G, B) = \sum_{m_i, n_i} q^{p^2/2} \tag{H.2a}
\]
where
\[
p^2_i = p_{i,r}^2, \quad p_{i,r} = p_{i,r}^i G_{ij} p_{i,r}^j \tag{H.2b}
\]
and
\[
p^i = \frac{1}{\sqrt{2}}(G^{-1}(m + (G - B)n)^i, \quad p^i_r = \frac{1}{\sqrt{2}}(G^{-1}(m - (G + B)n)^i, \quad i = 1 \ldots d \tag{H.2c}
\]
where $G$ and $B$ are the $d$-dimensional metric and antisymmetric tensor of the $d$-torus respectively. The integral is IR divergent and we will regulate it by removing the massless contribution.

For the computations and result described below, it will be useful to introduce the pull backs of these fields
\[
\hat{G}_{IJ} = M_I^j G_{ij} M_J^j, \quad \hat{B}_{IJ} = M_I^j B_{ij} M_J^j, \quad I, J = 1, 2 \tag{H.3a}
\]
and the corresponding induced Kähler form and complex structure
\[
T^{(m,n)} = T_1 + iT_2 = -\hat{B}_{12} + i\sqrt{\hat{G}_{11} \hat{G}_{22} - \hat{G}_{12}^2} \tag{H.4}
\]
\[
U^{(m,n)} = U_1 + iU_2 = (\sqrt{\hat{G}_{11} \hat{G}_{22} - \hat{G}_{12}^2})/\hat{G}_{11} \tag{H.4}
\]
We will generally omit the subscripts \((m, n)\) on these induced moduli for simplicity. Then, we may write the lattice sum after a Poisson resummation on \(m_i\) in the form (8.2), which can be recast as follows

\[
\Gamma_{d,d}(G, B) = \frac{\Gamma_{d,d}}{\tau_2^{d/2}} \sqrt{G} \sum_{A \in \text{Mat}_{d \times 2}} e^{2\pi i T} \exp[-\frac{\pi T_2}{\tau_2 U_2} |\tau - \bar{U}|^2] \tag{H.5a}
\]

where \(T, U\) depend on the entries of \(A\) through the definitions in (H.3), (H.4). Note also that we used here the \(2 \times d\) matrix \(M\) defined in (H.3b) and that its transpose \(A^T = M\) coincides with the matrix \(A\) in (E.2b) for \(d = 2\). In particular, \(SL(2, Z)\) transformations on \(\tau\) act on the right of \(A\) as \(SL(2, Z)\) transformations on the lattice. Hence, we can use the method of orbits to evaluate the integral.

The orbits of \(SL(2, Z)\) in the set of \(2 \times d\) matrices with integer entries are as follows

\[
\text{trivial orbit : } A^T = 0 \tag{H.6a}
\]

\[
\text{degenerate orbit : } A^T = \begin{pmatrix}
m_1 & 0 & \ldots & 0 \\
m_2 & m_1 & \ldots & m_d
\end{pmatrix}, \quad (m_1, m_2, \ldots, m_d) \neq (0, 0, \ldots, 0) \tag{H.6b}
\]

\[
\text{non-degenerate orbit : } A^T = \begin{pmatrix}
n_1 & \ldots & n_k & 0 & \ldots & 0 \\
m_1 & \ldots & m_k & m_{k+1} & \ldots & m_d
\end{pmatrix}, \quad 1 \leq k < d, \quad n_k > m_k \geq 0 \tag{H.6c}
\]

The stabilizer groups in each of these three cases is the same as for the \(d = 2\) case, so as in the \(d = 2\) case we split up the integral into three separate parts for which we give the results below. Here, we will denote the degenerate and non-degenerate orbits by \(\sum_m\) and \(\sum_{m,n}\).

**Trivial orbit.** The result is identical to the one given in (E.5).

**Non-degenerate orbit.** Performing first the Gaussian \(\tau_1\) integration and subsequently using (E.12), (E.13) to evaluate the \(\tau_2\) integration, we find

\[
I_\nu^{(2)} = 2 \sum_{s=0}^{\nu} \binom{\nu}{s} \sum_{m,n} \sqrt{G} \frac{\text{e}^{-3 \pi T_2 U_2}}{\tau_2 T_2} \sum_{t=-1}^{\infty} \sum_{r=0}^{s} \frac{(s + r)!}{r!(s - r)!(4\pi)^r} (T_2 + U_2 l)^{s-r} q_r c_l^{\nu-s} \tag{H.7}
\]

Using the summation identity (F.12) and the covariant derivative identity (A.17a), it is not difficult to see that this can be reexpressed in terms of the original function, as

\[
I_\nu^{(2)} = 2 \sum_{s=0}^{\nu} \binom{\nu}{s} \sum_{m,n} \sqrt{G} \frac{\text{e}^{-3 \pi T_2 U_2}}{\tau_2 T_2} \sum_{t=-1}^{t} \frac{3}{2 \pi T_2} \sum_{r=0}^{s} q_r (D^s \hat{E}_2^{\nu-s} \Phi_{\nu})(U) \tag{H.8}
\]

where we remind the reader again that the induced moduli \(T, U\) defined in (H.4) are \(m, n\) dependent.
Degenerate orbit. Since we do not need the exact regulated result for this paper, we confine ourselves to giving the unregulated result for the degenerate orbit

\[ I_{\nu}^{(3)} \simeq \sum_{s=0}^{\nu} c_{s}^{(\nu-s)} \left( \frac{\nu}{s} \right) s! \sum_{m} \sqrt{G} \left( \frac{-3}{\pi} \right)^{s} \left( \frac{U_{2}}{\pi T_{2}} \right)^{s+1} \frac{1}{|U|^{2(1+s)}} \]  

(H.9)
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