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Abstract

We suggest a systematic procedure to study $D$- and $F$-flat directions in a large class of models with an anomalous $U(1)$. This class of models is characterized by the existence of a vacuum that breaks all Abelian gauge symmetries connecting the observable sector to the hidden sector. We show that, under some conditions, there is no other stable vacuum that breaks these symmetries. As a consequence, the model yields definite (order of magnitude) predictions for low-energy mass hierarchies. Then we study generic flat directions and identify the ones that may lead to undesirable vacua. We give necessary conditions for those to be lifted, and show that supersymmetry breaking only slightly affects the conclusions from the flat direction analysis.
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1 Introduction

There has been a growing interest for models with an anomalous Abelian gauge symmetry in the last few years. This anomalous $U(1)$, which is a generic prediction of a wide class of effective string theories [1], has been shown to play a role in several fundamental issues such as the origin of fermion mass hierarchies [6], supersymmetry breaking [7], $R$-parity conservation [8] and inflation [9]. Beyond the fact that it has non-vanishing anomalies, to be compensated for by the Green-Schwarz mechanism [10], the most remarkable feature of an anomalous $U(1)_X$ is the structure of its $D$-term:

$$D_X = \sum_i X_{\Phi_i} |\Phi_i|^2 - \xi^2$$  \hspace{1cm} (1)

where the Fayet-Iliopoulos term $\xi^2$ is computed to be $e^5 (\text{Tr } X) g^2 M_{Pl}^2 / 192 \pi^2$ in string theory [11]. For supersymmetry to be preserved, some field must acquire a vacuum expectation value (vev) of order $\xi$. As a result, $U(1)_X$ is broken slightly below the Planck scale [12], and its breaking scale is fixed by the mixed gravitational anomaly $C_g = \text{Tr } X$.

The vacuum structure of models with an anomalous $U(1)$ is therefore very particular, and the issue of characterizing the flat directions along which it is broken is a very crucial one\(^6\). First because these flat directions may lead to non-viable vacua in which either supersymmetry (if (1) has no solution, or if its solutions are spoiled by $F$-terms) or the Standard Model symmetries (if e.g. a squark acquires a vev of order $\xi$) are broken at the scale $\xi$\(^7\). Secondly, the phenomenological implications of the anomalous $U(1)$ strongly depend on the nature of the low-energy vacuum. For example, in fermion mass models based on horizontal Abelian symmetries [14], the Yukawa couplings are functions of singlet vevs which couple to the quarks and leptons. A similar statement can be made for neutrinos masses and mixings [15], sfermion masses and the magnitude of flavour changing neutral currents [16, 13], as well as baryon and lepton number violating couplings [17].

In this letter, we suggest a systematic step by step procedure to analyze $D$-flat and $F$-flat directions in such models. In section 2, we first define the class of anomalous $U(1)$ models to which our analysis apply. Then we solve the $D$-term constraints, and study under which conditions the $D$-flat directions are lifted by $F$-terms. In section 3, we show the relevance of the flat direction analysis to the determination of the low-energy vacuum. The procedure is summarized in Section 4, and it is applied to an explicit model in Section 5. We state our conclusions in Section 6.

2 Flat direction analysis

2.1 Models with an anomalous $U(1)$

We consider supersymmetric models with a gauge group $G_{obs} \times U(1)_X \times U(1)_1 \times \ldots \times U(1)_N \times G_{hid}$, where $G_{obs}$ contains either the Standard Model or a GUT group, $G_{hid}$ is

\(^5\)In our conventions, the $X$ charge is normalized in such a way that $C_g = \text{Tr } X$ is negative.

\(^6\)The first study of flat directions in a model with an anomalous $U(1)$ and a singlet field beyond the MSSM has been done in Ref. [13].

\(^7\)As was shown in Ref. [8], the requirement that this does not happen puts severe constraints on the models, which in turn provides valuable information on issues such as $R$-parity and the origin of the mu-term.
some hidden gauge group, and there is a set of Abelian (horizontal) factors connecting both sectors. We denote the anomalous charge by $X$, and the non-anomalous ones by $Y_1, \ldots, Y_N$. In general, but not always, fields charged under $G_{obs}$ are singlets under $G_{hid}$ and vice versa, both carrying $X$, $Y_1, \ldots$ and $Y_N$ charges. This structure is characteristic of several classes of string models [2, 3, 4, 5]. In the following, we call $G = G_{obs} \times G_{hid}$, and we denote generically the fields charged under $G$ by $\Phi_i$, and the $G$-singlets by $\chi_i$.

As stressed in the introduction, some of these fields must acquire non-vanishing vacuum expectation values through the Dine-Seiberg-Witten (DSW) mechanism [12] in order for supersymmetry to be preserved. This in turn breaks $U(1)_X$ slightly below the string scale, possibly together with some other symmetries. Since the Standard Model symmetries must not be broken at that scale, we shall assume that there exists a solution of the $D$- and $F$-term equations that breaks only the Abelian factors. The $D$-terms equations:

$$D_X = \sum_\alpha x_\alpha |\langle \theta_\alpha \rangle|^2 - \xi^2 = 0$$

$$D_{Y_i} = \sum_\alpha y_i^{[\alpha]} |\langle \theta_\alpha \rangle|^2 = 0$$

where the $G$-singlets with non-vanishing vevs are denoted by $\theta_\alpha$, have in general several solutions, due to the large number of $G$-singlets generally present in string models. We shall assume the existence of at least one solution $\{\langle \theta_\alpha \rangle\}$ of (2) satisfying the following requirements:

- all Abelian symmetries connecting the hidden sector to the observable sector are broken at the scale $\xi$; while probably too strong, this requirement enables the models to escape many phenomenological problems. The number of $\theta$ fields must then be equal to the number of $U(1)$'s or greater.

- the low-energy mass hierarchies (in particular fermion masses), which are generated by the small parameters $\langle \theta_\alpha \rangle/M_{Pl}$, are completely determined by the high-energy theory. This means that there must be no more $\theta$ fields than $U(1)$'s, otherwise the $\langle \theta_\alpha \rangle$ would not be uniquely determined by (2).

In other words, we assume the existence of at least one $(N + 1)$-plet of $G$-singlets $(\theta_0, \ldots, \theta_N)$ such that:

(a) the matrix of the $\theta$ field charges is invertible:

$$\det A \neq 0 \quad \text{where} \quad A = \begin{pmatrix}
  x_0 & x_1 & \cdots & x_N \\
  y_0^{[1]} & y_1^{[1]} & \cdots & y_N^{[1]} \\
  \vdots & \vdots & \ddots & \vdots \\
  y_0^{[N]} & y_1^{[N]} & \cdots & y_N^{[N]}
\end{pmatrix}$$

8This particularity enables us to study separately the flat directions involving observable and hidden fields. Our main interest in this paper is the observable sector, but our analysis applies to the hidden sector as well.

9This assumption may be not very convenient for models that have a unified gauge group in the observable sector, because this group must break down at the GUT scale. However, in the models of Ref. [5], the adjoint Higgs fields needed to break the GUT group do not carry any Abelian charges, so that they can develop vevs without any effect on the Abelian $D$-terms and their solutions.

10Note that the Abelian factors that $G$ may contain, being either observable or hidden, do not suffer from these problems. So they can survive down to low energies.
and the first column of $A^{-1}$ only contains strictly positive entries. This ensures the existence of a vacuum $(\theta_0, \ldots, \theta_N)_{DSW}$ with

$$\begin{pmatrix} \langle \theta_0 \rangle_{DSW}^2 \\ \langle \theta_1 \rangle_{DSW}^2 \\ \vdots \\ \langle \theta_N \rangle_{DSW}^2 \\ \end{pmatrix} = A^{-1} \begin{pmatrix} \xi^2 \\ 0 \\ \vdots \\ 0 \\ \end{pmatrix}$$

(4)

which we shall refer to as the DSW vacuum.

In addition, one must check that this vacuum is not spoiled by the $F$-terms. Since condition (3) ensures that there is no invariant of the form $\theta_0^{n_0} \theta_1^{n_1} \ldots \theta_N^{n_N}$, this can happen only if the superpotential contains a term linear in the $\chi$ and $\Phi$ fields. Our second assumption is then:

(b) there is no holomorphic invariant $\chi \theta_0^{n_0} \theta_1^{n_1} \ldots \theta_N^{n_N}$ linear in $\chi$, where $\chi$ is a $G$-singlet other than the $\theta$ fields. This amounts to a condition on the charges of $\chi$, namely at least one of the numbers $n_0, \ldots, n_N$ defined by

$$\begin{pmatrix} n_0 \\ n_1 \\ \vdots \\ n_N \\ \end{pmatrix} = - A^{-1} \begin{pmatrix} X_\chi \\ Y_\chi^{[1]} \\ \vdots \\ Y_\chi^{[N]} \\ \end{pmatrix}$$

(5)

has to be either fractional or negative. Note that if $\chi$ is a right-handed neutrino, this constraint leads to an automatic conservation of $R$-parity [8]. Finally, let us stress that the additional constraint $\langle W \rangle = 0$, which must be imposed in (unbroken) local supersymmetry, is automatically satisfied by the DSW vacuum: in the absence of an invariant $\theta_0^{n_0} \theta_1^{n_1} \ldots \theta_N^{n_N}$, any term in $W$ gives a vanishing contribution to $\langle W \rangle$.

Since we are dealing with an effective field theory, we must put in the superpotential all possible interactions allowed by the symmetries of the theory, including non-renormalizable terms suppressed by inverse powers of the Planck mass (in the following, we set $M_{Pl} = 1$). An important comment is in order here. Due to discrete symmetries and conformal selection rules, the superpotential of an effective string theory does not contain every term allowed by the (continuous) gauge symmetries. This may have important consequences, in particular some $D$-flat directions that one would naively expect to be lifted by $F$-terms could remain flat to all orders [23]. In order to keep our discussion as general as possible, we shall neglect this effect for the rest of the paper. Thus the criteria that we give in Subsection 2.3 for a $D$-flat direction to be lifted should be regarded as necessary conditions only.

Let us have a look at the generic form of superpotential terms. In general, $G$-invariants and $G$-singlets are not neutral under the Abelian symmetries, and must appear multiplied by powers of the $\theta$ fields. Condition (a) allows us to assign, through Eq. (5), a set of numbers $\{n_\alpha\} \equiv (n_0, \ldots, n_N)$ to each $G$-invariant $S = \Phi_0^{n_0} \ldots \Phi_N^{n_N}$ (resp. $G$-singlet $\chi$). If all $n_\alpha$ are positive integers, then $S \theta_0^{n_0} \theta_1^{n_1} \ldots \theta_N^{n_N}$ is an holomorphic invariant and can be present in the superpotential\footnote{It is quite remarkable that condition (3), which ensures the existence of the DSW vacuum, is at the same time the one that is required for invariants of the form $\theta_0^{n_0} \theta_1^{n_1} \ldots \theta_N^{n_N}$ to exist [18]. Those invariants are precisely the ones needed to generate mass hierarchies in the DSW vacuum, with $S$ being Yukawa couplings. Note that this is not true in the non-anomalous case: the condition required}. If all $n_\alpha$ are positive, but...
some of them are fractional, the invariant appears at higher order: \((S \theta_0^{n_0} \theta_1^{n_1} \ldots \theta_N^{n_N})^m\). Finally, if some \(n_\alpha\) is negative, one can not form any holomorphic invariant out of \(S\) and the \(\theta\) fields; we shall refer to this last situation by saying that \(S\) corresponds to a

**supersymmetric zero** in the superpotential.

### 2.2 \(D\)-flatness

Before characterizing the \(D\)-flat directions of the models defined above, let us recall a very useful theorem [19] which we shall use throughout this paper. In a globally supersymmetric theory with a compact gauge group \(G\), and no Fayet-Iliopoulos term associated with the Abelian factors that \(G\) may contain, the zeroes of the \(D\)-terms can be classified in terms of the holomorphic gauge invariants. More precisely, a set of vevs \(\langle \Phi_1, \ldots, \Phi_n \rangle\) is a solution of the \(D\)-term constraints if and only [20] if there exists a \(G\)-invariant holomorphic polynomial \(I(\Phi_1, \ldots, \Phi_n)\) such that:

\[
\frac{\partial I}{\partial \Phi_i} \bigg|_{\Phi_i = \langle \Phi_i \rangle} = C \langle \Phi_i \rangle \quad i = 1 \ldots n
\]

where \(C\) is a complex dimensional constant. A systematic way to study \(D\)-flat directions is then to find a finite basis of invariant monomials \(\{S_a\}\) over which any holomorphic invariant polynomial can be decomposed. Such a basis is characteristic of the gauge group and the field content of the theory. As an example, a basis of the MSSM invariants can be found in Ref. [21].

We are now ready to make the following statement: to each basis \(G\)-invariant \(S = \Phi_1^{n_1} \ldots \Phi_n^{n_n}\) (resp. \(G\)-singlet \(\chi\)), corresponds a \(D\)-flat direction \(\langle \Phi_1, \ldots, \Phi_n; \vec{\theta} \rangle\) (resp. \(\langle \chi; \vec{\theta} \rangle\)), with

\[
\begin{align*}
|\langle \theta_\alpha \rangle|^2 & \geq |\langle \theta_\alpha \rangle|^2_{DSW} & \text{for } n_\alpha \geq 0 \\
|\langle \theta_\alpha \rangle|^2 & < |\langle \theta_\alpha \rangle|^2_{DSW} & \text{for } n_\alpha < 0
\end{align*}
\]

As we show below, this is the only solution of the \(D\)-term constraints associated with \(S\) (resp. \(\chi\)). Note that this is not, in general, a flat direction of the scalar potential, because the \(F\)-term constraints \(F_i = 0\) are not necessarily satisfied.

Let us prove this first in the case of a \(G\)-singlet \(\chi\). The only input we need is the existence of the DSW vacuum (4). Then, using the definition (5) of the \(\{n_\alpha\}\), the \(D\)-term constraints

\[
\begin{pmatrix}
X_{\chi}^{[1]} \\
\vdots \\
Y_{\chi}^{[N]}
\end{pmatrix}

|\langle \chi \rangle|^2 + A
\begin{pmatrix}
|\langle \theta_0 \rangle|^2 \\
|\langle \theta_1 \rangle|^2 \\
\vdots \\
|\langle \theta_N \rangle|^2
\end{pmatrix}

= \begin{pmatrix}
\xi^2 \\
0 \\
\vdots \\
0
\end{pmatrix}
\]

can be rewritten as:

\[
\begin{pmatrix}
\Delta |\langle \theta_0 \rangle|^2 \\
\Delta |\langle \theta_1 \rangle|^2 \\
\vdots \\
\Delta |\langle \theta_N \rangle|^2
\end{pmatrix}

= |\langle \chi \rangle|^2
\begin{pmatrix}
n_0 \\
n_1 \\
\vdots \\
n_N
\end{pmatrix}
\]

for the \(\theta\) fields to develop a nonzero vev is \(\det A = 0\), which forbids the existence of the invariants \(S \theta_0^{n_0} \theta_1^{n_1} \ldots \theta_N^{n_N}\), except for some very specific charge assignments for which the powers \((n_0, \ldots, n_N)\) are not uniquely determined.
where we have defined $\Delta |(\theta_\alpha)|^2 = |\langle \theta_\alpha \rangle|^2 - |\langle \theta_\alpha \rangle|^2_{DSW}$. The sign of $\Delta |(\theta_\alpha)|^2$ is thus determined by the sign of $n_\alpha$. In particular, when the $D$-flat direction is associated with an holomorphic invariant of the whole gauge group $G \times U(1)_X \times U(1)_1 \times \ldots \times U(1)_N$, constraints (7) read:

$$|\langle \theta_\alpha \rangle|^2 \geq |\langle \theta_\alpha \rangle|^2_{DSW} \quad \alpha = 0, 1 \ldots N$$

(10)

This is a remarkable difference with the non-anomalous case, in which the vevs of the $\theta$ fields are not bounded. The $\Delta |(\theta_\alpha)|^2$ depend on a single parameter\(^{12}\), $|\langle \chi \rangle|^2$, which may be fixed by the $F$-term constraints, or by supersymmetry breaking. In the particular case where $\langle \chi \rangle = 0$, one recovers the DSW vacuum.

The generalization of (9) to the case of a basis $G$-invariant is straightforward. Applying (6) to $S = \Phi_1^{n_1} \ldots \Phi_N^{n_N}$, we find that the $D$-terms associated with $G$ constrain the vevs of the $\Phi$ fields to be aligned\(^{13}\):

$$|\langle \Phi_1 \rangle|^2 = \ldots = |\langle \Phi_n \rangle|^2 \equiv v_S^2$$

(11)

As a result, we end up with a relation similar to (9), with $|\langle \chi \rangle|^2$ replaced by $v_S^2$. In the following, we shall denote this $D$-flat direction by $\langle S, \vec{\theta} \rangle$ to stress the fact that the vevs of the fields in $S$ are aligned.

However, generic $D$-flat directions are not associated with a single basis $G$-invariant, but rather with a polynomial in the basis $G$-invariants. More precisely, flat directions involving a given set $\{\Phi_i\}$ of fields charged under $G$ are parameterized by the vevs of the $G$-invariants $S_a = \prod_i \Phi_i^{n_a}$ that can be formed out of those fields\(^{14}\):

$$|\langle \Phi_i \rangle|^2 = \sum_a v_a^2 p_i^a$$

(12)

where $v_a^2$ is a vev\(^{15}\) associated with the invariant $S_a$. Then the most general solution of the complete set of $D$-term constraints is a set of vevs $\langle \{\Phi_i\}, \{\chi_i\}, \vec{\theta} \rangle$ with:

$$\begin{pmatrix}
\Delta |(\theta_0)|^2 \\
\Delta |(\theta_1)|^2 \\
\vdots \\
\Delta |(\theta_N)|^2
\end{pmatrix} = \sum_a v_a^2 
\begin{pmatrix}
n_0^a \\
n_1^a \\
\vdots \\
n_N^a
\end{pmatrix} + \sum_i |\langle \chi_i \rangle|^2 
\begin{pmatrix}
n_0^i \\
n_1^i \\
\vdots \\
n_N^i
\end{pmatrix}$$

(13)

Clearly the relation $|\langle \theta_\alpha \rangle|^2 \geq |\langle \theta_\alpha \rangle|^2_{DSW}$ holds, for a given $\alpha$, only when all powers $n_a^\alpha$ and $n_i^\alpha$ are positive. On the contrary, when one of these numbers is negative, $|\langle \theta_\alpha \rangle|^2$ can be smaller than $|\langle \theta_\alpha \rangle|^2_{DSW}$. This may lead to vacua in which $\langle \theta_\alpha \rangle$ vanishes after imposing the $F$-term constraints, or after supersymmetry breaking. We shall see in the following that formulae (9) and (13) considerably simplify the analysis of flat directions in anomalous $U(1)$ models.

---

\(^{12}\)This is no longer true when $\chi$ is a singlet of the whole gauge group. In this case, $n_0 = n_1 = \ldots = n_N = 0$ and (9) is nothing but the DSW vacuum, whatever $\langle \chi \rangle$ may be.

\(^{13}\)In this relation, $|\langle \Phi_i \rangle|^2$ stands for $\sum_a |\langle \Phi_i^a \rangle|^2$, where the $\Phi_i^a$ are the components of the representation of $G$ spanned by $\Phi_i$. One should keep in mind that (11) is a weaker constraint than the vanishing of the $D$-terms.

\(^{14}\)Since the basis invariants are in general not independent, this parameterization is obviously redundant, but it turns out to be very convenient for our purpose.

\(^{15}\)In general, the parameters $v_a^2$ are complex. In the following, we shall assume that they can always be chosen to be positive real numbers. While we do not have a general proof for this, it turns out to be the case in numerous explicit examples. We thank Carlos Savoy for a discussion on this point.
2.3 \textit{F}-flatness

In this section, we examine under which conditions a \textit{D}-flat direction is lifted by \textit{F}-terms. We first assume no compensation between different contributions to the \textit{F}-terms, so that each individual contribution has to vanish for a \textit{D}-flat direction to be preserved. We shall come back to this point in Subsection 2.3.4.

2.3.1 Flat directions associated with a single \textit{G}-invariant

We first restrict our attention to \textit{D}-flat directions \langle S, \bar{\theta} \rangle that are associated with a single \textit{G}-invariant \( S = \Phi_{1}^{1} \ldots \Phi_{m}^{n} \). Two cases must be distinguished, depending on the signs of the numbers \( n_{G}^{S} = (n_{0}^{S}, \ldots, n_{N}^{S}) \) associated with \( S \):

- **all \( n_{G}^{S} \) are positive**, i.e. the \textit{D}-flat direction can be associated with some holomorphic invariant \( S^m \theta_{0}^{m_{0}} \theta_{1}^{m_{1}} \ldots \theta_{N}^{m_{N}} \) of the whole gauge group. This invariant contributes to the \textit{F}-terms as\(^{16} \)

\[
\langle F_{\Phi_{i}} \rangle = \alpha m C^m v_{S}^{2(m-1)} \langle \Phi_{1}^{1} \rangle \langle \theta_{0}^{0} \rangle^{m_{0}} \langle \theta_{1}^{1} \rangle^{m_{1}} \ldots \langle \theta_{N}^{N} \rangle^{m_{N}} + \ldots \tag{14}
\]

where we made use of (6), \( \alpha \) is a coupling constant, and \( v_{S} \) is defined by (11). Since \(|\langle \theta_{\alpha} \rangle|^{2} \geq |\langle \theta_{\alpha} \rangle|^{2}_{DSW} \) along the \textit{D}-flat direction, this contribution vanishes only if \( \langle \Phi_{i} \rangle = 0 \), or equivalently \( v_{S} = 0 \). As a result, the \textit{D}-flat direction breaks down to the DSW vacuum.

- **some of the \( n_{G}^{S} \) are negative**, i.e. the \textit{D}-flat direction cannot be associated with any holomorphic invariant of the whole gauge group. Such flat directions are in general not completely lifted, unless the superpotential contains an invariant of the form \( S' \theta_{0}^{n_{0}} \theta_{1}^{n_{1}} \ldots \theta_{N}^{n_{N}} \) (with \( S' \) a combination of basis \( G \)-invariants and \( \chi \) fields), where either one of the following two conditions is fulfilled\(^{17} \): (i) \( S' \) contains no other field than the ones appearing in \( S \), and \( n_{0}' = 0 \) or 1 if \( n_{\alpha} < 0 \) (with the additional constraint \( \sum_{\alpha} \{ n_{\alpha} < 0 \} n_{\alpha}' \leq 1 \)); (ii) \( S' \) contains only one field that does not appear in \( S \), and \( n_{\alpha}' = 0 \) if \( n_{\alpha} < 0 \).

To illustrate the last point, let us consider a toy model with \( G = SU(3)_{C} \times SU(2)_{L} \times U(1)_{Y} \), two \( U(1) \)'s, and the following field content: \( Q_{1}, \bar{u}_{1}, \bar{u}_{2}, H_{u} \). We assume that the invariant associated with \( S \equiv Q_{1} \bar{u}_{1} H_{u} \) is non-holomorphic, e.g. \( Q_{1} \bar{u}_{1} H_{u} \theta_{0}^{-1} \theta_{1}^{3} \). Then the superpotential contains only one term:

\[
W = \alpha Q_{1} \bar{u}_{2} H_{u} \theta_{0}^{n_{0}} \theta_{1}^{n_{1}} \tag{15}
\]

provided that \( n_{0} \) and \( n_{1} \) are positive integers. Note that \( S' \equiv Q_{1} \bar{u}_{2} H_{u} \) contains only one field, \( \bar{u}_{2} \), that does not appear in \( S \); therefore, it satisfies condition (ii) provided that \( n_{0} = 0 \). The only \textit{F}-terms that are likely to be non-vanishing along the \textit{D}-flat direction \langle \( Q_{1}, \bar{u}_{1}, H_{u}, \theta_{0}, \theta_{1} \) \rangle associated with \( S \) are:

\[
F_{\bar{u}_{2}} = \alpha Q_{1} H_{u} \theta_{0}^{n_{0}} \theta_{1}^{n_{1}} \tag{16}
\]

\(^{16}\)Let us recall here that throughout this paper, we assume that the superpotential contains every term allowed by (continuous) gauge invariance and holomorphy. This is not the case in string models, where discrete symmetries and selection rules generally forbid a lot of terms.

\(^{17}\)When several \( n_{\alpha} \) are negative, these conditions are actually too strong. Using (9), one can show that, in most cases, only one \( n_{\alpha}' \) has to vanish.
Using (6), we obtain:
\[
\langle F_{a_2} \rangle = \alpha C \langle \bar{u}_1 \rangle^n \langle \theta_0 \rangle^{n_0} \langle \theta_1 \rangle^{n_1}
\]  
(17)

If \(n_0 = 0\), the \(F\)-terms vanish only for \(v_S = 0\), and the \(D\)-flat direction \(\langle Q_1, \bar{u}_1, H_u, \theta_0, \theta_1 \rangle\) breaks down to the DSW vacuum \(\langle \theta_0, \theta_1 \rangle_{DSW}\). If \(n_0 > 0\), the \(F\)-term constraints have two solutions: the DSW vacuum (which corresponds to \(v_S = 0\)), and a residual flat direction \(\langle Q_1, \bar{u}_1, H_u, \theta_1 \rangle\) with \(v_S^2 \equiv |\langle Q_1 \rangle|^2 = |\langle \bar{u}_1 \rangle|^2 = |\langle H_u \rangle|^2 = |\langle \theta_0 \rangle|^2_{DSW}\) and \(|\langle \theta_1 \rangle|^2 = 3 |\langle \theta_0 \rangle|^2_{DSW} + |\langle \theta_1 \rangle|^2_{DSW}\). Thus the initial \(D\)-flat direction is only partially lifted, and the residual flat direction, along which \(\langle \theta_0 \rangle = 0\), can lead to another vacuum than the DSW vacuum. However, it can still be lifted by higher order operators. Indeed, the invariant \((Q_1 \bar{u}_1 H_u)^n_0 (Q_1 \bar{u}_2 H_u) \theta_1^{2n_0+n_1}\) (which satisfies condition (ii)) contributes to \(\langle F_{a_2} \rangle\) as:
\[
\beta C^{n_0+1} v_S^{2n_0} \langle \bar{u}_1 \rangle^n \langle \theta_1 \rangle^{3n_0+n_1}
\]  
(18)

which obviously vanishes only in the DSW vacuum \((v_S = 0)\).

### 2.3.2 Flat directions of \(G\)-singlets

We consider now all possible \(D\)-flat directions involving only \(G\)-singlets. Two cases must be distinguished, depending on the signs of the numbers \(n_\alpha^i = (n_0^i, \ldots, n_N^i)\) associated with each of the fields \(\chi_i^i:\

- **all \(n_\alpha^i\) are positive:** in this case, \(|\langle \theta_\alpha \rangle|^2 \geq |\langle \theta_\alpha \rangle|^2_{DSW}\) along any flat direction of singlets. As a consequence, the \(D\)-term equations do not allow for any other vacuum of singlets than the vacuum (4). The other solutions of (2) are \(D\)-flat directions parameterized by the vevs of the \(\chi\) fields. Since these flat directions correspond to holomorphic invariants of the whole gauge group, they are lifted by \(F\)-terms, leaving only\(^{18}\) the vacuum (4). Therefore, in this case, the DSW vacuum is unique.

- **some \(n_\alpha^i\) are negative:** in this case, some of the \(|\langle \theta_\alpha \rangle|^2\) can be smaller than in vacuum (4). As can be seen from (13), the \(D\)-term equations allow for vacua of singlets in which \(\langle \theta_\alpha \rangle = 0\), while some of the \(\chi\) fields have non-vanishing vevs. Those vacua correspond to particular points along \(D\)-flat directions that are in general not completely lifted, unless the required holomorphic invariants (see Subsection 2.3.1) are present in the superpotential\(^{19}\). If this is the case, one recovers the uniqueness of the DSW vacuum.

### 2.3.3 Generic flat directions

Consider now a generic flat direction \(\langle \{\Phi_i\}; \{\chi_i\}; \bar{\theta} \rangle\) involving \(G\)-charged fields as well as \(G\)-singlets. The relevant numbers here are \(n_\alpha^i; n_\beta^i\), where the \(n_\alpha^i\) are associated with the basis \(G\)-invariants \(\{S_a\}\) that contain the \(\Phi_i\). The general requirement for this flat direction to be lifted is that invariants of the form \(S' \theta_0^{n_0} \theta_1^{n_1} \ldots \theta_N^{n_N}\) be present in the superpotential (where \(S'\) is a combination of basis \(G\)-invariants and \(\chi\) fields), where either one of the following two conditions is fulfilled: (i) \(S'\) contains no other field than the ones appearing in the flat direction, and \(n_0^i = 0\) or 1 if one of the

\(^{18}\)While compensations inside the \(F\)-terms may lead to other vacua than the vacuum (4), we shall consider this possibility as very unlikely (see Subsection 2.3.4).

\(^{19}\)See previous note.
powers \( \{ n^a_\alpha ; n^i_\alpha \} \) is negative (with the additional constraint that no more than one such \( n'_\alpha \) should be equal to 1); (ii) \( S' \) contains only one field that does not appear in the flat direction, and \( n'_\alpha = 0 \) if one of the powers \( \{ n^a_\alpha ; n^i_\alpha \} \) is negative. Several invariants are in general necessary to lift completely the flat direction.

Clearly those conditions are automatically satisfied when all relevant \( \{ n^a_\alpha ; n^i_\alpha \} \) are positive. In all other cases, one has to check explicitly that the invariants required are present in the superpotential, even if they appear at high orders.

### 2.3.4 Cancellations inside the \( F \)-terms

So far we did not consider the possibility of compensations between different contributions to the \( F \)-terms. The effect of such cancellations is to reduce the dimensionality of a \( D \)-flat direction, while one would naively expect it to be (at least partially) lifted. For instance, in the toy model of Subsection 2.3.1 (case \( n_0 > 0 \)), contributions (17) and (18) cancel against each other in \( \langle F_{\bar{u}u} \rangle \) if the following relation between vevs is satisfied:

\[
\alpha \langle \theta_0 \rangle^{n_0} + \beta \left( C v_S^2 \right)^{n_0} \langle \theta_1 \rangle^{3n_0} = 0 \tag{19}
\]

(note that the case \( n_0 = 0 \) does not suffer from this problem, since (17) is the only contribution to \( \langle F_{\bar{u}u} \rangle \)). Such compensations are possible because the \( F \)-terms, at least at low orders, are not all non-trivial and independent from each other. When higher order operators are added in the superpotential, the number of independent \( F \)-term constraints generally increases, and cancellations become less likely. We will neglect them here, but in the flat direction analysis of an explicit model, they have to be taken into account.

The case of flat directions involving only \( G \)-singlets is more subtle, and needs a separate discussion. Due to condition (3), the \( F \)-terms of the \( \theta \) fields are not independent from the other \( F \)-terms:

\[
A \begin{pmatrix} \theta_0 F_{\theta_0} \\ \vdots \\ \theta_N F_{\theta_N} \end{pmatrix} = A_\chi \begin{pmatrix} \chi_1 F_{\chi_1} \\ \vdots \\ \chi_q F_{\chi_q} \end{pmatrix} \tag{20}
\]

where \( A_\chi \) is the matrix of the charges of the \( \chi \) fields, defined in an analogous way to the matrix \( A \). As a result, flat directions of \( G \)-singlets are constrained by exactly as many equations as fields\(^{20}\), and those (non-linear) equations have in general several solutions. Thus the theory possesses, at any order, vacua of singlets that may compete with the DSW vacuum.

However, while the DSW vacuum is well-defined and stable against the addition of higher order terms in the superpotential (as implied by condition (b)), this is obviously not the case for the other vacua of singlets, which depend on the explicit form of the \( F \)-terms. This would not be a problem if all vevs were small compared with the mass scale by which nonrenormalizable operators are suppressed. But due to the anomalous Fayet-Iliopoulos term, the singlet vevs are generally very close to the Planck scale\(^{21}\),

\(^{20}\)This is not the case for flat directions involving fields charged under \( G \), because the \( D \)-terms associated with \( G \) provide additional equations.

\(^{21}\)Although we have no general proof for this statement, we could check it in many explicit examples. The reason for this is that in most cases, the other vacua than the DSW vacuum arise due to a series of compensations between terms of various dimensions in the \( F \)-terms.
and they are not expected to converge to any fixed value when higher order invariants are added in the superpotential (below we illustrate this point with a simple example). Such a situation obviously does not make sense in the context of an effective field theory, and for this reason we shall consider the DSW solution (in which \(\langle \theta \rangle / M_{Pl} \) is typically of order 0.01 – 0.1) as the only plausible vacuum of singlets.

To illustrate this point, consider a toy model with three fields \(\chi_1, \chi_2\) and \(\theta\), charged under the gauge group \(U(1)_X\) with charges \(-5/3, -4/3\) and 1. At order 8, the superpotential consists of the following three terms:

\[
W = c_1 \chi_1^3 \theta^5 + c_2 \chi_2^3 \theta^4 + c_3 \chi_1 \chi_2 \theta^3
\] (21)

where \(c_1, c_2\) and \(c_3\) are numerical coefficients of order one. If the last term in \(W\) were not present, there would be a unique DSW vacuum, with \(|\langle \theta \rangle|_{DSW}^2 = \xi^2\) and \(\langle \chi_1 \rangle_{DSW} = \langle \chi_2 \rangle_{DSW} = 0\). In the presence however of this term, there is an additional solution to the \(D\)-term and \(F\)-term constraints:

\[
\begin{align*}
\langle \chi_1 \rangle / M_{Pl} &= \left( -\frac{c_3}{27 c_1^2 c_2} \right)^{1/3} \left( \frac{\langle \theta \rangle}{M_{Pl}} \right)^{-5/3} \\
\langle \chi_2 \rangle / M_{Pl} &= \left( -\frac{c_3}{27 c_1 c_2^2} \right)^{1/3} \left( \frac{\langle \theta \rangle}{M_{Pl}} \right)^{-4/3}
\end{align*}
\] (22)

where due to the positive powers in (21), \(|\langle \theta \rangle| \geq |\langle \theta \rangle|_{DSW} = \xi\), and \(\xi \sim (0.1-0.01) M_{Pl}\). For coefficients \(c_1, c_2\) and \(c_3\) of order one, this solution gives \(\langle \chi_i \rangle / M_{Pl}\) of order one, which is unacceptable in the context of an effective field theory. In addition, when higher order terms are added in (21), the vacuum (22) changes.

### 3 Supersymmetry breaking and low-energy vacuum

The purpose of this section is to discuss how supersymmetry breaking affects the conclusions from the previous section. Since models with an anomalous \(U(1)\) have numerous implications for low-energy phenomenology, it is indeed essential to ensure that the flat direction analysis is relevant to the determination of the low-energy vacuum.

The scalar potential of the low-energy theory reads:

\[
V = \frac{1}{2} \sum_a D^a D^a + \sum_i |\langle F_i \rangle|^2 + V_{ SUSY}\] (23)

Since supersymmetry has to be broken in a soft way, \(V_{ SUSY}\) is of the form \(\tilde{m} V^{(3)} + \tilde{m}^2 V^{(2)}\), where \(\tilde{m} \sim 1\, TeV\) is the scale of supersymmetry breaking, and \(V^{(2)}, V^{(3)}\) are functions of the scalar fields with dimensions 2 and 3, respectively\(^{22}\). This has the obvious consequence that the actual minimum of the scalar potential is close to a flat direction of the supersymmetric theory; otherwise the \(D\)-terms and \(F\)-terms would give a positive contribution of order \(\xi^4\) to \(V\), while \(V_{ SUSY}\) would contribute at most as \(\tilde{m} \xi^3\), with no possibility of compensation. We thus necessarily have \(\langle F_i \rangle \ll \xi^2\) and \(\langle D^a \rangle \ll \xi^2\), which implies in particular that the relations \(|\langle \alpha \rangle|^2 \geq |\langle \alpha \rangle|^2_{DSW}\) still hold (provided that the necessary conditions are satisfied), and that fields charged under

---

\(^{22}\)This definition allows for higher order terms suppressed by negative powers of the Planck mass, e.g. \(\Phi^n / M_{Pl}^{n-2} \in V^{(2)}\).
contributions to the low-energy vacuum is a slight deviation from the DSW vacuum: Let us first consider the flat directions for which \(|\langle \theta_\alpha \rangle|^2 \geq |\langle \theta_\alpha \rangle|^{DSW}_\alpha\) hold for all \(\alpha\). The minimization procedure amounts to adjusting the field vevs around this flat direction so as to obtain the lowest value for the scalar potential; as a result, some fields acquire vevs of the order of the supersymmetry breaking scale \(\tilde{m}\), or of an intermediate scale such as \((\tilde{m} M_{Pl})^{1/2}\). Clearly those cannot be the \(\theta\) fields. In addition, the \(\chi\) and \(\Phi\) fields cannot have a vev of order \(\xi\), otherwise some invariant of the form \(S \theta_1^n \theta_2^{m_1} ... \theta_N^{m_N}\) or \(\chi^m \theta_1^{m_1} \theta_2^{m_2} ... \theta_N^{m_N}\) would give a contribution of order \(\xi^2\) to the \(F\)-terms. As a result, the low-energy vacuum is a slight deviation from the DSW vacuum:

\[ |\langle \theta_\alpha \rangle|^2 \simeq |\langle \theta_\alpha \rangle|^{DSW}_\alpha \quad \langle \Phi_i \rangle, \langle \chi_i \rangle \ll \xi^2 \]  

(24)

This is perfectly consistent with the conclusions from the flat direction analysis: flat directions along which \(|\langle \theta_\alpha \rangle|^2 \geq |\langle \theta_\alpha \rangle|^{DSW}_\alpha\) for all \(\alpha\) are lifted down to the DSW vacuum by the \(F\)-terms, and the only effect of supersymmetry breaking is to give a small vev to the \(\chi\) and \(\Phi\) fields. Note that the symmetries of \(G\) are not broken at the scale \(\xi\).

Consider now the flat directions for which \(|\langle \theta_\alpha \rangle|^2 \geq |\langle \theta_\alpha \rangle|^{DSW}_\alpha\) does not hold for all \(\alpha\). Contrary to the previous type of flat directions, these may be only partially lifted at the supersymmetric level, and the effect of supersymmetry breaking is to lift them completely, leading possibly to undesired vacua, as we illustrate below. For this purpose, we go back to the example of Subsection 2.3.1 and consider the flat direction \(\langle Q_1, \bar{u}_1, H_u, \theta_0, \theta_1 \rangle\) associated with the non-holomorphic invariant \(Q_1 \bar{u}_1 H_u \theta_0^{-1} \theta_1^3\). Since along this flat direction \(|\langle \theta_0 \rangle|^2 < |\langle \theta_0 \rangle|^{DSW}\), we can see from (16) that, in the case \(n_0 > 0\), \(F_{u_2}\) can be small compared to \(\xi^2\) while \(v_2^2 = |\langle Q_1 \rangle|^2 = |\langle \bar{u}_1 \rangle|^2 = |\langle H_u \rangle|^2\) is of order \(\xi^2\). For example, in the case \(n_0 = 1\), the minimization of the scalar potential could yield \(\langle \theta_0 \rangle \sim \tilde{m}\) (with \(|\langle F_{u_2} \rangle|^2 \sim \tilde{m}^2 \xi^2\) being compensated for by e.g. \(\tilde{m}^2_{H_u} |\langle H_u \rangle|^2\), with \(\tilde{m}^2_{H_u}\) negative). In this case, the Standard Model symmetries would be broken at the scale \(\xi\). We conclude that such flat directions are potentially dangerous and should be lifted at the supersymmetric level, in the way that has been discussed in the previous section. For instance, the problem disappears in the \(n_0 = 0\) case, since \(v_2 \sim \xi\) would give \(F_{u_2} \sim \xi^2\), which as stressed before cannot be the case at the minimum of the scalar potential.

From this qualitative discussion, we conclude that supersymmetry breaking does not change radically the conclusions from the flat direction analysis. Its two main effects are to modify slightly the DSW vacuum by giving small or intermediate vevs to the \(\chi\) and \(\Phi\) fields, and to lift the flat directions that are present in the supersymmetric theory. It is therefore essential to check, in a specific model, that the flat directions that may lead to undesired vacua are completely lifted already in the supersymmetric limit.

4 Summary of the procedure

We now summarize the generic procedure to analyze flat directions in anomalous \(U(1)\) models that satisfy conditions (a) and (b):

1. find a basis \(S_1, \ldots, S_q\) for holomorphic \(G\)-invariants involving only \(\Phi\) fields; add to this basis all \(G\)-singlets \(\chi_1, \ldots, \chi_q\).
2. for each element of the basis, compute the set of numbers \((n_0, \ldots, n_N)\) defined by (5). The corresponding \(D\)-flat direction is \(\langle S; \vec{\theta} \rangle\) in the case of a \(G\)-invariant, and \(\langle \chi; \vec{\theta} \rangle\) in the case of a \(G\)-singlet; the vevs of the \(\theta\) fields are determined by (9), and they satisfy the constraints:

\[
\begin{align*}
|\langle \theta_\alpha \rangle|^2 &\geq |\langle \theta_\alpha \rangle|^2_{DSW} & n_\alpha &\geq 0 \\
|\langle \theta_\alpha \rangle|^2 &< |\langle \theta_\alpha \rangle|^2_{DSW} & n_\alpha &< 0
\end{align*}
\]  

(25)

3. the most general \(D\)-flat direction involving a set of fields \((\{\Phi_i\}; \{\chi_i\})\) is parameterized by the vevs of the \(\chi_i\) and the \(\Phi_i\), the latter being subject to constraints (12). The vevs of the \(\theta\) fields are determined by (13), which implies

\[
|\langle \theta_\alpha \rangle|^2 \geq |\langle \theta_\alpha \rangle|^2_{DSW} \quad \text{if} \quad n_\alpha^a, n_\alpha^i \geq 0
\]  

(26)

for all relevant \(S_a\) and \(\chi_i\).

4. determine which flat directions are lifted by \(F\)-terms. Two cases must be distinguished:

- flat directions for which all relevant \(\{n_\alpha^a; n_\alpha^i\}\) are positive are lifted down to the DSW vacuum by \(F\)-terms.

- other flat directions are only partially lifted, unless invariants of the form \(S' \theta_0^{n_0} \theta_1^{n_1} \ldots \theta_N^{n_N}\), where \(S'\) contains no more than one field that does not have a vev, are present in the superpotential. For this to happen, the \(n_\alpha^a\) must satisfy the conditions specified in Subsection 2.3.3. Several such invariants are in general necessary to lift completely the flat direction.

5. once the presence of the invariants required to lift a given flat direction has been checked, a more careful analysis should take into account the possibility of cancellations inside the \(F\)-terms, and show that the flat direction is indeed lifted at some order. Also, one should check that cancellations do not allow other stable vacua of singlets than the DSW solution, even though such a possibility seems to be very unlikely.

5 The vacuum of a realistic low-energy model

In the top-bottom approach of constructing models with an anomalous \(U(1)\), one typically obtains upon compactification of a superstring a certain set of fields that here we called “\(G\)-singlet”. Then this set has to be divided into a subset that takes a vev at a scale \(\xi\) (“\(\theta\) set”) and a subset that does not (“\(\chi\) set”). Unfortunately, in realistic model building this separation has turned out to be far from unique. From the vacuum point of view therefore the minimalistic, bottom-up approach is advantageous, in the sense that one can ensure that the \(\theta\)-set is unique. The simplest way to achieve this in a model with an anomalous, flavor blind \(U(1)_X\), is to allow vevs only to those \(G\)-singlets that have nonnegative \(X\) charges. A model with such property has been constructed [22]. Here, we will look only at its vacuum structure by applying the systematic analysis of section 4. The gauge group of the model is \(G = SU(3)_c \times SU(2)_w \times U(1)_Y\) augmented by three additional \(U(1)'s\), one of which is anomalous and flavor blind (\(X\)) and the other
two ($Y_1$ and $Y_2$) are nonanomalous, flavor dependent, combinations of the generators $Y$, $V$ and $V'$ of $E_6$. The field content is three families of fields in the 27 of $E_6$ plus several $G$-singlets, among which three $\theta_\alpha$ fields with charges that form the matrix

$$A = \begin{pmatrix}
1 & 0 & 0 \\
0 & -1 & 1 \\
1 & -1 & 0 
\end{pmatrix} \quad (27)$$

where the first row is their X-charges, the second and the third rows are their $Y_1$ and $Y_2$ charges respectively. The fact that $\det A \neq 0$ and that the first column of $A^{-1}$ is $(1,1,1)$, ensures the existence of the vacuum configuration $\langle \theta_1, \theta_2, \theta_3 \rangle$. Then, we have to extend the basis of MSSM holomorphic invariants of Ref. [21] to take into account the presence of vector-like matter in the model, and compute the powers of the $\theta$ fields for each basis invariant, as well as for each Standard Model singlet. In addition we must check that the superpotential does not contain a term linear in a $\chi$ field (such a term would be for example $N_1, \theta_1^{n_1} \theta_2^{n_2} \theta_3^{n_3}$ with $n_1, n_2, n_3$ nonnegative integers). It turns out that, for a convenient choice of the X-charge, all the supersymmetric zeroes of this model reside in the sector that contains the fields lying in the 16 of SO(10).

A list of all the supersymmetric zeroes of the model can be found in table 1. It is remarkable that among the total number of invariants which is of order of thousands we find only a few zeroes due to negative powers. The first column of the table contains the basis invariant. In the second column, by solving (5), we compute the powers of the $\theta$ fields corresponding to that basis invariant. The third column shows the potentially dangerous flat direction associated with the invariant of the first column, and the fourth column an holomorphic invariant that lifts it.

Finally we would like to stress the fact that in this example we checked flat directions that correspond only to basis invariants. However, as mentioned in the general discussion, in a complete analysis one has to look at all possible invariant polynomials containing negative powers and their associated “composite” flat directions, and check that the invariants present in the superpotential actually lift them. Such an analysis is beyond the scope of this paper.

### 6 Conclusion

In this letter, we exposed a systematic procedure to study flat directions in a large class of anomalous $U(1)$ models. Those models, whose gauge group contains a set of Abelian horizontal symmetries connecting the observable sector to the hidden sector, are prototypes of models of mass hierarchies. We stated the conditions ensuring the uniqueness of the DSW vacuum that breaks those symmetries, so that the model gives definite predictions for mass hierarchies. More generally, we gave a very simple way to identify flat directions that may lead to other vacua, and studied under which conditions they are lifted by $F$-terms. We also checked that supersymmetry breaking only slightly modifies the conclusions from the flat direction analysis. In particular, when all potentially dangerous flat directions are already lifted at the supersymmetric level, the only expected effect of supersymmetry breaking is to shift slightly the DSW vacuum by giving small or intermediate vevs to fields that are not involved in it.

The structure of the models we considered is characteristic of a large class of effective string theories. In principle, one can apply our procedure to these (provided that
conditions (a) and (b) are fulfilled), but some of our conclusions may be escaped, because discrete symmetries and string selection rules prevent a lot of holomorphic invariants from appearing in the superpotential. In particular, the uniqueness of the DSW vacuum - which is of great phenomenological significance - is not ensured in generic string models.
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Table 1: Flat Directions of Model of Ref. [22]

<table>
<thead>
<tr>
<th>Basis Invariant</th>
<th>$(n_1, n_2, n_3)$</th>
<th>Flat Direction</th>
<th>Invariant in W that lifts the FD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N}_3$</td>
<td>$(3/2, -1/2, 1/2)$</td>
<td>$&lt; \mathcal{N}_3, \theta_1, \theta_3 &gt;$</td>
<td>$\mathcal{N}_2 \mathcal{N}_3^2 \theta^4_1 \theta^4_3$</td>
</tr>
<tr>
<td>$L_1 H_u$</td>
<td>$(-3/2, 1/2, 5/2)$</td>
<td>$&lt; L_1, H_u, \theta_2, \theta_3 &gt;$</td>
<td>$L_1 \mathcal{N}_3 H_u \theta^4_3$</td>
</tr>
<tr>
<td>$L_2 H_u$</td>
<td>$(-3/2, 1/2, -1/2)$</td>
<td>$&lt; L_2, H_u, \theta_1(\theta_3), \theta_2 &gt;$</td>
<td>$L_2 \mathcal{N}_3 H_u$</td>
</tr>
<tr>
<td>$L_3 H_u$</td>
<td>$(-3/2, 1/2, -1/2)$</td>
<td>$&lt; L_3, H_u, \theta_1(\theta_3), \theta_2 &gt;$</td>
<td>$L_3 \mathcal{N}_3 H_u$</td>
</tr>
<tr>
<td>$L_2 L_3 \bar{c}_1 H_d$</td>
<td>$(3, 2, -1)$</td>
<td>$&lt; L_2, \bar{c}_1, H_d, \theta_1, \theta_2 &gt;$</td>
<td>$L_2 \bar{c}_1 H_d \theta^4_3$</td>
</tr>
<tr>
<td>$L_3 L_3 \bar{c}_1 H_d$</td>
<td>$(3, 2, -1)$</td>
<td>$&lt; L_3, \bar{c}_1, H_d, \theta_1, \theta_2 &gt;$</td>
<td>$L_3 \bar{c}_1 H_d \theta^4_3$</td>
</tr>
<tr>
<td>$L_2 L_3 c_3$</td>
<td>$(3/2, 5/2, -3/2)$</td>
<td>$&lt; L_2, L_3, \bar{c}_1, \theta_1, \theta_2 &gt;$</td>
<td>$L_2 L_3 \bar{c}_1 \mathcal{N}_3^2 \theta^3_1$</td>
</tr>
<tr>
<td>$L_2 Q_3 \bar{d}_2$</td>
<td>$(3/2, 1/2, -1/2)$</td>
<td>$&lt; L_2, Q_3, \bar{d}_2, \theta_1, \theta_2 &gt;$</td>
<td>$L_2 Q_3 \bar{d}_2 \mathcal{N}_3 \theta^3_1$</td>
</tr>
<tr>
<td>$L_3 Q_3 \bar{d}_2$</td>
<td>$(3/2, 1/2, -1/2)$</td>
<td>$&lt; L_3, Q_3, \bar{d}_2, \theta_1, \theta_2 &gt;$</td>
<td>$L_3 Q_3 \bar{d}_2 \mathcal{N}_3 \theta^3_1$</td>
</tr>
<tr>
<td>$L_2 Q_3 \bar{d}_3$</td>
<td>$(3/2, 1/2, -1/2)$</td>
<td>$&lt; L_2, Q_3, \bar{d}_3, \theta_1, \theta_2 &gt;$</td>
<td>$L_2 Q_3 \bar{d}_3 \mathcal{N}_3 \theta^3_1$</td>
</tr>
<tr>
<td>$L_3 Q_3 \bar{d}_3$</td>
<td>$(3/2, 1/2, -1/2)$</td>
<td>$&lt; L_3, Q_3, \bar{d}_3, \theta_1, \theta_2 &gt;$</td>
<td>$L_3 Q_3 \bar{d}_3 \mathcal{N}_3 \theta^3_1$</td>
</tr>
<tr>
<td>$\bar{u}_3 \bar{d}_2 \bar{d}_3$</td>
<td>$(3/2, 1/2, -1/2)$</td>
<td>$&lt; \bar{u}_3, \bar{d}_2, \bar{d}_3, \theta_1, \theta_2 &gt;$</td>
<td>$\bar{u}_3 \bar{d}_2 \bar{d}_3 \mathcal{N}_3 \theta^3_1$</td>
</tr>
<tr>
<td>$Q_3 \bar{u}_3 \bar{c}_1 H_d$</td>
<td>$(9/2, 3/2, -1/2)$</td>
<td>$&lt; Q_3, \bar{u}_3, \bar{c}_1, H_d, \theta_1, \theta_2 &gt;$</td>
<td>$Q_3 \bar{u}_3 H_u$</td>
</tr>
<tr>
<td>$Q_3 \bar{u}_3 \bar{c}_1 H_d$</td>
<td>$(9/2, -1/2, 1/2)$</td>
<td>$&lt; Q_3, \bar{u}_3, \bar{c}_1, H_d, \theta_1, \theta_3 &gt;$</td>
<td>$Q_3 \bar{u}_3 H_u$</td>
</tr>
<tr>
<td>$Q_3 \bar{u}_3 L_2 \bar{c}_1$</td>
<td>$(3, 2, -1)$</td>
<td>$&lt; Q_3, \bar{u}_3, L_2, \bar{c}_1, \theta_1, \theta_2 &gt;$</td>
<td>$Q_3 \bar{u}_3 H_u$</td>
</tr>
<tr>
<td>$Q_3 \bar{u}_3 L_3 \bar{c}_1$</td>
<td>$(3, 2, -1)$</td>
<td>$&lt; Q_3, \bar{u}_3, L_3, \bar{c}_1, \theta_1, \theta_2 &gt;$</td>
<td>$Q_3 \bar{u}_3 H_u$</td>
</tr>
<tr>
<td>$Q_3 \bar{u}_3 Q_3 \bar{u}_3 \bar{c}_1$</td>
<td>$(9/2, 3/2, -1/2)$</td>
<td>$&lt; Q_3, \bar{u}_3, \bar{c}_1, \theta_1, \theta_2 &gt;$</td>
<td>$Q_3 \bar{u}_3 H_u$</td>
</tr>
<tr>
<td>$Q_3 \bar{u}_3 Q_3 \bar{u}_3 \bar{c}_1$</td>
<td>$(9/2, -1/2, 1/2)$</td>
<td>$&lt; Q_3, \bar{u}_3, \bar{c}_1, \theta_1, \theta_3 &gt;$</td>
<td>$Q_3 \bar{u}_3 H_u$</td>
</tr>
<tr>
<td>$\bar{d}_1 \bar{d}_2 \bar{d}_3 L_2 L_3$</td>
<td>$(3/2, 3/2, -1/2)$</td>
<td>$&lt; \bar{d}_1, \bar{d}_2, \bar{d}_3, L_2, L_3, \theta_1, \theta_2 &gt;$</td>
<td>$\bar{d}_1 \bar{d}_2 \bar{d}_3 L_2 L_3 \mathcal{N}_3 \theta^3_1 \theta^3_2$</td>
</tr>
</tbody>
</table>