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Abstract

We carry out a systematic investigation of twist-two spin dependent structure functions of the nucleon within the framework of the chiral quark soliton model (CQSM) by paying special attention to the role of chiral symmetry of QCD. The importance of chiral symmetry is illustrated through the good reproduction of the recent SLAC data for the neutron spin structure function \(g_n\). We also observe substantial difference between the predictions of the longitudinally polarized distribution functions and those of the transversity distribution functions. That the chiral symmetry may be responsible for this difference is seen in the isospin dependence of the corresponding first moments, i.e., the axial and tensor charges. The CQSM predicts \(g_A^{(0)}/g_A^{(3)} \approx 0.25\) for the ratio of the isoscalar to isovector axial charges, while \(g_T^{(0)}/g_T^{(3)} \approx 0.46\) for the ratio of the isoscalar to isovector tensor charges, which should be compared with the prediction \(g_A^{(0)}/g_A^{(3)} = g_T^{(0)}/g_T^{(3)} = 3/5\) of the constituent quark model or of the naive MIT bag model without proper account of chiral symmetry. Another prominent prediction of the CQSM is the opposite polarization of the \(\bar{u}\) and \(\bar{d}\) antiquarks, thereby indicating the SU(2) asymmetric sea quark (spin) polarization in the nucleon.
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1 Introduction

Undoubtedly, the so-called “nucleon spin crisis” caused by the EMC measurement in 1988 is one of the most exciting topics in the field of hadron physics [1]. The recent renaissance of nucleon structure function physics is greatly owing to this epoch-making finding. Naturally, the physics of nucleon structure functions has two different aspects. One is a perturbative aspect, while the other is a nonperturbative aspect. Because of the asymptotic freedom of QCD, the $Q^2$-evolution of quark distribution functions can be controlled by the perturbative QCD at least for large enough $Q^2$ [2]. However, the perturbative QCD is entirely powerless for predicting distribution functions themselves. Here we need to solve nonperturbative QCD in some way. Unfortunately, we have no reliable analytical method for handling this aspect of QCD. For the present moment, we are then left with two tentative choices. One is to rely upon lattice QCD, while the other is to use effective models of QCD. If one takes the first choice, one must first evaluate infinite towers of moments of distribution functions, since the direct calculation of distribution functions does not match this numerical simulation method [3]. Here we take the second choice, which allows us a direct calculation of quark distribution functions. Still, there are quite a lot of effective model of baryons. We advocate that the chiral quark soliton model (CQSM) is a unique model of baryons which has several appealing features not possessed by other models of baryons, especially when applied to the physics of quark distribution functions. First of all, it is an effective model of baryons maximally incorporating spontaneous chiral symmetry breaking of QCD vacuum [4-6]. The nucleon in this model is a composite of three valence quarks and infinitely many Dirac sea quarks moving in a slowly rotating M.F. of hedgehog shape. As a natural consequence, it automatically simulates cloud of pions surrounding the core of three valence quarks. Nevertheless, since everything is described in terms of effective quark fields only, we need not worry about a double counting of quark and pion degrees of freedom. (We recall that this kind of double counting occurs, for instance, in models of hadrons based on the linear-sigma-quark-model type lagrangian [7,8].) This also means that we do not need to use such an ambiguous procedure as convoluting the pion structure functions with pion probability function (or more precisely a light-cone momentum distribution of the pion) inside the nucleon [9-11].

Several group have already attempted to calculate nucleon structure functions within the CQSM or the Nambu-Jona-Lasinio (NJL) soliton model. For instance, Weigel et al. investigated the polarized as well as unpolarized structure functions of the nucleon under the so-called “valence quark approximation” [12]. This is not an extremely bad approximation, but it is known to have several unpleasant features. Probably, most serious would be the violation of positivity condition for the unpolarized antiquark (or sea quark) distribution functions. Although such an apparent disaster does not happen for the spin dependent quark distribution
functions, a lesson learned from the above observation is that a reliable prediction of anti-quark distributions would not be obtainable unless incorporating effects of Dirac sea quarks or equivalently vacuum polarization effects.

More consistent calculation including vacuum polarization effects have been performed by Diakonov et al. \cite{13,14} and also by Tanikawa and Saito \cite{15} with different regularization schemes, but by confining to the isosinglet unpolarized as well as isovector longitudinally polarized distribution functions, which have values at the leading order of $1/N_c$ expansion (or at the 0th order of the expansion in the collective angular velocity $\Omega$ of the hedgehog soliton). Unfortunately, an abundance of interesting physics like the physics of “nucleon spin contents” is contained in the next order of $1/N_c$ expansion \cite{5}. This is easily understood because the inclusion of $O(\Omega^1)$ terms is the minimum condition for the collective quantization treatment of hedgehog solitons to hold. Otherwise, the nucleon cannot have correct quantum numbers \cite{4-6}.

We have recently reported the first calculation of the $O(\Omega^1)$ contributions to the isovector unpolarized quark distribution function related to the physics of Gottfried sum \cite{16} with full inclusion of the vacuum polarization effects \cite{17}. It was shown that the model can explain the excess of the $\bar{d}$ sea over the $\bar{u}$ sea in the proton very naturally \cite{17-19}. However, some of the treatments there were criticized in a recent paper by Pobylytsa et al. \cite{20}. In the process of obtaining theoretical quark distribution functions, we need to evaluate nucleon matrix elements of quark bilinear operators which are nonlocal in time. Their criticism is that the calculation in \cite{17} does not treat this nonlocality in time to the full extent.

Now the purpose of the present paper is to carry out a systematic calculation of all the twist-2 spin dependent quark distribution functions of the nucleon as consistently as possible. We evaluate both of the $O(\Omega^0)$ and $O(\Omega^1)$ contributions with full inclusion of the vacuum polarization effects. The above-mentioned nonlocality effects are also carefully taken into account. We believe that these unique features of our theoretical analysis would give new and important information on the nonperturbative aspect of the spin dependent quark distribution functions including the antiquark distributions as well.

The plan of the paper is as follows. For completeness, we give in sect.2 a precise definition of twist-2 quark distribution functions which we shall investigate in the present paper. How to evaluate these quark distribution functions within the framework of the CQSM is explained in sect.3. Sect.4 is devoted to the discussion of the numerical results. We then summarize what we have found in sect.5.
2 Definition of quark distribution functions

Most theoretical analyses of quark distribution functions of the nucleon are based on a
field-theoretical formulation given by Collins and Soper \cite{21}. As a natural extension, Jaffe and
Ji recently carried out a systematic classification of quark distribution functions by including
chiral-odd distribution functions which do not appear in the formulas of deep inelastic scattering
cross sections \cite{22}. According to them, there are nine independent distribution functions,
from twist 2 to twist 4. Here we are interested in the twist-2 distribution functions, which
are known to have simple parton model interpretation. There are three twist-2 distribution
functions, the spin independent (averaged) distribution
\[ f_{1}(x) = \frac{1}{\sqrt{2}p^{+}} \int \frac{d\lambda}{2\pi} e^{i\lambda x} < PS | \psi_{+}^{j}(0) \psi_{+}(\lambda n) | PS >, \]
(1)
and the longitudinally polarized distribution
\[ g_{1}(x) = \frac{1}{\sqrt{2}p^{+}} \int \frac{d\lambda}{2\pi} e^{i\lambda x} < PS_{z} | \psi_{+}^{j}(0) \gamma_{5} \psi_{+}(\lambda n) | PS_{z} >, \]
(2)
and the transversity distribution
\[ h_{1}(x) = \frac{1}{\sqrt{2}p^{+}} \int \frac{d\lambda}{2\pi} e^{i\lambda x} < PS_{\perp} | \psi_{+}^{j}(0) \gamma_{\perp} \gamma_{5} \psi_{+}(\lambda n) | PS_{\perp} >, \]
(3)
where \( p^{\mu} \) and \( n^{\mu} \) are two light-like (null) vectors, having the properties,
\[ p^{-} = 0, \quad n^{+} = 0, \quad p^{2} = n^{2} = 0, \quad p \cdot n = 1. \]
(4)
Without loss of generality, one can choose a frame in which the four-momentum \( P^{\mu} \) of the
initial nucleon and the four-momentum transfer \( q^{\mu} \) from a lepton to a nucleon have the third
and the time components only. In this frame, \( p^{\mu} \) and \( n^{\mu} \) take the form:
\[ p^{\mu} = \frac{P}{\sqrt{2}} (1, 0, 0, 1), \quad n^{\mu} = \frac{1}{\sqrt{2}P} (1, 0, 0, -1), \]
(5)
while \( P^{\mu} \) and \( q^{\mu} \) are represented as
\[ P^{\mu} = p^{\mu} + \frac{M^{2}}{2} n^{\mu}, \]
(6)
\[ q^{\mu} = \frac{1}{M_{N}^{2}} \left( \nu - \sqrt{\nu^{2} + M_{N}^{2} Q^{2}} \right) p^{\mu} + \frac{1}{2} \left( \nu + \sqrt{\nu^{2} + M_{N}^{2} Q^{2}} \right) n^{\mu}, \]
(7)
with \( \nu = P \cdot q \) and \( Q^{2} = -q^{2} \). In the above definition of the twist-2 quark distribution functions,
\( \psi_{+} \) is a component of the quark field \( \psi \) defined through the decomposition
\[ \psi = (P_{+} + P_{-}) \psi = \psi_{+} + \psi_{-}, \]
(8)
by the projection operators \( P_{\pm} = \frac{1}{2} \gamma^{\pm} \gamma^{5} \) with \( \gamma^{\pm} = \frac{1}{\sqrt{2}} (\gamma^{0} \pm \gamma^{3}) \). According to the authors of
\cite{22}, \( \psi_{+} \) is called the “good” component of \( \psi \), since it describes an independent propagating
degrees of freedom in the light-cone quantization scheme [23]. On the other hand, $\psi_-$ is called the “bad” component, since it can be interpreted as quark-gluon composites. It is important to recognize that only the good component of $\psi$ appears in the definition of twist-2 quark distribution functions in conformity with the fact that they have simple parton model interpretation. In the actual model calculation of these distribution functions, it is more convenient to rewrite the above expressions with use of the identities:

\[
P_+^2 = P_+ = \frac{1}{2}(1 + \gamma^0 \gamma^3),
\]

\[
P_+ \gamma^8 P_+ = \frac{1}{2}(1 + \gamma^0 \gamma^3) \gamma^8,
\]

\[
P_+ \gamma^\perp \gamma^8 P_+ = \frac{1}{2}(1 + \gamma^0 \gamma^3) \gamma^\perp \gamma^8.
\]

Since the distribution functions are in principle frame-independent, it is also convenient to go to the nucleon rest frame, in which one can set $P = M_N / \sqrt{2}$. Now using the change of variable as

\[
\lambda_\mu^\nu = \lambda \frac{1}{M_N} (1, 0, 0, -1) \equiv z^\mu,
\]

we obtain

\[
z_0 = \frac{\lambda}{M_N}, \quad z_3 = -\frac{\lambda}{M_N} = -z_0, \quad z_\perp = 0.
\]

Noting that

\[
\int_{-\infty}^{\infty} d\lambda e^{i\lambda x} \cdots = M_N \int_{-\infty}^{\infty} dz_0 e^{i x M_N z_0},
\]

we are then led to the following expressions:

\[
f_1(x) = \frac{1}{4\pi} \int dz^0 e^{i x M_N z_0} \times \langle P = 0, S | \psi^\dagger(0)(1 + \gamma^0 \gamma^3)\psi(z) | P = 0, S \rangle \big|_{z_3 = -z_0, z_\perp = 0},
\]

\[
g_1(x) = \frac{1}{4\pi} \int dz^0 e^{i x M_N z_0} \times \langle P = 0, S_\perp | \psi^\dagger(0)(1 + \gamma^0 \gamma^3)\gamma^\perp \gamma^8 \psi(z) | P = 0, S \rangle \big|_{z_3 = -z_0, z_\perp = 0},
\]

\[
h_1(x) = \frac{1}{4\pi} \int dz^0 e^{i x M_N z_0} \times \langle P = 0, S_\perp | \psi^\dagger(0)(1 + \gamma^0 \gamma^3)\gamma^\perp \gamma^8 \psi(z) | P = 0, S \rangle \big|_{z_3 = -z_0, z_\perp = 0}.
\]

What is left for us now is to evaluate nucleon matrix elements of quark bilinear operators containing two space-time coordinates with light-cone distance. How to evaluate these matrix elements of bilocal quark operators will be explained in the next section.
3 Theory of quark distribution functions

As shown in the previous section, the quark distribution functions of our present interest can generally be represented in the form:

\[ q(x) = \frac{1}{4\pi} \int_{-\infty}^{\infty} d\zeta_0 \exp \left( -i x M_N \right) N(0) |\bar{\psi}(0) \Gamma \psi(z) N(0) |_{z_3=-\zeta_0, z_\perp=0}. \]  

(18)

In the present study, we confine to spin-dependent distribution functions, so that we are to take

\[ O_a = (1 + \gamma^0 \gamma^3) \gamma_5, \quad \tau_3 (1 + \gamma^0 \gamma^3) \gamma_5, \quad \]  

(19)

respectively for the isoscalar and isovector parts of the longitudinally polarized distribution functions, whereas

\[ O_a = (1 + \gamma^0 \gamma^3) \gamma_\perp \gamma_5, \quad \tau_3 (1 + \gamma^0 \gamma^3) \gamma_\perp \gamma_5, \quad \]  

(20)

for the isoscalar and isovector parts of the transversity distributions. We recall here the fact that, extending the definition of distribution function \( q(x) \) to interval \(-1 \leq x \leq 1\), the relevant antiquark distributions are given as [14],

\[ \Delta \bar{u}(x) + \Delta \bar{d}(x) = \Delta u(-x) + \Delta d(-x) \quad (0 < x < 1), \]  

(21)

\[ \Delta \bar{u}(x) - \Delta \bar{d}(x) = \Delta u(-x) - \Delta d(-x) \quad (0 < x < 1), \]  

(22)

for the longitudinally polarized distributions, while

\[ \delta \bar{u}(x) + \delta \bar{d}(x) = -[\delta u(-x) + \delta d(-x)] \quad (0 < x < 1), \]  

(23)

\[ \delta \bar{u}(x) - \delta \bar{d}(x) = -[\delta u(-x) - \delta d(-x)] \quad (0 < x < 1), \]  

(24)

for the transversity distributions [22]. As explained in the previous paper [17], the basis of our analysis is the following path integral representation of a matrix element of an arbitrary (bilocal) quark bilinear operator between the nucleon states with definite momenta:

\[ \langle N(p) | \psi^\dagger(0) O \psi(z) | N(p) \rangle = \frac{1}{Z} \int d^3 x \, d^3 y \, e^{-i P \cdot x} e^{i P \cdot y} \int \mathcal{D}U \]  

\[ \times \int \mathcal{D} \psi \, \mathcal{D} \psi^\dagger \, J_N \left( \frac{T}{2}, x \right) \psi^\dagger(0) O \psi(z) J_N \left( -\frac{T}{2}, y \right) \exp \left[ i \int d^4 x \, \bar{\psi} \left( i \partial \right. \right. - \left. \left. M U^{\gamma_5}(x) \right) \psi \right], \]  

(25)

where

\[ \mathcal{L} = \bar{\psi} \left( i \partial \right. \right. - \left. \left. M U^{\gamma_5}(x) \right) \psi, \]  

(26)

with \( U^{\gamma_5}(x) = \exp \left[ i \bar{\gamma}_\perp \pi(x) / f_x \right] \) being the basic lagrangian of the CQSM, and

\[ J_N(x) = \frac{1}{N_c} e^{\alpha_1 \cdot \alpha_N} \Gamma_{J_\perp J_\parallel} \psi_{\alpha_1 \psi_1}(x) \cdots \psi_{\alpha_N \psi_N}(x), \]  

(27)
is a composite operator carrying the quantum numbers $JJ_3, TT_3$ (spin, isospin) of the nucleon, where $\alpha_i$ is the color index, while $\Gamma_{JJ_3, TT_3}^{f_1\cdots f_{N_c}}$ is a symmetric matrix in spin-flavor indices $f_i$. By starting with a stationary pion field configuration of hedgehog shape $U_0^\gamma(x) = \exp \left[ i \gamma_5 \cdot \hat{r} F(r) \right]$, the path integral over the pion fields $U$ can be done in a saddle point approximation. Next, we consider two important fluctuations around the static configuration, i.e. the translational and rotational zero-modes. To treat the translational zero-modes, we use an approximate momentum projection procedure of the nucleon state, which amounts to integrating over all shift $R$ of the soliton center-of-mass coordinates [14]:

$$\langle N(P) \mid \psi^\dagger(0) O \psi(z) \mid N(P) \rangle \longrightarrow \int d^3R \langle N(P) \mid \psi^\dagger(0, -R) O \psi(z_0, z - R) \mid N(P) \rangle.$$  (28)

The rotational zero-modes can be treated by introducing a rotating meson field of the form:

$$U_0^\gamma(x, t) = A(t) U_0^\gamma(x) A^\dagger(t),$$  (29)

where $A(t)$ is a time-dependent $SU(2)$ matrix in the isospin space. Note first the identity

$$\tilde{\psi} \left( i \partial - MA(t) U_0^\gamma(x) A^\dagger(t) \right) \psi = \psi_A^\dagger (i \partial_i - H - \Omega) \psi_A$$  (30)

with

$$\psi_A = A^\dagger(t) \psi, \quad H = \frac{\alpha \cdot \nabla}{i} \beta U_0^\gamma(x), \quad \Omega = -i A^\dagger(t) \dot{A}(t).$$  (31)

Here $H$ is a static Dirac Hamiltonian with the background pion fields $U_0^\gamma(x)$, playing the role of a mean field for quarks, while $\Omega = \frac{1}{2} \Omega_a \tau_a$ is the $SU(2)$-valued angular velocity matrix later to be quantized as $\Omega_a \rightarrow \hat{J}_a/\mathcal{I}$ with $I$ the moment of inertia of the soliton and $\hat{J}_a$ the angular momentum operator [4-6]. We then introduce a change of quark field variables $\psi \rightarrow \psi_A$, which amounts to getting on a body-fixed rotating frame. Denoting $\psi_A$ anew as $\psi$ for notational simplicity, the nucleon matrix element (25) can then be written as

$$\langle N(P) \mid \psi^\dagger(0) O \psi(z) \mid N(P) \rangle = \frac{1}{Z} \Gamma^{(f)} \Gamma^{(g)^*} \int d^3x \ d^3y \ e^{-i P \cdot \mathcal{X}} \ e^{i P \cdot \mathcal{Y}} \int d^3R \times \int \mathcal{D}A \mathcal{D}A \mathcal{D} \psi \mathcal{D} \psi^\dagger \exp \left[ i \int d^3x \ \psi^\dagger (i \partial_i - H - \Omega) \psi \right] \prod_{i=1}^{N_c} \left[ A(T) \psi_i(T, x) \right] \times \psi^\dagger(0, -R) A^\dagger(0) O A(z_0) \psi(z_0, z - R) \prod_{j=1}^{N_c} \left[ \psi^\dagger_j(-T, y) A^\dagger(-T, y) \right].$$  (32)

Now performing the path integral over the quark fields, we obtain

$$\langle N(P) \mid \psi^\dagger(0) O \psi(z) \mid N(P) \rangle = \frac{1}{Z} \tilde{\Gamma}^{(f)} \tilde{\Gamma}^{(g)^+} N_c \int d^3x \ d^3y \ e^{-i P \cdot \mathcal{X}} \ e^{i P \cdot \mathcal{Y}} \int d^3R \int \mathcal{D}A$$
An important suggestion made in a recent paper by Pobyltsa et al. is that one must take account of the nonlocality (in time) of the evolution operator in the space of collective coordinates. We also use the expansion of the single quark propagator as

\[ f_1(T_2, x) \left| \frac{i}{i \partial_t - H - \Omega} \right| 0, -R \right\}_\gamma = f_1(T_2, x) \left| \frac{i}{i \partial_t - H} \right| 0, -R \right\}_\gamma \]

\[ - \int d\lambda \cdot \delta(z, 0) \cdot \delta(z', 0) \cdot i \Omega_{\alpha \beta}(0) \cdot \beta(\partial_z) \cdot \beta(0) \]

\[ + \cdots. \]

An important suggestion made in a recent paper by Pobyltsa et al. [20] is that one must also take account of the nonlocality (in time) of the operator \( A^\dagger(0)O_aA(0) \). Expanding this operator around 0 or \( z_0 \), one respectively obtains

\[ A^\dagger(0)O_aA(z_0) = A^\dagger(0)O_aA(0) + z_0A^\dagger(0)O_a\dot{A}(0) + \cdots, \]

or

\[ A^\dagger(0)O_aA(z_0) = A^\dagger(z_0)O_aA(z_0) - z_0\dot{A}(z_0)O_aA(z_0) + \cdots. \]

Since both choices are known to lead to the same answer [20], it is convenient to use a symmetrized form in the following manipulation. This amounts to performing the following replacement:

\[ A^\dagger(0)O_aA(z_0) \rightarrow A^\dagger O_aA + \frac{1}{2} z_0 (A^\dagger O_aA A^\dagger \dot{A} - A^\dagger A^\dagger O_aA), \]

\[ = \hat{O}_a + i \frac{z_0}{2} \{\Omega, \hat{O}_a\}, \]

in the process of collective quantization of the rotational motion. Here we have introduced the notation

\[ \hat{O}_a \equiv A^\dagger O_aA, \]
for saving space. Eq.(38) means that the nonlocality of the operator $A^\dagger(0)O_\alpha A(z_0)$ causes a rotational correction proportional to the collective angular velocity $\Omega$. After taking all these into account, we are then led to a perturbative series in $\Omega$, which is also regarded as a $1/N_c$ expansion:

$$\langle N(P) | \psi^\dagger(0) O_\alpha \psi(z) | N(P) \rangle = \langle N(P) | \psi^\dagger(0) O_\alpha \psi(z) | N(P) \rangle^{Q_0} + \langle N(P) | \psi^\dagger(0) O_\alpha \psi(z) | N(P) \rangle^{Q_1} + \cdots, \quad (40)$$

where

$$\langle N(P) | \psi^\dagger(0) O \psi(z) | N(P) \rangle^{Q_0} = \frac{1}{Z} \hat{\Gamma}^{(f)} \int d^3x \ d^3y \ e^{-iP \cdot x} \ e^{iP \cdot y} \int d^3R \int DA \ (\hat{O}_\alpha)_{\gamma \delta}$$

$$\times \left[ f_1 \left( \frac{T}{2}, x \right) \frac{i}{i \partial - H} \left| 0, -R \right\rangle_{\gamma} \cdot \left\langle z_0, z - R \right| \frac{i}{i \partial - H} \left| - \frac{T}{2}, y \right\rangle_{\gamma_1} - \delta(z_0, z - R) \right] \cdot \exp \left[ \operatorname{Sp} \log(i \partial - H) + i \frac{I}{2} \int \Omega^2_{\alpha} dt \right], \quad (41)$$

and

$$\langle N(P) | \psi^\dagger(0) O \psi(z) | N(P) \rangle^{Q_1} = \frac{1}{Z} \hat{\Gamma}^{(f)} \int d^3x \ d^3y \ e^{-iP \cdot x} \ e^{iP \cdot y} \int d^3R \int DA \ \times \left\{ \int d^3z' \ d^3z'' \ i \ \Omega_{\alpha \beta}(z'_0) \ (A^\dagger(0)O_\alpha A(z_0))_{\gamma \delta} \right.$$  

$$\times \left[ f_1 \left( \frac{T}{2}, z' \right) \frac{i}{i \partial - H} \left| z'_0, z'' \right\rangle_\alpha \cdot \left\langle z'_0, z'' \right| \frac{i}{i \partial - H} \left| 0, -R \right\rangle_{\gamma} \cdot \delta(z_0, z - R) \right] \cdot \exp \left[ \operatorname{Sp} \log(i \partial - H) + i \frac{I}{2} \int \Omega^2_{\alpha} dt \right]. \quad (42)$$
Let us first discuss the leading $O(\Omega^0)$ term. As usual [4,5], we introduce the eigenstates $|m\rangle$ and the associated eigenenergies $E_m$ of the static Dirac hamiltonian $H$, satisfying

$$ H |m\rangle = E_m |m\rangle. \quad (43) $$

This enables us to write down a spectral representation of the single quark Green function as follows:

$$ a\langle \mathbf{x}, t | i\partial_t - H | \mathbf{x}', t' \rangle_{\beta} = \theta(t - t') \sum_{m>0} e^{-iE_m(t - t')} a\langle \mathbf{x} | m \rangle \langle m | \mathbf{x}' \rangle_{\beta} - \theta(t' - t) \sum_{m<0} e^{-iE_m(t - t')} a\langle \mathbf{x} | m \rangle \langle m | \mathbf{x}' \rangle_{\beta}. \quad (44) $$

Using this equation together with the relation

$$ \langle z - \mathbf{R} | = \langle -\mathbf{R} | e^{i\mathbf{p} \cdot z}, \quad (45) $$

we can perform the integration over $\mathbf{R}$ in (41). The resultant expression is then put into (18) to carry out the integration over $z_0$. We then arrive at a formula, which provides us with a theoretical basis for evaluating the zeroth order contributions in $\Omega$ to quark distribution functions of the nucleon:

$$ q(x; \Omega^0) = \int \Psi^{(J')}_{J_3 J_5}[^3]_A \left( \sum_{n \leq 0} - \sum_{n > 0} \right) \langle n | \hat{O}_a \delta(x M_N - E_n - p^3) | n \rangle \ d\xi_A, \quad (46) $$

where

$$ \Psi^{(J')}_{J_3 J_5}[^3]_A = \sqrt{\frac{2J + 1}{8\pi^2}} \left( -1 \right)^{T + J_5} D^{(J')}_{J_3 J_5} (\xi_A), \quad (47) $$

are wave functions, describing the collective rotational motion of the hedgehog soliton, while

$$ O^{(0)}[\xi_A] = M_N \frac{N_c}{2} \left( \sum_{n \leq 0} - \sum_{n > 0} \right) \langle n | \hat{O}_a \delta(x M_N - E_n - p^3) | n \rangle. \quad (48) $$

Using the identity

$$ \left( \sum_{n \leq 0} + \sum_{n > 0} \right) \langle n | \hat{O}_a \delta(x M_N - E_n - p^3) | n \rangle = 0, \quad (49) $$

eq(48) can be expressed in either of the following two forms:

$$ O^{(0)}[\xi_A] = M_N N_c \sum_{n \leq 0} \langle n | \hat{O}_a \delta(x M_N - E_n - p^3) | n \rangle $$

$$ = -M_N N_c \sum_{n > 0} \langle n | \hat{O}_a \delta(x M_N - E_n - p^3) | n \rangle, \quad (50) $$

i.e., as a sum over the occupied states or as a sum over the nonoccupied states. As was emphasized in [14], it is better to use the first form for $x > 0$, whereas the second form for $x < 0$, for the purpose of numerical calculation.
Next we turn to the $O(\Omega^1)$ contribution. In writing down (42), we have retained the time arguments $0, z_0$ and $z'_0$ in $A^\dagger$, $A$ and $\Omega$, since we have to pay attention to the time order of these collective space operators, which do not generally commute after collective quantization of the rotational zero-energy modes. In the previous paper [17], motivated by the physical picture that the time-scale of deep inelastic-scattering processes is much shorter than that of collective rotational motion of the soliton, we dropped special time-order diagrams in which the Coriolis coupling $\Omega$ between the collective rotational motion and the intrinsic quark motion operates in the time interval between $z_0$ and 0. However, this procedure was criticized by Pobylitsa et al. in a recent paper [20]. According to them, there is little reason to assume approximate degeneracy of 0 and $z_0$ in $A^\dagger(0)O_A(0z_0)$, since the deep-inelastic scattering processes are not necessarily short distance phenomena. Taking this nonlocality in time arguments more seriously, one should retain all the possible time-order diagrams. In doing so, we must pay attention to the time order of collective space operators, which do not generally commute after collective quantization. In the previous paper [5], motivated by the in which the Coriolis coupling between the collective rotational motion and the intrinsic quark motion operates in the time interval between $z_0$ and 0. However, this procedure was criticized by Pobylitsa et al. in a recent paper [20]. According to them, there is little reason to assume approximate degeneracy of 0 and $z_0$ in $A^\dagger(0)O_A(0z_0)$, since the deep-inelastic scattering processes are not necessarily short distance phenomena. Taking this nonlocality in time arguments more seriously, one should retain all the possible time-order diagrams. In doing so, we must pay attention to the time order of collective space operators $A$ and $\Omega$. By ordering these operators according to their time orders, we are led to the replacement:

$$\Omega_{\alpha\beta}(z'_0) (A^\dagger(0)O_A(0z_0))_{\gamma\delta} \rightarrow [\theta(z'_0, 0, z_0) + \theta(z'_0, z_0, 0)] \Omega_{\alpha\beta} \hat{A}_{\gamma\delta} + [\theta(0, z_0, z'_0) + \theta(z_0, 0, z'_0)] \hat{A}_{\gamma\delta} \Omega_{\alpha\beta} + \theta(0, z'_0, z_0) (O_A)_{\gamma\delta} A^\dagger_{\gamma\delta} \Omega_{\alpha\beta} A_{\gamma\delta} + \theta(z'_0, z_0, 0) (O_A)_{\gamma\delta} A_{\gamma\delta} \Omega_{\alpha\beta} A^\dagger_{\gamma\delta}. \quad (51)$$

Here the third and the fourth terms are new ones discarded in the treatment of [17]. In order to handle these somewhat peculiar terms, we first recall the rule of collective quantization:

$$\Omega = \frac{1}{2} \Omega_a \tau_a \rightarrow \frac{1}{2I} J_a \tau_a, \quad (52)$$

where $J_a$ is the total angular momentum operator satisfying the commutation relations (CR) as follows:

$$[J_a, J_b] = i \epsilon_{abc} J_c, \quad (53)$$
$$[J_a, A] = \frac{1}{2} A \tau_a, \quad (54)$$
$$[J_a, A^\dagger] = -\frac{1}{2} \tau_a A^\dagger. \quad (55)$$

Using these CR, one can show that

$$(O_A)_{\gamma\delta} A^\dagger_{\gamma\delta} \Omega_{\alpha\beta} A_{\gamma\delta} = \frac{1}{2I} (\tau_c)_{\alpha\beta} (O_A)_{\gamma\delta} A^\dagger_{\gamma\delta} J_c A_{\gamma\delta}$$
$$= \frac{1}{2I} (\tau_c)_{\alpha\beta} (O_A)_{\gamma\delta} A^\dagger_{\gamma\delta} \left[ \frac{1}{2} (A\tau_c)_{\delta\delta} + A_{\delta\delta} J_c \right]$$
$$= \frac{1}{2I} (\tau_c)_{\alpha\beta} \left[ \frac{1}{2} (A^\dagger O_A A\tau_c)_{\gamma\delta} + (A^\dagger O_A)_{\gamma\delta} J_c \right], \quad (56)$$

where we have used (54). Similarly, by using (55), one may obtain an alternative expression

$$(O_A)_{\gamma\delta} A^\dagger_{\gamma\delta} \Omega_{\alpha\beta} A_{\gamma\delta} = \frac{1}{2I} (\tau_c)_{\alpha\beta} \left[ \frac{1}{2} (\tau_c A^\dagger O_A A)_{\gamma\delta} + J_c (A^\dagger O_A)_{\gamma\delta} \right]. \quad (57)$$
In the following manipulation, we find it convenient to take an average of these two expressions as

\[ (O_a)_{\gamma\delta} A_{\gamma\delta}^{+} \Omega_{\alpha\beta} A_{\delta\gamma} = \frac{1}{8I} (\tau_c)_{\alpha\beta} \left[ (A_{\gamma\delta}^{+} O_a A_{\delta\gamma})_{\gamma\delta} + (\tau_c A_{\gamma\delta}^{+} O_a A_{\delta\gamma})_{\gamma\delta} \right] + \frac{1}{4I} (\tau_c)_{\alpha\beta} \left[ (A_{\gamma\delta}^{+} O_a A_{\delta\gamma})_{\gamma\delta} + J_c (A_{\gamma\delta}^{+} O_a A_{\delta\gamma})_{\gamma\delta} \right]. \] (58)

Now we must treat two cases separately. The first is the case in which the operator \( O_a \) contains an isospin factor \( \tau_a \) as

\[ O_a = \tau_a \hat{O}. \] (59)

In this case, using the relation \( A_{\gamma\delta}^{+} O_a A_{\delta\gamma} = D_{abc} \tau_b \hat{O} \), we can rewrite as

\[ (A_{\gamma\delta}^{+} O_a A_{\delta\gamma})_{\gamma\delta} + (\tau_c A_{\gamma\delta}^{+} O_a A_{\delta\gamma})_{\gamma\delta} = D_{abc} (\tau_b \tau_c \tau_b) = 2 D_{abc} (\tau_c \tau_b). \] (60)

On the other hand, if \( O_a \) contains no isospin factor as

\[ O_a = \hat{O}, \] (61)

we obtain

\[ (A_{\gamma\delta}^{+} O_a A_{\delta\gamma})_{\gamma\delta} + (\tau_c A_{\gamma\delta}^{+} O_a A_{\delta\gamma})_{\gamma\delta} = 2 (\tau_c \hat{O}). \] (62)

Unifying the two cases, we can then write as

\[ (O_a)_{\gamma\delta} A_{\gamma\delta}^{+} \Omega_{\alpha\beta} A_{\delta\gamma} = \frac{1}{4I} (\tau_c)_{\alpha\beta} \left\{ \begin{array}{c} D_{abc} \hat{O}_{\gamma\delta} \\ (\tau_c \hat{O})_{\gamma\delta} \end{array} \right\} + \frac{1}{2} \left\{ \Omega_{\alpha\beta}, (A_{\gamma\delta}^{+} O_a A_{\delta\gamma})_{\gamma\delta} \right\}. \] (63)

A similar manipulation for the fourth term in (51) leads to

\[ (O_a)_{\gamma\delta} A_{\gamma\delta}^{+} \Omega_{\alpha\beta} A_{\delta\gamma} = -\frac{1}{4I} (\tau_c)_{\alpha\beta} \left\{ \begin{array}{c} D_{abc} \hat{O}_{\gamma\delta} \\ (\tau_c \hat{O})_{\gamma\delta} \end{array} \right\} + \frac{1}{2} \left\{ \Omega_{\alpha\beta}, (A_{\gamma\delta}^{+} O_a A_{\delta\gamma})_{\gamma\delta} \right\}. \] (64)

Retaining all these possible time order diagrams, the \( O(\Omega^1) \) contribution to the distribution function now becomes

\[
\begin{align*}
\langle N(P) \mid \psi^+(z) O \psi(0) \mid N(P) \rangle^{O(\Omega^1)} & \\
= & \frac{1}{Z} \tilde{\Gamma}^{(1)} \tilde{\Gamma}^{(g)^*} \int d^3x \int d^3y \int d^3R \int DA \\
& \times \left\{ \int d^3z' d^3z_0 \right. \\
& \times \left[ \left( \theta(z_0, 0, z_0 + \theta(z_0, 0, 0)) + \theta(z_0, 0, 0) \right) \Omega_{\alpha\beta} \hat{O}_{\gamma\delta} + \left[ \theta(0, z_0, z_0') + \theta(z_0, 0, z_0') \right] \hat{O}_{\gamma\delta} \Omega_{\alpha\beta} \\
& \left. + \theta(0, z_0, z_0) \left[ \frac{1}{2} \{ \Omega_{\alpha\beta}, \hat{O}_{\gamma\delta} \} + \frac{1}{4I} (\tau_c)_{\alpha\beta} \left\{ \begin{array}{c} D_{abc} \hat{O}_{\gamma\delta} \\ (\tau_c \hat{O})_{\gamma\delta} \end{array} \right\} \right] \right\}
\end{align*}
\]
After stating all the delicacies inherent in the structure function problem, we can now proceed to arrive at a formula, which gives a theoretical basis for evaluating the quark distribution functions of the nucleon:

\[ \begin{align*}
q(x; \Omega) &= \int \Psi_{\lambda}^{(J)}(\xi_A) \ O^{(1)}[\xi_A] \ \Psi_{\lambda}^{(J)}(\xi_A) \ d\xi_A,
\end{align*} \]

where

\[ \begin{align*}
O^{(1)}[\xi_A] &= O_A^{(1)} + O_B^{(1)} + O_B^{(1)} + O_C^{(1)},
\end{align*} \]

with

\[ \begin{align*}
O_A^{(1)} &= M_N \frac{N_c}{4} \sum_{m > 0, n > 0} \frac{1}{E_m - E_n} \left\{ D_{\alpha\beta} \tilde{O}_{\alpha\beta} \right\} \\
&\times \left[ \langle n | \tilde{O}_a(\delta_n + \delta_m) | m \rangle \langle m | \Omega | n \rangle + \langle n | \Omega | m \rangle \langle m | \tilde{O}_a(\delta_n + \delta_m) | m \rangle \right],
\end{align*} \]

\[ \begin{align*}
O_B^{(1)} &= M_N \frac{N_c}{4} \sum_{m > 0, n > 0} \frac{1}{E_m - E_n} \left\{ D_{\alpha\beta} \tilde{O}_{\alpha\beta} \right\} \\
&\times \left[ \langle n | \tilde{O}_a(\delta_n - \delta_m) | m \rangle \langle m | \Omega | n \rangle + \langle n | \Omega | m \rangle \langle m | \tilde{O}_a(\delta_n - \delta_m) | m \rangle \right],
\end{align*} \]

\[ \begin{align*}
O_B^{(1)} &= M_N \frac{N_c}{8} \sum_{m > 0, n > 0} \frac{1}{E_m - E_n} \left\{ D_{\alpha\beta} \tilde{O}_{\alpha\beta} \right\} \\
&\times \langle n | \tau_c | m \rangle \langle m | \Omega | n \rangle \langle m | \tilde{O}_a(\delta_n - \delta_m) | m \rangle,
\end{align*} \]
\[
O^{(1)}_C = \frac{d}{dx} \frac{N_c}{4} \sum_{n \leq 0} N_c \sum_{n > 0} \langle n | \{ \hat{O}_a, \Omega \} \delta_n | n \rangle.
\]

In the above equations, we have used the notation

\[
\delta_m \equiv \delta(xM_N - E_m - p^3), \quad \text{and} \quad \delta_n \equiv \delta(xM_N - E_n - p^3).
\]

for saving space. Here \(O^{(1)}_A\) is the contribution from the diagram in which \(z'_0\) is later (or earlier) than both of 0 or \(z_0\). As was emphasized in [17], this term contains transitions between the occupied and nonoccupied single quark levels so that it is not in conflict with the Pauli principle. On the other hand, \(O^{(1)}_B\) and \(O^{(1)}_{B'}\) are the contributions from diagrams in which \(z'_0\) lies between 0 and \(z_0\). Although these terms appear to contain Pauli-violating transitions between the occupied levels themselves or the nonoccupied ones, we take here the viewpoint advocated in [20] that there is no compulsory reason to drop them since we are here dealing with operators which are non-local in time. Finally, \(O^{(1)}_C\) is the \(O(\Omega)\) contribution resulting from the nonlocality of the operator \(A^1(0)O_aA(z_0)\), i.e. the second term of (38). In deriving \(O^{(1)}_C\), use has been made of the identity,

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} d z_0 \, i \, z_0 \, e^{i (xM_N - E_0 - p^3) \, z_0} = \frac{1}{M_N} \frac{\partial}{\partial x} \delta(xM_N - E_0 - p^3).
\]

As will become clear shortly, it is convenient to treat \(O^{(1)}_A\) and \(O^{(1)}_B\) in a combined way. To see it, first note that, after a simple change of summation indices, \(O^{(1)}_A\) can be rewritten as

\[
O^{(1)}_A = M_N \frac{N_c}{4} \left\{ \sum_{m > 0, n \leq 0} \frac{1}{E_m - E_n} \left[ \langle n | \hat{O}_a \delta_n | m \rangle \langle m | \Omega | n \rangle + \langle n | \Omega | m \rangle \langle m | \hat{O}_a \delta_n | n \rangle \right] - \sum_{m \leq 0, n > 0} \frac{1}{E_m - E_n} \left[ \langle m | \hat{O}_a \delta_n | n \rangle \langle n | \Omega | m \rangle + \langle m | \Omega | n \rangle \langle n | \hat{O}_a \delta_n | n \rangle \right] \right\}.
\]

From now on, we treat the two cases separately. First, assume that the relevant operator \(O_a\) contains an isospin factor \(\tau_a^\prime\) in such a form as \(O_a = \tau_a \hat{O}\). In this case, in view of the relations \(\hat{O}_a = A^1(0)O_aA = D_{ab} \gamma_b \hat{O}\) and \(\Omega = \frac{1}{2} J_c \tau_c\), we must carefully treat the noncommutativity of the two collective space operators \(D_{ab}\) and \(J_c\). By keeping the order of \(D_{ab}\) and \(J_c\), \(O^{(1)}_A\) can generally be divided into two pieces [24] as

\[
O^{(1)}_A = M_N \frac{N_c}{4} \frac{1}{2} \left\{ D_{ab}, J_c \right\}_+ + \left\{ \sum_{m > 0, n \leq 0} \frac{1}{E_m - E_n} \left[ \langle n | \gamma_b \hat{O}_a \delta_n | m \rangle \langle m | \tau_c | n \rangle + \langle n | \tau_c | m \rangle \langle m | \gamma_b \hat{O}_a \delta_n | n \rangle \right] - \sum_{m \leq 0, n > 0} \frac{1}{E_m - E_n} \left[ \langle m | \gamma_b \hat{O}_a \delta_n | n \rangle \langle n | \tau_c | m \rangle + \langle n | \tau_c | m \rangle \langle m | \gamma_b \hat{O}_a \delta_n | n \rangle \right] \right\} + M_N \frac{N_c}{4} \frac{1}{2} \left[ D_{ab}, J_c \right].
\]
\begin{align*}
\times \left\{ \sum_{m > 0, n \leq 0} \frac{1}{E_m - E_n} \left[ \langle n | \tau_b \delta_n | m \rangle \langle m | \tau_c | n \rangle - \langle n | \tau_c | m \rangle \langle m | \tau_b \delta_n | n \rangle \right] \\
- \sum_{m \leq 0, n > 0} \frac{1}{E_m - E_n} \left[ \langle n | \tau_b \delta_n | m \rangle \langle m | \tau_c | n \rangle - \langle n | \tau_c | m \rangle \langle m | \tau_b \delta_n | n \rangle \right] \right\},
\end{align*}

which contains symmetric and antisymmetric combinations of the two collective space operators \( D_{ab} \) and \( J_c \). On the other hand, it can be easily verified that \( O_B^{(1)} \) term contains symmetric combination only:

\begin{align*}
O_B^{(1)} &= M_N \frac{N_c}{4f} \left\{ D_{ab}, J_c \right\} + \\
\times \left\{ \sum_{m > 0, n \leq 0} \frac{1}{E_m - E_n} \left[ \langle n | \tau_b \delta_n | m \rangle \langle m | \tau_c | n \rangle + \langle n | \tau_c | m \rangle \langle m | \tau_b \delta_n | n \rangle \right] \\
- \sum_{m \leq 0, n > 0} \frac{1}{E_m - E_n} \left[ \langle n | \tau_b \delta_n | m \rangle \langle m | \tau_c | n \rangle + \langle n | \tau_c | m \rangle \langle m | \tau_b \delta_n | n \rangle \right] \right\},
\end{align*}

Combining \( O_A^{(1)} \) and \( O_B^{(1)} \) terms, we then obtain for the isovector case

\begin{equation}
O_A^{(1)} + O_B^{(1)} = O_{\{A,B\}}^{(1)} + O_{\{A,B\}}^{(1)},
\end{equation}

where

\begin{align*}
O_{\{A,B\}}^{(1)} &= M_N \frac{N_c}{4f} \left\{ D_{ab}, J_c \right\} + \left( \sum_{m > 0, n \leq 0} - \sum_{m \leq 0, n > 0} + \sum_{m < 0, n \leq 0} - \sum_{m > 0, n > 0} \right),
\end{align*}

\begin{equation}
\times \frac{1}{E_m - E_n} \left[ \langle n | \tau_b \delta_n | m \rangle \langle m | \tau_c | n \rangle + \langle n | \tau_c | m \rangle \langle m | \tau_b \delta_n | n \rangle \right]
\end{equation}

\begin{align*}
O_{\{A,B\}}^{(1)} &= M_N \frac{N_c}{4f} \left\{ D_{ab}, J_c \right\} \left( \sum_{m > 0, n \leq 0} + \sum_{m \leq 0, n > 0} \right) \\
\times \frac{1}{E_m - E_n} \left[ \langle n | \tau_b \delta_n | m \rangle \langle m | \tau_c | n \rangle - \langle n | \tau_c | m \rangle \langle m | \tau_b \delta_n | n \rangle \right].
\end{align*}

The situation is much simpler for isoscalar operators \( O_a = \tilde{O} \). Since \( \tilde{O}_a = A^\dagger \tilde{O}_a A = A^\dagger \tilde{O} A = \tilde{O} \), we have only to replace both of \( D_{ab} \) and \( \tau_b \) by 1 in the above manipulation, thereby leading to

\begin{align*}
O_{\{A,B\}}^{(1)} &= M_N \frac{N_c}{4f} J_c \left( \sum_{m > 0, n \leq 0} - \sum_{m \leq 0, n > 0} + \sum_{m < 0, n \leq 0} - \sum_{m > 0, n > 0} \right) \\
\times \frac{1}{E_m - E_n} \left[ \langle n | \delta_n | m \rangle \langle m | \tau_c | n \rangle + \langle n | \tau_c | m \rangle \langle m | \delta_n | n \rangle \right],
\end{align*}

\begin{align*}
O_{\{A,B\}}^{(1)} &= 0.
\end{align*}

One notices that only the symmetric combination of the matrix elements survives for this isoscalar case. This should be contrasted to the isovector case in which either of the symmetric part or the antisymmetric part survives, depending on the symmetry property of the
relevant single quark matrix elements appearing in (78) and (79). As we shall discuss later, the symmetric part contributes to the isoscalar unpolarized distribution function $\Delta u(x) + \Delta d(x)$ and $\delta u(x) + \delta d(x)$ at the $O(\Omega^1)$, whereas the antisymmetric part plays an important role in the $O(\Omega^1)$ term of the isovector polarized distribution functions $\Delta u(x) - \Delta d(x)$ or $\delta u(x) - \delta d(x)$ [24].

Now we shall investigate the case of our interest in more detail for obtaining explicit formulas, which can be used for numerical calculation of polarized distribution functions of the nucleon.

### 3.1 $\Delta u(x) + \Delta d(x)$

The relevant operator in this case is

$$\tilde{O}_a = A^1(1 + \gamma^0 \gamma^3)\gamma_5 A = (1 + \gamma^0 \gamma^3)\gamma_5. \quad (82)$$

Since the $O(\Omega^0)$ contribution to $\Delta u(x) + \Delta d(x)$ vanishes due to the hedgehog symmetry, the leading contribution to this distribution function arises from the $O(\Omega^1)$ terms. Due to the symmetry property of the relevant single quark matrix elements, only the symmetric combination of $O_A^{(1)} + O_B^{(1)}$ survives. The total $O(\Omega^1)$ term therefore consists of three pieces, $O_A^{(1)}$, $O_B^{(1)}$ and $O_C^{(1)}$. Using the general formulas obtained so far, the contributions of these three terms to $\Delta u(x) + \Delta d(x)$ are given as

$$[\Delta u(x) + \Delta d(x)]_{\{A,B\}}^{(1)} = \langle J_3 \rangle_{\rho^+} \cdot M_N \frac{N_c}{4I} \left( \sum_{m=0}^n - \sum_{m>n} \right) \frac{1}{E_m - E_n} \times \langle n \mid (1 + \gamma^0 \gamma^3)\gamma_5 \delta_n \mid m \rangle \langle m \mid \tau_3 \mid n \rangle + \langle n \mid \tau_3 \mid m \rangle \langle m \mid (1 + \gamma^0 \gamma^3)\gamma_5 \delta_n \mid n \rangle, \quad (83)$$

$$[\Delta u(x) + \Delta d(x)]_{B}^{(1)} = \langle 1 \rangle_{\rho^+} \cdot M_N \frac{N_c}{8I} \left( \sum_{m<0} - \sum_{m>0} \right) \frac{1}{E_m - E_n} \times \langle n \mid \tau_c \mid m \rangle \langle m \mid \tau_c (1 + \gamma^0 \gamma^3)\gamma_5 (\delta_n - \delta_m) \mid n \rangle, \quad (84)$$

$$[\Delta u(x) + \Delta d(x)]_{C}^{(1)} = \langle J_3 \rangle_{\rho^+} \cdot \frac{d}{dx} M_N \frac{N_c}{4I} \left( \sum_{n<0} - \sum_{n>0} \right) \langle n \mid \tau_3 (1 + \gamma^0 \gamma^3)\gamma_5 \delta_n \mid n \rangle. \quad (85)$$

In the above equations, $\langle O \rangle_{\rho^+}$ denotes a matrix element of a collective space operator $O$ with respect to the proton in the spin up state along the $z$-axis, i.e.

$$\langle O \rangle_{\rho^+} = \int \Psi_{T}^{(1)}[\xi_A] \cdot O \Psi_{T}^{(1)}[\xi_A] \ d\xi_A = \langle p, S_z = 1/2 \mid O \mid p, S_z = 1/2 \rangle. \quad (86)$$

In deriving (83), we have used the relation

$$\langle \{ \tilde{O}_a, \Omega \} \rangle_{\rho^+} = \langle \{ (1 + \gamma^0 \gamma^3)\gamma_5, \frac{1}{2} J_c \tau_c \} \rangle_{\rho^+} = \langle J_3 \rangle_{\rho^+} \cdot \tau_3 (1 + \gamma^0 \gamma^3)\gamma_5. \quad (87)$$
One may notice that the collective space operator contained in the term $[\Delta u(x) + \Delta d(x)]_{\mathcal{P}}^{(1)}$ is 1 and it is different from $J_3$ contained in other two terms. The appearance of this term seems to be inconsistent, since it does not change sign in contrast to the other two terms when the direction of the proton spin is reversed. Fortunately, it can be shown that this potentially dangerous term vanishes identically due to the symmetry of the double sum of the single quark matrix element:

$$[\Delta u(x) + \Delta d(x)]_{\mathcal{P}}^{(1)} = 0.$$  \hspace{1cm} (88)

We are then left with the two terms, i.e. $[\Delta u(x) + \Delta d(x)]_{\{A,B\}}^{(1)}$ and $[\Delta u(x) + \Delta d(x)]_{\{C\}}^{(1)}$, which both have required state dependence. For the purpose of numerical calculation, it is convenient to rewrite the above two terms slightly further. Using the argument given in appendix of [15], we can prove the identity:

$$\left( \sum_{m=\text{all}, n \leq 0} + \sum_{m=\text{all}, n > 0} \right) \frac{1}{E_m - E_n} \times [\langle n | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | m \rangle \langle m | \tau_3 | n \rangle + \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle] = 0.$$  \hspace{1cm} (89)

As a consequence, $[\Delta u(x) + \Delta d(x)]_{\{A,B\}}^{(1)}$ can be expressed either of the following two forms:

$$[\Delta u(x) + \Delta d(x)]_{\{A,B\}}^{(1)}$$

$$= \langle J_3 \rangle_{pt} \cdot M \frac{N_c}{4\pi} \sum_{m=\text{all}, n \leq 0} \frac{1}{E_m - E_n} \times [\langle n | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | m \rangle \langle m | \tau_3 | n \rangle + \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle]$$

$$= \langle J_3 \rangle_{pt} \cdot M \frac{N_c}{4\pi} \sum_{m=\text{all}, n > 0} \frac{1}{E_m - E_n} \times [\langle n | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | m \rangle \langle m | \tau_3 | n \rangle + \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle].$$  \hspace{1cm} (90)

As advocated in [20], it is convenient to use the first expression given as a sum over the occupied states for the numerical calculation of distribution functions in the region $x > 0$, while to use the second one given as sum over the non-occupied states when $x < 0$, since one can thus avoid vacuum subtraction, i.e. subtraction of the corresponding sums over vacuum levels (with $U = 1$). Following [20], we also separate the $E_m = E_n$ contribution from the above sum over the single quark levels. This can be done by noting the identities:

$$\sum_{m \leq 0, n \leq 0} \frac{1}{E_m - E_n} \langle n | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | m \rangle \langle m | \tau_3 | n \rangle + \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle]$$

$$= \frac{1}{2} \sum_{m \leq 0, n \leq 0} \frac{1}{E_m - E_n} \left[ \langle n | (1 + \gamma^0 \gamma^3) \gamma_5 \left( \delta_n - \delta_m \right) | m \rangle \langle m | \tau_3 | n \rangle + \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \left( \delta_n - \delta_m \right) | n \rangle \right],$$  \hspace{1cm} (91)
and
\[
\lim_{E_m \to E_n} \frac{\delta(xM_N - E_m - p^2) - \delta(xM_N - E_m - p^3)}{E_m - E_n} = \delta'(xM_N - E_m - p^2) \quad \frac{1}{M_N} \frac{d}{dx} \delta(xM_N - E_m - p^3). \quad (92)
\]

From (90), we can then readily obtain
\[
[\Delta u(x) + \Delta d(x)]^{(1)}_{[A,B]} \quad = \quad \langle J_3 \rangle_{p^+} \cdot M_N \frac{N_c}{4f} \sum_{m=d,l,n \leq 0 \atop (E_m \neq E_n)} \frac{1}{E_m - E_n}
\times \left[ \langle n | (1 + \gamma^0 \gamma^3)\gamma_5 \delta_n | m \rangle \langle m | \tau_3 | n \rangle + \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3)\gamma_5 \delta_n | n \rangle \right] \\
+ \quad \langle J_3 \rangle_{p^+} \cdot \frac{d}{dx} \frac{N_c}{4f} \sum_{m \leq 0, n \leq 0 \atop (E_m = E_n)} \frac{1}{E_m - E_n}
\times \left[ \langle n | (1 + \gamma^0 \gamma^3)\gamma_5 (\delta_n - \delta_m) | m \rangle \langle m | \tau_3 | n \rangle + \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3)\gamma_5 (\delta_n - \delta_m) | n \rangle \right], \quad (93)
\]
and a corresponding expression given as sums over non-occupied levels. The remaining term $[\Delta u(x) + \Delta d(x)]^{(1)}_C$ can similarly be expressed in either of the two equivalent forms as
\[
[\Delta u(x) + \Delta d(x)]^{(1)}_C = \quad \langle J_3 \rangle_{p^+} \cdot \frac{d}{dx} \frac{N_c}{4f} \sum_{n \leq 0} \langle n | \tau_3 (1 + \gamma^0 \gamma^3)\gamma_5 \delta_n | n \rangle \\
\quad = \quad - \langle J_3 \rangle_{p^+} \cdot \frac{d}{dx} \frac{N_c}{4f} \sum_{n \geq 0} \langle n | \tau_3 (1 + \gamma^0 \gamma^3)\gamma_5 \delta_n | n \rangle. \quad (94)
\]

Inserting the complete set of single quark states into the first expression and separating the $E_m \neq E_n$ and $E_m = E_n$ terms in this sum, we obtain
\[
[\Delta u(x) + \Delta d(x)]^{(1)}_C = \quad \langle J_3 \rangle_{p^+} \cdot \frac{d}{dx} \frac{N_c}{4f} \sum_{m=d,l,n \leq 0 \atop (E_m \neq E_n)} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3)\gamma_5 \delta_n | n \rangle \\
+ \quad \langle J_3 \rangle_{p^+} \cdot \frac{d}{dx} \frac{N_c}{4f} \sum_{m \leq 0, n \leq 0 \atop (E_m = E_n)} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3)\gamma_5 \delta_n | n \rangle, \quad (95)
\]
and a corresponding expression given as sums over non-occupied states. Just as argued in [15] for the case of the unpolarized distribution function $u(x) - d(x)$, $E_m = E_n$ contribution in the double sums in $[\Delta u(x) + \Delta d(x)]^{(1)}_{[A,B]}$ and $[\Delta u(x) + \Delta d(x)]^{(1)}_C$ precisely cancel each other. After regrouping the terms in such a way that this cancellation occurs at the level of analytical expressions, the $O(\Omega^1)$ contribution to the distribution function $\Delta u(x) + \Delta d(x)$ can finally be written in the following form:
\[
[\Delta u(x) + \Delta d(x)]^{(1)} = [\Delta u(x) + \Delta d(x)]^{(1)}_{[A,B]} + [\Delta u(x) + \Delta d(x)]^{(1)}_C. \quad (96)
\]
where

\[
[\Delta u(x) + \Delta d(x)]_{[A,B]}^{[1]} = \langle J_3 \rangle_{\rho_1^*} \cdot M_N \frac{N_c}{2I} \sum_{m=\text{all}, n=0}^{I} \frac{1}{E_m - E_n} \langle n | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | m \rangle \langle m | \tau_3 | n \rangle,
\]

(97)

\[
= - \langle J_3 \rangle_{\rho_1^*} \cdot M_N \frac{N_c}{2I} \sum_{m=\text{all}, n=0}^{I} \frac{1}{E_m - E_n} \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | m \rangle \langle m | \tau_3 | n \rangle,
\]

(98)

and

\[
[\Delta u(x) + \Delta d(x)]_{[C]}^{[1]} = \langle J_3 \rangle_{\rho_1^*} \cdot \frac{d}{dx} \frac{N_c}{4I} \sum_{m=\text{all}, n=0}^{I} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle,
\]

(99)

\[
= - \langle J_3 \rangle_{\rho_1^*} \cdot \frac{d}{dx} \frac{N_c}{4I} \sum_{m=\text{all}, n=0}^{I} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle.
\]

(100)

These expressions will be used in the numerical calculation.

### 3.2 $\Delta u(x) - \Delta d(x)$

The relevant operator for the isovector longitudinally polarized distribution function is

\[
\hat{O}_{a=3} = A^1 \tau_3 (1 + \gamma^0 \gamma^3) \gamma_5 A = D_{3b} \gamma_b (1 + \gamma^0 \gamma^3) \gamma_5.
\]

(101)

The main contribution to this distribution function comes from the 0th order term in $\Omega$. A simple manipulation gives

\[
[\Delta u(x) - \Delta d(x)]^{[0]} = \langle D_{33} \rangle_{\rho_1^*} \cdot M_N \sum_{n=0}^{I} \langle n | \tau_3 (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle
\]

\[
= - \langle D_{33} \rangle_{\rho_1^*} \cdot M_N \sum_{n=0}^{I} \langle n | \tau_3 (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle.
\]

(102)

The $O(\Omega^1)$ contribution to $\Delta u(x) - \Delta d(x)$ is much more complicated. It generally consists of 4 terms, $O_A^{[1]}$, $O_B^{[1]}$, $O_C^{[1]}$ and $O_{C}^{[1]}$. As was already mentioned, the symmetric part of the sum of $O_A^{[1]}$ and $O_B^{[1]}$ vanishes for this particular operator, owing to the symmetry of the single quark matrix elements. Using the familiar commutation relation

\[
[J_c, D_{3b}] = i \epsilon_{cde} D_{3e},
\]

(103)

the antisymmetric part of $O_A^{[1]} + O_B^{[1]}$ becomes

\[
[\Delta u(x) - \Delta d(x)]_{[A,B]}^{[1]}
\]
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\[ = \langle D_{\Delta} \rangle_{pt} \cdot M_N \frac{N_c}{8I} i \epsilon_{abc} \sum_{m>0,n \leq 0} \frac{1}{E_m - E_n} \times [\langle n|\tau_e|m\rangle|\tau_b(1 + \gamma^0\gamma^3)\gamma_5(\delta_n + \delta_m)|n\rangle + \langle n|\tau_b(1 + \gamma^0\gamma^3)\gamma_5(\delta_n + \delta_m)|m\rangle\langle m|\tau_e|n\rangle] \]
\[ = -\langle D_{\Delta} \rangle_{pt} \cdot M_N \frac{1}{2} \frac{N_c}{I} \sum_{m>0,n \leq 0} \frac{1}{E_m - E_n} \times [\langle n|\tau_{+1}|m\rangle\langle n|\tau_{+1}(\gamma_5 + \Sigma_3)(\delta_n + \delta_m)|n\rangle - \langle n|\tau_{-1}|m\rangle\langle n|\tau_{-1}(\gamma_5 + \Sigma_3)(\delta_n - \delta_m)|n\rangle], \quad (104) \]

with the standard definition \( \tau_{\pm} = \mp(\tau_1 \pm i\tau_2)/\sqrt{2} \) and \( \Sigma_3 = \gamma^0\gamma^3\gamma_5 \). Next, from (70) with the case of isovector operator, we find that

\[ [\Delta u(x) - \Delta d(x)]^{(1)}_{CB} = \langle D_{\Delta} \rangle_{pt} \cdot M_N \frac{N_c}{8I} \left( \sum_{m<0,n \leq 0} - \sum_{m>0,n \geq 0} \right) \times \frac{1}{E_m - E_n} \langle n|\tau_3|m\rangle\langle m|(1 + \gamma^0\gamma^3)\gamma_5(\delta_n - \delta_m)|n\rangle. \quad (105) \]

One should notice that the state dependence of this somewhat peculiar contribution is nothing different from that of the main term, which implies that there is no reason for this term to vanish. In fact, the single quark matrix element appearing in the above double sum is essentially the same as that appearing in the expression for \([\Delta u(x) + \Delta d(x)]^{(1)}\).

The last but potentially important contribution comes from the nonlocality correction term \( O_{C}^{(1)} \). First note that

\[ \{ \tilde{O}_{a=3}, \Omega \}_+ = \{ D_{\Delta} \tau_b(1 + \gamma^0\gamma^3)\gamma_5, \frac{1}{2I} J_e \tau_e \}_+ \]
\[ = \frac{1}{2I} \left( \frac{1}{2} \{ D_{\Delta}, J_e \} + [\tau_b(1 + \gamma^0\gamma^3)\gamma_5 \tau_e + \tau_e \tau_b(1 + \gamma^0\gamma^3)\gamma_5] \right. \]
\[ + \frac{1}{2} \{ D_{\Delta}, J_e \} \left. \tau_b(1 + \gamma^0\gamma^3)\gamma_5 \tau_e - \tau_e \tau_b(1 + \gamma^0\gamma^3)\gamma_5 \right) \]
\[ = \frac{1}{2I} \left( \{ D_{\Delta}, J_e \} + (1 + \gamma^0\gamma^3)\gamma_5 + i \epsilon_{abc} [D_{\Delta}, J_e] \tau_e (1 + \gamma^0\gamma^3)\gamma_5 \right). \quad (106) \]

The first term of the above equation does not contribute, since

\[ \sum_{n \leq 0} \langle n|(1 + \gamma^0\gamma^3)\gamma_5 \delta_n |n\rangle = \sum_{n > 0} \langle n|(1 + \gamma^0\gamma^3)\gamma_5 \delta_n |n\rangle = 0. \quad (107) \]

Simplifying the second term by using the CR (103), we finally obtain

\[ [\Delta u(x) - \Delta d(x)]^{(1)}_{C} = -\langle D_{\Delta} \rangle_{pt}^{(1)} \cdot \frac{d}{dx} \frac{N_c}{4I} \left( \sum_{n \leq 0} - \sum_{n > 0} \right) \langle n|\tau_3(1 + \gamma^0\gamma^3)\gamma_5 \delta_n |n\rangle. \quad (108) \]

For the same reason as before, it is convenient to consider these term in a combined way. To this end, we first rewrite (108) by inserting a complete set of single quark states and by
separating the $E_m = E_n$ contributions from the resultant double sum. The result can be expressed in two alternative forms as

$$
[\Delta u(x) - \Delta d(x)]^{(1)}_{B'}
= -\langle D_{33} \rangle_{pt} \cdot \frac{d}{dx} \frac{N_c}{4T} \left( \sum_{m=0,n=0 \atop (E_m \neq E_n)} + \sum_{m=0,n=0 \atop (E_m = E_n)} \right) \langle n| \sigma_3 |m \rangle \langle m| (1 + \gamma^0 \gamma^3) \gamma^5 \delta_n |n \rangle
$$

To rewrite the $B'$ term, we first separate $E_m = E_n$ contributions in the double sum of (105) as

$$
[\Delta u(x) - \Delta d(x)]^{(1)}_{B'}
= \langle D_{33} \rangle_{pt} \cdot \frac{d}{dx} \frac{M_N}{4T} \frac{N_c}{2T} \left( \sum_{m=0,n=0 \atop (E_m \neq E_n)} - \sum_{m=0,n=0 \atop (E_m = E_n)} \right)
\times \frac{1}{E_m - E_n} \langle n| \sigma_3 |m \rangle \langle m| (1 + \gamma^0 \gamma^3) \gamma^5 \delta_n |n \rangle,
$$

$$
+ \langle -D_{33} \rangle_{pt} \cdot \frac{d}{dx} \frac{N_c}{4T} \left( \sum_{m=0,n=0 \atop (E_m = E_n)} - \sum_{m=0,n=0 \atop (E_m = E_n)} \right) \langle n| \sigma_3 |m \rangle \langle m| (1 + \gamma^0 \gamma^3) \gamma^5 \delta_n |n \rangle. \quad (110)
$$

Next, we notice the identity

$$
0 = \sum_{m=0,n=0 \atop (E_m \neq E_n)} \frac{1}{E_m - E_n} \langle n| \sigma_3 |m \rangle \langle m| (1 + \gamma^0 \gamma^3) \gamma^5 \delta_n |n \rangle
$$

$$
+ \frac{1}{2M_N} \frac{d}{dx} \sum_{m=0,n=0 \atop (E_m = E_n)} \langle n| \sigma_3 |m \rangle \langle m| (1 + \gamma^0 \gamma^3) \gamma^5 \delta_n |n \rangle. \quad (111)
$$

Using this identity, (110) can be rewritten in either of the following two forms:

$$
[\Delta u(x) - \Delta d(x)]^{(1)}_{B'}
= \langle D_{33} \rangle_{pt} \cdot M_N \frac{N_c}{4T} \left( \sum_{m=0,n=0 \atop (E_m \neq E_n)} + \sum_{m>0,n=0 \atop (E_m = E_n)} + \sum_{m=0,n>0} \right)
\times \frac{1}{E_m - E_n} \langle n| \sigma_3 |m \rangle \langle m| (1 + \gamma^0 \gamma^3) \gamma^5 \delta_n |n \rangle,
$$
\[ + \langle D_{33} \rangle_{pt} \cdot \frac{d}{dx} \frac{N_c}{4I} \sum_{m \leq 0, n \leq 0} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle, \]

\[ = -\langle D_{33} \rangle_{pt} \cdot M_N \frac{N_c}{4I} \left( 2 \sum_{m > 0, n > 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle, \right. \]

\[ - \langle D_{33} \rangle_{pt} \cdot \frac{d}{dx} \frac{N_c}{4I} \sum_{m > 0, n > 0} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle, \quad (112) \]

Comparing (109) and (112), one notices that the \( E_m = E_n \) pieces in the double sums cancels precisely between \( B' \) and \( C \) terms. (This is true for both of the occupied and nonoccupied expressions.) After some manipulation by taking care of this cancellation, the sum of these two terms can finally be expressed as

\[ [\Delta u(x) - \Delta d(x)]_{B'+C}^{(1)} = \]

\[ = \langle D_{33} \rangle_{pt} \cdot M_N \frac{N_c}{2I} \times \left\{ \sum_{m = 0, n = 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle, \right. \]

\[ - \frac{1}{2} M_N \frac{d}{dx} \sum_{m = 0, n = 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle, \]

\[ - \sum_{m > 0, n > 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle \}\}

\[ = -\langle D_{33} \rangle_{pt} \cdot M_N \frac{N_c}{2I} \times \left\{ \sum_{m = 0, n = 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle, \right. \]

\[ - \frac{1}{2} M_N \frac{d}{dx} \sum_{m = 0, n = 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle, \]

\[ - \sum_{m > 0, n > 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (1 + \gamma^0 \gamma^3) \gamma_5 \delta_n | n \rangle \}\}. \quad (113) \]

For numerical calculation, we shall use the first form for \( x > 0 \), while the second form for \( x < 0 \).
3.3 \( \delta u(x) + \delta d(x) \)

Since the evaluation of the transversity distribution can be done in a completely parallel way as the longitudinally polarized distribution functions, we shall show below only the final results. The \( O(\Omega^0) \) contribution to \( \delta u(x) + \delta d(x) \) vanishes, i.e.

\[
[\delta u(x) + \delta d(x)]^{(0)} = 0. \tag{114}
\]

The \( O(\Omega^1) \) contribution consists of two pieces as

\[
[\delta u(x) + \delta d(x)]^{(1)} = [\delta u(x) + \delta d(x)]^{(0)}_{(A,B)} + [\delta u(x) + \delta d(x)]^{(0)}_C, \tag{115}
\]

where

\[
[\delta u(x) + \delta d(x)]_{(A,B)}^{(1)} = \langle J_x \rangle_{pS_x} \cdot MN \frac{N_c}{2I} \sum_{m=\delta l, n \leq 0} \frac{1}{E_m - E_n} \langle n | (\gamma^1 \gamma_5 - i \gamma^2) \delta_n | m \rangle \langle m | \tau_i | n \rangle,
\]

\[
= - \langle J_x \rangle_{pS_x} \cdot MN \frac{N_c}{2I} \sum_{m=\delta l, n > 0} \frac{1}{E_m - E_n} \langle n | (\gamma^1 \gamma_5 - i \gamma^2) \delta_n | m \rangle \langle m | \tau_i | n \rangle, \tag{116}
\]

and

\[
[\Delta u(x) + \Delta d(x)]_{C}^{(1)} = \langle J_x \rangle_{pS_x} \cdot \frac{d}{dx} \frac{N_c}{4I} \sum_{m=\delta l, n \leq 0} \langle n | \tau_i | n \rangle \langle m | (\gamma^1 \gamma_5 - i \gamma^2) \delta_n | n \rangle
\]

\[
= - \langle J_x \rangle_{pS_x} \cdot \frac{d}{dx} \frac{N_c}{4I} \sum_{m=\delta l, n > 0} \langle n | \tau_i | n \rangle \langle m | (\gamma^1 \gamma_5 - i \gamma^2) \delta_n | n \rangle \tag{117}
\]

Here \( \langle J_x \rangle_{pS_x} \) is defined by

\[
\langle J_x \rangle_{pS_x} = \langle pS_x | J_x | pS_x \rangle. \tag{118}
\]

3.4 \( \delta u(x) - \delta d(x) \)

The \( O(\Omega^0) \) contribution is given by

\[
[\delta u(x) - \delta d(x)]^{(0)} = \langle D_{31} \rangle_{pS_x} \cdot MN \sum_{n \leq 0} \langle n | \tau_3 | (\gamma^1 \gamma_5 - i \gamma^2) \delta_n | n \rangle
\]

\[
= - \langle D_{31} \rangle_{pS_x} \cdot MN \sum_{n > 0} \langle n | \tau_3 | (\gamma^1 \gamma_5 - i \gamma^2) \delta_n | n \rangle. \tag{119}
\]
The \( O(\Omega^1) \) contribution consists of two pieces as

\[
\left[ \delta u(x) - \delta d(x) \right]^{(1)} = \left[ \delta u(x) - \delta d(x) \right]^{(1)}_{[A,B]} + \left[ \delta u(x) - \delta d(x) \right]^{(1)}_{B+C} \tag{120}
\]

where

\[
\left[ \delta u(x) - \delta d(x) \right]^{(1)}_{[A,B]}
= \langle D_{31} \rangle_{pS_M} \cdot M_N \frac{N_c}{8T} \, \sum_{m > 0, n \leq 0} \frac{1}{E_m - E_n} \times \langle n | \tau_+ | m \rangle \langle m | \tau_0 (\gamma^1 \gamma_5 - i \gamma^2) (\delta_n + \delta_m) | n \rangle + \langle n | \tau_0 (\gamma^1 \gamma_5 - i \gamma^2) (\delta_n + \delta_m) | m \rangle \langle m | \tau_+ | n \rangle
\]

\[
= - \langle D_{31} \rangle_{pS_M} \cdot M_N \frac{1}{2T} \, \sum_{m > 0, n \leq 0} \frac{1}{E_m - E_n} \times \langle n | \tau_+ | m \rangle \langle m | \tau_0 (\gamma^1 \gamma_5 - i \gamma^2) \frac{\delta_n + \delta_m}{2} | n \rangle - \langle n | \tau_+ | m \rangle \langle m | \tau_0 (\gamma^1 \gamma_5 - i \gamma^2) \frac{\delta_n + \delta_m}{2} | n \rangle \tag{121}
\]

and

\[
\left[ \delta u(x) - \delta d(x) \right]^{(1)}_{B+C}
= \langle D_{31} \rangle_{pS_M} \cdot M_N \frac{N_c}{2T} \times \left\{ \sum_{m = all, n \leq 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (\gamma^1 \gamma_5 - i \gamma^2) \delta_n | n \rangle \right. \\
- \frac{1}{2M_N} \frac{d}{dx} \sum_{m = all, n \leq 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (\gamma^1 \gamma_5 - i \gamma^2) \delta_n | n \rangle \right. \\
- \sum_{m > 0, n \leq 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (\gamma^1 \gamma_5 - i \gamma^2) \frac{\delta_n + \delta_m}{2} | n \rangle \right. \\
= - \langle D_{31} \rangle_{pS_M} \cdot M_N \frac{N_c}{2T} \times \left\{ \sum_{m = all, n > 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (\gamma^1 \gamma_5 - i \gamma^2) \delta_n | n \rangle, \\
- \frac{1}{2M_N} \frac{d}{dx} \sum_{m = all, n > 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (\gamma^1 \gamma_5 - i \gamma^2) \delta_n | n \rangle, \\
- \sum_{m < 0, n > 0} \frac{1}{E_m - E_n} \langle n | \tau_3 | m \rangle \langle m | (\gamma^1 \gamma_5 - i \gamma^2) \frac{\delta_n + \delta_m}{2} | n \rangle \right\}. \tag{122}
\]
4 Numerical results and discussion

Before showing the results of numerical calculations, we briefly discuss the parameters of our effective model specified by the lagrangian (26). Fixing $f_\pi$ to its physical value, i.e. $f_\pi = 93$ MeV, only one parameter of the model is the constituent quark mass $M$, which plays the role of the coupling constant between the pion and the effective quark fields. There is some argument based on the instanton picture of the QCD vacuum that the value of this mass parameter should not be extremely far from $350$ MeV [25]. Phenomenological analyses of various static baryon observables based on this model prefer a slightly larger value of $M$ between $350$ MeV and $425$ MeV [5,6]. In the present analysis, we use the value $M = 375$ MeV favored from analyses of various static observables of baryons. Actually the model contains ultraviolet divergences so that it must be regularized by introducing some physical cutoff. In the case of static nucleon observables, most frequently used regularization scheme is the one based on Schwinger’s proper-time representation [5,6]. Unfortunately, how to generalize this regularization scheme in the evaluation of nucleon structure functions is an open problem. For evaluating quark distribution functions, Diakonov et al. then proposed to use the so-called Pauli-Villars regularization scheme, which they claim has several nice properties as compared with the energy cutoff scheme like the proper-time regularization scheme [14]. The basic idea of this regularization scheme is very simple. Using the derivative (gradient) expansion, one can evaluate the effective meson action corresponding to the original effective quark lagrangian (26) as

$$S_{\text{eff}}^M[U] = -i N_c \text{Sp}\{i \partial - M e^{i \eta_5} \pi / f_\pi \} = \frac{4 N_c}{f_\pi^2} I_2(M) \cdot \frac{1}{2} (\partial_\eta \pi)^2 + \cdots .$$

Here the coefficient of the pion kinetic term given by

$$I_2(M) = i \int \frac{d^4k}{(2\pi)^2 (k^2 - M^2)^2},$$

contains logarithmic divergence. Clearly, this divergence can be removed by introducing a regularized action $S_{\text{eff}}^{\text{reg}}$ by

$$S_{\text{eff}}^{\text{reg}} = S_{\text{eff}}^M - \left( \frac{M}{M_{\text{PV}}} \right)^2 S_{\text{eff}}^{M_{\text{PV}}}. \quad (125)$$

Here $S_{\text{eff}}^{M_{\text{PV}}}$ denotes the effective meson action obtained from $S_{\text{eff}}^M$ by replacing the dynamical quark mass $M$ with the Pauli-Villars mass $M_{\text{PV}}$. In fact, this replaces $I_2(M)$ with

$$I_2^{\text{reg}} \equiv I_2(M) - \left( \frac{M}{M_{\text{PV}}} \right)^2 I_2(M_{\text{PV}}) = \frac{M^2}{16\pi^2} \log \frac{M_{\text{PV}}^2}{M^2}, \quad (126)$$
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which is clearly finite. Demanding further that the pion kinetic term in \( S_{eff}^{reg} \) has the correct normalization, one obtain
\[
\frac{N_c}{4\pi^2} M^2 \log \frac{M_{PV}^2}{M^2} = f_\pi^2. \tag{127}
\]

For \( M = 375 \text{ MeV} \), for instance, this gives \( M_{PV} \simeq 562 \text{ MeV} \). Other observables like quark distribution functions, which contains logarithmic divergence, can similarly be regularized as
\[
\langle O \rangle^{reg} = \langle O \rangle^M - \left( \frac{M}{M_{PV}} \right)^2 \langle O \rangle_{MPV}^{MPV}. \tag{128}
\]

For the sake of consistency, a soliton solution should also be obtained in the same regularization scheme. The starting point of soliton construction is the mean field equation
\[
\dot{\bar{\psi}}(r) \sin F(r) = \langle \bar{\psi} i \gamma_5 \tau \psi \rangle_{r}^{reg} \cos F(r), \tag{129}
\]

obtained under the assumption of the static hedgehog configuration
\[
\hat{\pi}(r) = f_\pi \hat{r} F(r). \tag{130}
\]

Here \( \langle \bar{\psi} \psi \rangle_{r}^{reg} \) and \( \langle \bar{\psi} i \gamma_5 \tau \psi \rangle_{r}^{reg} \) are the regularized scalar and pseudoscalar densities in the Pauli-Villars subtraction scheme:
\[
\langle \bar{\psi} \psi \rangle_{r}^{reg} = \langle \bar{\psi} \psi \rangle^M_{r} - \left( \frac{M}{M_{PV}} \right) \langle \bar{\psi} \psi \rangle_{r}^{MPV} \tag{131}
\]
\[
\langle \bar{\psi} i \gamma_5 \tau \psi \rangle_{r}^{reg} = \langle \bar{\psi} i \gamma_5 \tau \psi \rangle^M_{r} - \left( \frac{M}{M_{PV}} \right) \langle \bar{\psi} i \gamma_5 \tau \psi \rangle_{r}^{MPV}. \tag{132}
\]

Recently, self-consistent solutions of this equation of motion have been obtained in [26] with use of the Kahana-Ripka basis [27]. (Essentially the same equation was solved in [28] within the framework of the Nambu-Jona Lasinio model with an ad hoc nonlinear constraint.) However, one should use this regularization scheme with some care. In fact, it is known that the single subtraction is not enough to get rid of linear divergences, for instance, contained in the expression of the vacuum quark condensate [28], which implies that \( \langle \bar{\psi} \psi \rangle^{reg} \) and \( \langle \bar{\psi} i \gamma_5 \tau \psi \rangle^{reg} \) also contain divergences. Why could the authors of refs. [26,28] obtain self-consistent solutions then? The reason is in the way of solving the equation of motion (129) in the nonlinear model. Given an appropriate initial form of \( F(r) \), one can evaluate \( \langle \bar{\psi} \psi \rangle_{r}^{reg} \) and \( \langle \bar{\psi} i \gamma_5 \tau \psi \rangle_{r}^{reg} \) by using the Kahana-Ripka plane-wave basis as long as the box size \( D \) and the maximum momentum \( k_{max} \) are finite. A new \( F(r) \) can then be obtained from
\[
F(r) = \arctan \left( \frac{\langle \bar{\psi} i \gamma_5 \tau \psi \rangle_{r}^{reg}}{\langle \bar{\psi} \psi \rangle_{r}^{reg}} \right). \tag{133}
\]

As \( k_{max} \) increases, both of \( \langle \bar{\psi} \psi \rangle^{reg} \) and \( \langle \bar{\psi} i \gamma_5 \tau \psi \rangle^{reg} \) tend to diverge. We numerically find that both quantities increases at the same rate as \( k_{max} \) increases so that the resultant
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$F(r)$ is quite insensitive to the value of $k_{\text{max}}$ for large enough $k_{\text{max}}$. This is the reason why stable soliton solutions could be found in the above mentioned single-subtraction Pauli-Villars regularization scheme. The existence of finite energy soliton could also be inferred from the derivative expansion analysis of the nonlinear lagrangian (123) with vanishing current quark masses. Nevertheless, one should keep in mind that it is not a completely satisfactory scheme in the sense that its predictions for some special quantities like the vacuum quark condensate contain divergences. For obtaining satisfactory answers also for these special quantities, the single-subtraction Pauli-Villars scheme is not enough. We found that more sophisticated Pauli-Villars scheme with three substraction meets this requirement, and that its self-consistent solutions are only slightly different from those of the naive single-subtraction scheme, except when discussing some special quantities as pointed out above. (This analysis will be reported elsewhere.) Considering the fact that the calculation of the structure functions are very time-consuming, we shall then use here the single-subtraction Pauli-Villars scheme, keeping in mind that some particular observables are out of the application of this regularization scheme. Finally, as for the nucleon mass, we prefer to using the theoretical soliton mass $M_N \approx 1102$ MeV rather than the physical mass, since it respects the energy-momentum sum rule at the energy scale of the model.

For evaluating quark distribution functions at the $O(\Omega^1)$, we must perform infinite double sums over all the single-quark orbitals which are eigenstates of the static Hamiltonian $H$ given by (31). As far as static nucleon observables, a numerical technique for carrying out such double sums was established in [3]. On the other hand, several new subtleties arising in the evaluation of quark distribution functions have been explained in [17]. In the actual numerical calculation, the expression of each physical quantity is divided into two pieces, i.e. the contribution of what we call the valence quark level (it is the lowest energy eigenstate of the static Dirac hamiltonian $H$, which emerges from the positive energy continuum) and that of the Dirac sea quarks (or the vacuum polarization contribution) as explained in [17]. The regularization is introduced into the latter part only.

Now we start to show the results of our numerical calculation for polarized quark distribution functions of the nucleon. Shown in Fig.1 are the $O(\Omega^0)$ contributions to the isovector longitudinally polarization distribution functions $\Delta u(x) - \Delta d(x)$ (solid curves) and $\Delta \bar{u}(x) - \Delta \bar{d}(x)$ (dashed curves), which was first calculated by Diakonov et al. [14]. Here Fig.1(a) represents the contributions of the discrete valence quark level, while Fig.1(b) is the vacuum polarization contribution to the same quantities. Sum of these two contributions are shown in Fig.1(c). As shown by Diakonov et al., the $O(\Omega^0)$ vacuum polarization contributions to $\Delta u(x) - \Delta d(x)$ and $\Delta \bar{u}(x) - \Delta \bar{d}(x)$ are fairly large. (The large and positive longitudinal polarization of the isovector combination of the antiquark distributions seems to be a characteristic prediction of the CQSM, which can in principle be tested by the improved phenomenological analyses of po-
larized parton distribution functions in the near future. More detailed discussion on this point will be given after finishing the evaluation of the $O(\Omega^1)$ contribution to the same distribution function as well as that of the isoscalar longitudinally polarized distribution functions.

Next, we show in Fig.2 the $O(\Omega^1)$ contribution to the same distribution functions $\Delta u(x) - \Delta d(x)$ and $\Delta \bar{u}(x) - \Delta \bar{d}(x)$. Fig.2(a), 2(b) and 2(c) respectively stand for the $O(\Omega^1)$ contributions of the discrete valence quark level, those of the Dirac sea quarks (or the vacuum polarization contributions), and their sums. One sees that the $O(\Omega^1)$ contributions to the isovector longitudinally polarized distribution function are far from negligible as compared with the leading $O(\Omega^0)$ contributions. This could be expected since the first moment of this distribution functions gives the isovector axial coupling constant of the nucleon.

$$g_A^{(3)} = \int_0^1 \{ [\Delta u(x) - \Delta d(x)] + [\Delta \bar{u}(x) - \Delta \bar{d}(x)] \} \, dx,$$

while we already know from the previous analyses that the $O(\Omega^1)$ contribution to $g_A^{(3)}$ is large enough to resolve the longstanding $g_A$ problem in the hedgehog soliton model [29,30,24]. Adding this $O(\Omega^1)$ contribution to the leading $O(\Omega^0)$ contribution, we obtain final answers for $\Delta u(x) - \Delta d(x)$ and $\Delta \bar{u}(x) - \Delta \bar{d}(x)$, which will be shown later together with the final answer for the isoscalar longitudinal distribution functions $\Delta u(x) + \Delta d(x)$ and $\Delta \bar{u}(x) + \Delta \bar{d}(x)$. Before showing those, we give in Fig.3 the result for the $O(\Omega^1)$ contributions to the isoscalar longitudinally polarized distribution functions, $\Delta u(x) + \Delta d(x)$ and $\Delta \bar{u}(x) + \Delta \bar{d}(x)$. (We recall that there is no $O(\Omega^0)$ contribution to these distribution functions.) Fig.3(a), 3(b) and 3(c) respectively stand for the contributions of the discrete valence quark level, those of the vacuum polarization contributions, and their sums. One sees that the vacuum polarization contributions to the distribution functions $\Delta u(x) + \Delta d(x)$ and $\Delta \bar{u}(x) + \Delta \bar{d}(x)$ are much smaller than those of the corresponding isovector distributions $\Delta u(x) - \Delta d(x)$ and $\Delta \bar{u}(x) - \Delta \bar{d}(x)$. Now we show in Fig.4 the final answers for $\Delta u(x) - \Delta d(x)$ and $\Delta \bar{u}(x) - \Delta \bar{d}(x)$, which are the sums of the $O(\Omega^0)$ and $O(\Omega^1)$ contributions, in comparison with the final answers for $\Delta u(x) + \Delta d(x)$ and $\Delta \bar{u}(x) + \Delta \bar{d}(x)$ arising from the $O(\Omega^1)$ terms alone. We observe quite a big difference between the isovector distributions and the isoscalar one. The overall magnitude of $\Delta u(x) + \Delta d(x)$ is much smaller than that of $\Delta u(x) - \Delta d(x)$, which denotes that $u$-quark is positively polarized, while the $d$-quark is negatively polarized to the direction of proton spin.

At this stage, it may be interesting to compare our theoretical predictions for the longitudinally polarized quark distribution functions with some of the semi-phenomenological parametrization. The parametrization given by Glück, Rey, Stratmann and Vogelsang is especially convenient for the purpose of handy comparison [31], since the normalization point ($Q^2_{\text{avail}} \simeq 0.34 \text{GeV}^2$) of their parametrization is fairly close to the energy scale of our effective quark model ($M_{PV}^2 \simeq 0.32 \text{GeV}^2$). Fig.5 shows this comparison. The filled squares in Fig.5(a) and Fig.5(b) stand for the GRSV parametrizations for the quark distribution func-
tions $x(\Delta u(x) + \Delta \bar{u}(x) + \Delta d(x) + \Delta \bar{d}(x))$ and $x(\Delta u(x) + \Delta \bar{u}(x) - \Delta d(x) - \Delta \bar{d}(x))$, respectively. Of the two theoretical curves in each figure, the solid curve is the answer of the present calculation, whereas the dashed curve is obtained by using the old treatment used in [17], which amounts to dropping some of the nonlocality effects in time. One observes that the nonlocality corrections newly introduced in the present analysis are quite important especially for the isoscalar distribution $x(\Delta u(x) + \Delta \bar{u}(x) + \Delta d(x) + \Delta \bar{d}(x))$, while it is less important for the isovector distribution $x(\Delta u(x) + \Delta \bar{u}(x) - \Delta d(x) - \Delta \bar{d}(x))$. (This is probably because the nonlocality corrections appearing at the $O(\Omega^1)$ are masked by the dominant $O(\Omega^0)$ contribution in the case of isovector polarized distribution functions.) By comparing the two theoretical curves for $x(\Delta u(x) + \Delta \bar{u}(x) + \Delta d(x) + \Delta \bar{d}(x))$ with the corresponding GRSV parametrization, one finds that the new treatment leads to a better agreement. Especially impressive is that the new treatment reproduces the negative sign of the GRSV distribution function in the smaller $x$ region, although one should not forget the fact that the GRSV parametrizations are not experimental data themselves. We point out that the most important factor leading to this qualitative difference between the old and new treatments of the quark distribution functions is the nonlocality correction arising from the second term of (38), i.e. the proper account of nonlocality in time of the operator $A^I(0)O_n A(z_0)$. 

Turning back to Fig.4, let us inspect the theoretical predictions for the antiquark distributions in more detail. An interesting feature is that, in most region of $x$, $\Delta \bar{u}(x) - \Delta \bar{d}(x) > 0$ and $\Delta \bar{u}(x) + \Delta \bar{d}(x) < 0$ with the relation $|\Delta \bar{u}(x) - \Delta \bar{d}(x)| \gg |\Delta \bar{u}(x) + \Delta \bar{d}(x)|$. This denotes that $\bar{d}$ is strongly polarized in the opposite direction to the proton spin, while $\bar{u}$ is weakly polarized in the same direction to the proton spin. This appears to be a prominent prediction of the CQSM, which is worthy of special mention. In fact, it sharply contradicts the assumption of SU(2) symmetric sea quark polarization $\Delta \bar{u}(x) = \Delta \bar{d}(x)$, which is frequently used in semi-phenomenological analyses of parton distributions. The isospin symmetric polarization is also assumed in the analysis by Glück, Reya, Stirling and Vogt [31]. We compare in Fig.6 our prediction for the $x\Delta \bar{u}(x)$ and $x\Delta \bar{d}(x)$ with the GRSV parametrization, which assumes that $x\Delta \bar{u}(x) = x\Delta \bar{d}(x) (\equiv x\Delta \bar{q}(x))$. Naturally, one finds qualitative difference between the theoretical distributions and the GRSV parametrization. Still, it is interesting to see that the average of the two theoretical distributions $x\Delta \bar{u}(x)$ and $x\Delta \bar{d}(x)$ is not extremely different from the corresponding GRSV parametrization $x\Delta \bar{q}(x)$. As for the unpolarized distribution functions, the breakdown of the assumption of SU(2) symmetric sea has already been confirmed by the NMC measurement [16]. By the same token, there is no compelling reason to believe that the spin dependent antiquark (sea quark) distributions are isospin symmetric. In fact, our previous analyses based on the same model shows that the isospin asymmetry of the unpolarized sea quark distributions can be explained very naturally as combined effects of two ingredients, i.e. the apparently existing flavor asymmetry of valence quark numbers in the
nucleon and the spontaneous chiral symmetry breaking of QCD vacuum [17-19]. It is just the same mechanism that is responsible for the opposite longitudinal polarization of the $\bar{n}$ and $\bar{d}$ quarks.

The above-mentioned fairly big difference between the isovector and isoscalar longitudinally polarized distribution functions manifests itself also in their first moments, i.e. the isovector and isoscalar axial charges given as

\[
\begin{align*}
g_A^{[3]} &= \int_0^1 \{ [\Delta u(x) - \Delta d(x)] + [\Delta \bar{u}(x) - \Delta \bar{d}(x)] \} \, dx \approx 1.41, \\
g_A^{[0]} &= \int_0^1 \{ [\Delta u(x) + \Delta d(x)] + [\Delta \bar{u}(x) + \Delta \bar{d}(x)] \} \, dx \approx 0.35.
\end{align*}
\]

The resultant large isovector axial charge and small isoscalar (flavor-singlet) one seem to be qualitatively consistent with the observation. Especially interesting here is the flavor-singlet axial charge identified with the quark spin content of the nucleon. In the context of the CQSM, this quantity was first investigated in [5] with use of the self-consistent soliton solution obtained in the proper-time regularization scheme. The value of $g_A^{[0]} = \langle \Sigma_3 \rangle$ obtained there ranges from $0.4 \sim 0.5$ corresponding to the variation of the dynamical quark mass $M$ from $425$ MeV to $375$ MeV. One may notice that the value $g_A^{[0]} \approx 0.35$ obtained in the present calculation is a little smaller than the previous one. The cause of this difference can be traced back to the qualitative change of the self-consistent soliton solution obtained in the new regularization scheme. As a general trend, the Pauli-Villars regularization scheme cuts off high momentum components more weakly than the energy-cutoff scheme like the proper-time one, thereby leading to soliton solutions with stronger distortion. Incidentally, owing to the nucleon spin sum rule $\langle L_3 \rangle + \frac{1}{2} \langle \Sigma_3 \rangle = \frac{1}{2}$ proved in [5], the rest of the nucleon spin is carried by the orbital angular momentum of the effective quark fields. (Naturally, this is true only at low $Q^2$ corresponding to the energy scale of our effective model. It will be shown later that an increasing portion of the nucleon spin is carried by gluons as $Q^2$ increases.) A soliton with stronger distortion gives larger orbital angular momentum, and consequently smaller quark spin fraction [5].

The characteristic feature of the above theoretical prediction, i.e. larger isovector charge and smaller isoscalar one seems also consistent with the idea of $N_c$ counting or $1/N_c$ expansion of QCD. For understanding it, we just recall the fact that the collective angular velocity $\Omega$ scales as $1/N_c$, so that the leading contributions to the isovector and isoscalar polarized distribution functions are respectively of the $O(N_c^1)$ and $O(N_c^0)$. The detailed comparison of the theoretical first moments with the corresponding experimental data will be given later after taking account of the scale dependence of them.

Now we show the results of our numerical calculation for transversity distributions. Fig.7 shows the $O(N_c^0)$ contributions to the isovector transversity distribution functions $\delta u(x) - \delta d(x)$ (solid curves) and $\delta \bar{u}(x) - \delta \bar{d}(x)$ (dashed curves). Here Fig.7(a) stands for the contributions
of the discrete valence level, while 7(b) is the vacuum polarization contributions to the same quantities. The sum of these two contributions are shown in Fig.7(c). One finds that the vacuum polarization contributions to these distribution functions are insignificant. Next, we show in Fig.8 the $O(\Omega^1)$ contributions to the same transversity distribution functions $\delta u(x) - \delta d(x)$ and $\delta \bar{u}(x) - \delta \bar{d}(x)$. Also for these $O(\Omega^1)$ terms, the vacuum polarization contributions are very small as compared with the contributions of the discrete valence quark level. However, we emphasized that the valence level contribution at the $O(\Omega^1)$ is far from small as compared with the leading $O(\Omega^0)$ contributions, and should not be discarded. Shown in Fig.9 are the theoretical isoscalar transversity distributions resulting at the $O(\Omega^1)$. One sees that vacuum polarization contributions to these distributions are also rather small. The final predictions of the CQSM for $\delta u(x) - \delta d(x)$ and $\delta \bar{u}(x) - \delta \bar{d}(x)$, which are the sums of the $O(\Omega^0)$ and $O(\Omega^1)$ contributions are shown in Fig.10, in comparison with the final answer for $\delta u(x) + \delta d(x)$ and $\delta \bar{u}(x) + \delta \bar{d}(x)$ arising from $O(\Omega^1)$ terms. One again sees that the magnitudes of the isoscalar distributions are much smaller than those of the isovector distributions. Remember the similar observation made for the longitudinally polarized distribution functions. To see it in more detail, we find that the ratio of the isoscalar to isovector distribution are much smaller for the longitudinally polarized distribution than for the transversity one. We shall come back later to this point when discussing the corresponding first moments of these spin dependent quark distribution functions.

Roughly speaking, the quark distribution functions evaluated here corresponds to the energy scale of the order of the Pauli-Villars cutoff mass $M_{PV} \simeq 0.56$ GeV. The $Q^2$ evolution must be taken into account in some way before comparing them with the observed nucleon structure functions at high $Q^2$. Recently, Saga group provided a Fortran program, which gives numerical solution of DGLAP evolution equations at the next-to-leading order (NLO) for the polarized as well as unpolarized structure functions of the nucleon [32-34]. We shall make use of their Fortran programs to evaluate the polarized distribution functions at large $Q^2$ [33,34]. The question here is what value we should take for the initial energy scale of this $Q^2$ evolution. Since the use of perturbative QCD below 1 GeV is anyhow questionable, one may take this initial energy scale $Q^2_{init}$ as an adjustable parameter, which would be fixed by adjusting the observed structure functions at high energy region. Here we have tried to see the effect of variation of $Q^2_{init}$ in a small range of $Q^2$ around the model energy scale of $M_{PV}^2 \simeq (0.56 \text{ GeV})^2$. The value $Q^2_{init} = (0.5 \text{ GeV})^2 = 0.25 \text{ GeV}^2$ obtained from this analysis will be used throughout the following investigation. Before showing the results of $Q^2$ evolution, we want to make a short comment. One notices from the figures given so far, the distribution functions evaluated in our effective model have unphysical tails beyond $x > 1$, although they are not so significant. These unphysical tails of the theoretical distribution functions come from an approximate nature of our treatment of the soliton center-of-motion (as well as the collective rotational
motion), which is essentially nonrelativistic. A simple procedure to remedy this defect was proposed by Jaffe based on the (1 + 1) dimensional bag model [35] and recently reinvestigated by Gamberg et al. within the context of the NJL soliton model [36]. According to the latter authors, the effect of Lorentz contraction can effectively be taken into account by first evaluating the distribution functions in the soliton rest frame (as we are doing here) and then by using a simple analytical transformation that preserves first moments of distribution functions, as far as the $O(\Omega^3)$ contributions to the distribution functions are concerned. Such a simple relation may not be expected however if we consider the rotational motion of the soliton, which are anyhow three dimensional. In fact, a comparison with the corresponding phenomenological distribution functions seems to indicate that the above procedure based on the (1 + 1) dimensional dynamics tends to overestimate the effect of Lorentz contraction. In the present investigation, we therefore decided not to use their procedure. Still we want distribution functions which vanish outside the range $0 < x < 1$ so that we can use the $Q^2$-evolution Fortran program provided by Saga group [33,34]. Since the unphysical tails of our theoretical distributions are rather small in magnitude, we are to use a simple cutoff procedure as follows. That is, we obtain modified distribution functions, which can be used as input distributions of the above Fortran program, from the original theoretical distribution functions by multiplying the $x$-dependent cutoff factor $(1 - x^{10})$. (This special cutoff factor is invented from the requirement that only the tails of the distribution functions are modified.) Fig.11 illustrates the effect of this tentative cutoff procedure. The solid curve here is the theoretical distribution function $\Delta u(x) - \Delta d(x)$ given as a sum of the $O(\Omega^3)$ and $O(\Omega^1)$ contributions. We point out that this distribution function is the worst case in the sense that the tail beyond $x = 1$ is most significant as compared with the other distributions. The dashed curve in the same figure is obtained by using the above cutoff procedure. One sees that it leaves the distribution function for $x \leq 0.7$ almost intact. Naturally, this cutoff procedure alters the values of integrals of the distribution functions, i.e. the first moments. However, it turns out that the reduction is less than 2% even in the above worst case. We therefore expect that the tentative nature of the above procedure hardly affects the following qualitative analyses of scale dependence of the quark distribution functions.

For the sake of comparison, we have carried out a similar evolution procedure also for the initial distributions given by the MIT bag model. The distribution functions of the (naive) MIT bag model are already known and they are given analytically as follows [22]. The isoscalar longitudinally polarized distribution functions is given by

$$\Delta u(x) + \Delta d(x) = \frac{(M_N R)^2}{2\pi (\omega_1 - 1)} \int_{y_{\min}}^{\infty} dy y \left[ \rho_0^2(\omega_1, y) - 2 t_0(\omega_1, y) t_1(\omega_1, y) \left( \frac{y_{\min}}{y} \right)^2 + t_1^2(\omega_1, y) \left( 2 \left( \frac{y_{\min}}{y} \right)^2 - 1 \right) \right], \quad (137)$$
whereas the isoscalar transversity distribution functions is given as

$$
\delta u(x) + \delta d(x) = \frac{(M_N R) \omega_1}{2 \pi (\omega_1 - 1) j_0^2(\omega_1)} \left\{ \int_{y_{\min}}^{\infty} dy y \left[ t_0^2(\omega_1, y) + \frac{y_{\min}}{y} \right] \right\}.
$$

On the other hand, the isovector distribution functions are simply related to the isoscalar ones as

$$
\Delta u(x) - \Delta d(x) = \frac{5}{3} \left[ \Delta u(x) + \Delta d(x) \right],
$$

$$
\delta u(x) - \delta d(x) = \frac{5}{3} \left[ \delta u(x) + \delta d(x) \right].
$$

In eqs. (137) and (138), $M_N$ and $R$ respectively stand for the nucleon mass and the bag radius, while $\omega_n$ is the $n$th root of the bag eigenvalue equation as

$$
\tan \omega_n = -\frac{\omega_n}{\omega_n - 1},
$$

and $y_{\min} = |x M_N R - \omega_1|$. The function $t_1(\omega_n, y)$ is defined by

$$
t_1(\omega_n, y) = \int_0^1 j_1(u \omega_n) j_1(uy) u^2 du.
$$

The bag radius $R$ is only one free parameter of this simple model. In the numerical calculation, we adopt the value used by Jaffe and Ji [22], i.e.

$$
M_N R = 4.0 \omega_1,
$$

where $\omega_1 \simeq 2.043$ is the lowest (dimensionless) eigenvalue of the bag equation.

To get a rough idea about the scale dependence, we show in Fig.12 and Fig.13 the theoretical polarized quark distribution functions before and after $Q^2$-evolution. Here $\Delta u(x)$ and $\delta u(x)$ in Fig.12(a) respectively stand for the longitudinal and transversity distributions for $u$-quark. In our model, the difference between the two distributions are sizable even at the initial low energy scale. A comparison with the existing and yet-to-be-obtained high energy data must be done with care, since the way of evolution of these two distributions are pretty different and the deference between the two becomes larger and larger as $Q^2$ increases. A general trend is a rapid growth of small $x$ component of the longitudinally polarized distribution due to the coupling with gluons. A similar tendency is also observed for the corresponding $d$-quark distributions shown in Fig.12(b). We can also give some predictions for the polarized antiquark distribution functions. As one can see in Fig.13, even the signs are different for the longitudinal and transversity distributions. (This is the case for both of $\bar{n}$ and $\bar{d}$ quarks.)

The twist-2 spin dependent distribution functions were calculated by several authors based
on various effective models of baryons [38,39,12]. As for the polarized quark distribution functions, the predictions of various models give more or less similar shape of distributions assuming that they take account of the dominant nature of the valence quark contribution as well as the effects of pion cloud in some effective way. The situation is quite different for the polarized antiquark distributions. The transversity distribution functions for the antiquarks have, for instance, been evaluated by Barone et al. within the chiral chromodielectric model [38]. Comparing their predictions for \( \delta \bar{u}(x) \) and \( \delta \bar{d}(x) \) with ours shown in Fig.13, we find that their model gives \( \delta \bar{u}(x) > 0 \), while ours does \( \delta \bar{u}(x) < 0 \). The shapes of \( \delta \bar{u}(x) \) and \( \delta \bar{d}(x) \) are also quite different in both models. In consideration of the fact that the polarized antiquark distributions are quite sensitive to the detailed dynamics of the model, it is very important to get precise phenomenological information for them.

Next we show in Fig.14(a) the theoretical predictions for the proton structure function \( g_1^p(x, Q^2) \) at \( Q^2 = 5 \text{ GeV}^2 \) in comparison with the corresponding experimental data given by E143 collaboration [40]. The theoretical curves are obtained as follows. Starting with the initial distributions \( \Delta u(x) + \Delta d(x), \Delta \bar{u}(x) + \Delta \bar{d}(x) \) and \( \Delta u(x) - \Delta d(x), \Delta \bar{u}(x) - \Delta \bar{d}(x) \) or equivalently \( \Delta u(x), \Delta \bar{u}(x) \) and \( \Delta d(x), \Delta \bar{d}(x) \) given at \( Q^2_{\text{init}} \approx 0.25 \text{ GeV}^2 \) (we assume \( \Delta s(x) = \Delta \bar{s}(x) = 0 \) and \( \Delta g(x) = 0 \) at this energy scale), we solve the NLO evolution equation to obtain the distribution functions at \( Q^2 = 5 \text{ GeV}^2 \). These distribution functions are then convoluted with the relevant quark and gluon coefficient functions at the NLO within the framework of perturbative QCD. These procedures have been carried out for the initial distribution given by the CQSM and also by the MIT bag model. A remarkable feature of the CQSM as compared with the MIT bag model is the enhancement of the structure function at small \( x \) region, i.e. large sea quark components. One also observes that a clear peak of \( g_1^p(x, Q^2) \) around \( x \approx 0.3 \) predicted by the MIT bag model (a relativistic valence quark model) is not seen in the experimental structure function. On the other hand, one can say that the prediction of the CQSM reproduces qualitative feature of the observed structure function in the whole range of \( x \). Fig.14(b) shows the theoretical prediction of the CQSM (solid curve) and that of the MIT bag model (dashed curve) for the neutron spin structure function \( g_1^n(x, Q^2) \) in comparison with the E154 data [41]. One clearly sees that the neutron spin structure function \( g_1^n(x, Q^2) \) predicted by the MIT bag model is negligibly small in magnitude even after evolution. We recall that at the initial energy scale the naive MIT bag model predict \( g_1^n(x) = 0 \), which is a necessary consequence of a model that does not properly incorporate chiral symmetry. On the other hand, the prediction of the CQSM for \( g_1^n(x, Q^2) \) is seen to be large and negative especially in the small \( x \) region in good agreement with the experimental observation. Then, this agreement may be regarded as a manifestation of the importance of chiral symmetry in the physics of high-energy deep-inelastic scattering.
As is widely known, the simplest but the most important quantities characterizing the quark distribution functions are the associated first moments. Here we are interested in the first moments of the longitudinally polarized distribution functions and of the transversity ones, which are respectively called the axial and tensor charges denoted as 

Before discussing the prediction of the CQSM for these quantities, it may be instructive to remember some basic properties of those. (We recall that the first calculation of the tensor charge in the CQSM was given in [42].) As emphasized by Jaffe and Ji [22], there is a remarkable difference between the axial and tensor charges originating from the charge conjugation properties of the relevant operators. For each flavor, the tensor charge counts the number of valence quarks (quarks minus antiquarks) of opposite transversity. Consequently, the sea quarks do not contribute to the tensor charge. (This does not necessarily means vanishing transverse polarization of antiquarks, however.) On the other hand, the axial charge counts the number of quarks plus antiquarks of opposite helicity. In fact, by rewriting (146) and (147) as

\[
g_A^{(3)} = \int_0^1 \{[\Delta u(x) - \Delta d(x)] - [\Delta \bar{u}(x) - \Delta \bar{d}(x)]\} \, dx, \quad (144)
\]
\[
g_A^{(0)} = \int_0^1 \{[\Delta u(x) + \Delta d(x)] + [\Delta \bar{u}(x) + \Delta \bar{d}(x)]\} \, dx, \quad (150)
\]
\[
g_T^{(3)} = \int_0^1 \{[\delta u(x) - \delta d(x)] - [\delta \bar{u}(x) - \delta \bar{d}(x)]\} \, dx, \quad (146)
\]
\[
g_T^{(0)} = \int_0^1 \{[\delta u(x) + \delta d(x)] - [\delta \bar{u}(x) + \delta \bar{d}(x)]\} \, dx. \quad (147)
\]

Before discussing the prediction of the CQSM for these quantities, it may be instructive to remember some basic properties of those. (We recall that the first calculation of the tensor charge in the CQSM was given in [42].) As emphasized by Jaffe and Ji [22], there is a remarkable difference between the axial and tensor charges originating from the charge conjugation properties of the relevant operators. For each flavor, the tensor charge counts the number of valence quarks (quarks minus antiquarks) of opposite transversity. Consequently, the sea quarks do not contribute to the tensor charge. (This does not necessarily mean vanishing transverse polarization of antiquarks, however.) On the other hand, the axial charge counts the number of quarks plus antiquarks of opposite helicity. In fact, by rewriting (146) and (147) as

\[
g_A^{(3)} = \int_0^1 \{[\Delta u(x) - \Delta d(x)] - [\Delta \bar{u}(x) - \Delta \bar{d}(x)]\} \, dx + 2 \int_0^1 [\Delta \bar{u}(x) - \Delta \bar{d}(x)] \, dx, \quad (148)
\]
\[
g_A^{(0)} = \int_0^1 \{[\Delta u(x) + \Delta d(x)] - [\Delta \bar{u}(x) + \Delta \bar{d}(x)]\} \, dx + 2 \int_0^1 [\Delta \bar{u}(x) + \Delta \bar{d}(x)] \, dx, \quad (149)
\]

the first and the second terms of the above equation can respectively be interpreted as valence and sea quark contributions in the parton model. Since the sea quark degrees of freedom is absent in the nonrelativistic framework, the difference between the axial and tensor charges is purely relativistic. Still, one must clearly distinguish two types of relativistic effect. The one is dynamical effects, which generate sea quark polarization. The other is kinematical effects, which make a difference between the axial and tensor charges even though the sea quark degrees of freedom are totally neglected. The existence of this latter effect can readily be convinced by comparing the prediction of two “valence quark models”, i.e. the nonrelativistic (constituent) quark model and the MIT bag model. In fact, the non-relativistic quark model predicts

\[
g_A^{(3)} = g_T^{(3)} = \frac{5}{3}, \quad (150)
\]
\[
g_A^{(0)} = g_T^{(0)} = 1, \quad (151)
\]
while the prediction of the MIT bag model is given by

\[
\begin{align*}
    g_A^{(3)} &= \frac{5}{3} \cdot \int \left( f^2 - \frac{1}{3} g^2 \right) r^2 dr, \\
    g_A^{(0)} &= 1 \cdot \int \left( f^2 - \frac{1}{3} g^2 \right) r^2 dr,
\end{align*}
\]

\[
\begin{align*}
    g_T^{(3)} &= \frac{5}{3} \cdot \int \left( f^2 + \frac{1}{3} g^2 \right) r^2 dr, \\
    g_T^{(0)} &= 1 \cdot \int \left( f^2 + \frac{1}{3} g^2 \right) r^2 dr,
\end{align*}
\]

(152)  

(153)  

where \( f \) and \( g \) are upper and lower components of the lowest energy quark wave functions. For a typical bag radius \( R \approx 4.0 \omega_1/M_N \), which was used before, this gives

\[
\begin{align*}
    g_A^{(3)} &\approx 1.06, & g_T^{(3)} &\approx 1.34, \\
    g_A^{(0)} &\approx 0.64, & g_T^{(0)} &\approx 0.84.
\end{align*}
\]

(154)  

(155)  

As is obvious from eqs. (152) and (153), the splittings of the axial and tensor charges are due to the different sign of the lower component (p-wave) contributions [22]. One should however notice that there is one interesting feature shared by both of the nonrelativistic quark model and the MIT bag model. The predictions of the both models for the ratio of the isoscalar to isovector axial charges as well as the ratio of the isoscalar to isovector tensor charges are just the same:

\[
\frac{g_A^{(0)}}{g_A^{(3)}} = \frac{g_T^{(0)}}{g_T^{(3)}} = \frac{3}{5}.
\]

(156)  

Although there is no experimental information yet for the tensor charges, the above prediction for the ratio of the two axial charges obviously contradicts the EMC observation. Now we

Table 1: The theoretical predictions for the isovector and isoscalar axial charges as well as the corresponding tensor charges. The predictions of the MIT bag model and those of the lattice QCD [43] are also shown together with some experimental data [44,45].

<table>
<thead>
<tr>
<th></th>
<th>CQSM</th>
<th>MIT-bag</th>
<th>Lattice QCD [43]</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_A^{(3)} )</td>
<td>1.41</td>
<td>1.06</td>
<td>0.99</td>
<td>1.254 ± 0.006 [44] (Q^2)-indep.</td>
</tr>
<tr>
<td>( g_A^{(0)} )</td>
<td>0.35</td>
<td>0.64</td>
<td>0.18</td>
<td>0.31 ± 0.07 [45] (Q^2 = 10 \text{ GeV}^2)</td>
</tr>
<tr>
<td>( g_T^{(3)} )</td>
<td>1.22</td>
<td>1.34</td>
<td>1.07</td>
<td>–</td>
</tr>
<tr>
<td>( g_T^{(0)} )</td>
<td>0.56</td>
<td>0.80</td>
<td>0.56</td>
<td>–</td>
</tr>
<tr>
<td>( g_A^{(0)}/g_A^{(3)} )</td>
<td>0.25</td>
<td>0.60</td>
<td>0.18</td>
<td>0.24</td>
</tr>
<tr>
<td>( g_T^{(0)}/g_T^{(3)} )</td>
<td>0.46</td>
<td>0.60</td>
<td>0.52</td>
<td>–</td>
</tr>
</tbody>
</table>
shall argue that the above prediction may be interpreted as showing the limitation of simple valence quark models, which fail to properly incorporate chiral symmetry of QCD. To convince it, the predictions of the NRQM and the MIT bag model are compared with those of the CQSM in table 1, which maximally incorporate chiral symmetry. For the sake of reference, the predictions of the lattice QCD are also shown [43]. (Here we have omitted the errors of the lattice QCD calculation, for simplicity.) We first point out that the predictions of the CQSM for the above ratios, i.e.

$$g_A^{(0)}/g_A^{(3)} \simeq 0.25, \quad g_T^{(0)}/g_T^{(3)} \simeq 0.46,$$

strongly deviate from the above predictions of the two valence quark models. What is remarkable here is that the CQSM predicts very small isoscalar axial charge in consistent with the EMC observation. (More meaningful comparison should be made after taking account of the scale dependence of this quantity.) Its prediction for the isovector axial charge is also qualitatively consistent with the experimental value determined from the neutron beta decay. (The deviation from the experimental value is only about 11%.) The lattice gauge theory also predicts a very small isoscalar axial charge $g_A^{(0)} \simeq 0.18$. However, this prediction may not be taken as a final one since it largely underestimates the isovector axial charge. At any rate, one can observe qualitative similarities between the predictions of the CQSM and those of the lattice QCD. Both predicts quite a small number for the ratio of the isoscalar to isovector axial charges as compared with the prediction $g_A^{(0)}/g_A^{(3)} = 0.6$ of the NRQM or the MIT bag model. On the other hand, the predictions of both models for the ratio of the isoscalar to isovector charges is not extremely different from the prediction $g_T^{(0)}/g_T^{(3)} = 0.6$ of the latter valence quark models. In our opinion, the observed deviation from the valence quark picture indicates an importance of chiral symmetry as a generator of “dynamical sea quark effect”, and the predicted feature is expected to be confirmed by future measurements of tensor charges.

To compare the theoretical first moments of the spin distribution functions with the existing data for the longitudinal case and with yet-to-be-observed ones for the transversity case, we must take account of the scale dependence of the relevant moments. As is well-known, the first moment of the isovector longitudinal distribution functions, i.e. the isovector axial charge is scale independent, i.e. it does not evolve : $g_A^{(3)}(Q^2) = g_A^{(3)}(Q_{init}^2)$. This is due to the conservation of the flavor nonsinglet axial-vector current [51]. This is not generally the case for the flavor singlet (isoscalar) axial charge owing to the so-called axial anomaly of QCD [46,47]. (Still, one can take a scheme called the chiral invariant factorization scheme in which the flavor singlet axial charge is independent of $Q^2$ [48]. Here, we take more standard gauge invariant factorization scheme [49].) In the singlet sector, the nth moments of the longitudinally polarized distribution functions are coupled with the corresponding gluon contributions. The
evolution of these nth moments is governed by the anomalous dimension matrix

\[ \gamma^{(p)n} = \left( \begin{array}{cc} \gamma^{(p)n}_{qq} & \gamma^{(p)n}_{qg} \\ \gamma^{(p)n}_{gq} & \gamma^{(p)n}_{gg} \end{array} \right) \]  

(158)

where \( \gamma^{(0)} \) and \( \gamma^{(1)} \) are 1- and 2-loop contributions to the anomalous dimensions. An analytic solution to this coupled evolution equation of the NLO is given in the matrix form \([50,51]\):

\[ \Gamma^n(Q^2) = \left( \begin{array}{c} \Delta \Sigma^n(Q^2) \\ \Delta G^n(Q^2) \end{array} \right), \]  

(159)

\[
\Gamma^n(Q^2) = \left\{ \left( \frac{\alpha_s(Q^2)}{\alpha_s(Q^2_{\text{init}})} \right)^{\lambda_0^n/2\beta_0} \left[ P^n - \frac{1}{2\beta_0} \frac{\alpha_s(Q^2_{\text{init}})}{4\pi} - \frac{\alpha_s(Q^2_{\text{init}})}{4\pi} \left( \alpha_s(Q^2_{\text{init}}) \right)^{\lambda_0^n/2\beta_0} \right] \frac{P^n \gamma^n P^n}{2\beta_0 + \lambda_0^n - \lambda^n} \right. \\
+ \left. \left( + \leftrightarrow - \right) \right\} \Gamma^n(Q^2_{\text{init}}). \]  

(160)

Here \( \alpha_s(Q^2) \) is the QCD running coupling constant at the next-to-leading order with \( \overline{MS} \) scheme, \( \beta_0 \) and \( \beta_1 \) are the 1- and 2-loop QCD beta functions, respectively, and

\[ \gamma^n = \gamma^{(1)n} - \frac{\beta_1}{\beta_0} \gamma^{(0)n}. \]  

(161)

\( P^n \) are \( 2 \times 2 \) projection matrices defined by

\[ P^n_{\pm} = \pm (\gamma^{(0)n} - \lambda^+_n \hat{1})/(\lambda^+_n - \lambda^-_n), \]  

(162)

with \( \hat{1} \) being a \( 2 \times 2 \) unit matrix and with

\[ \lambda^\pm_n = \frac{1}{2} \left[ \gamma^{(0)n}_{qq} + \gamma^{(0)n}_{gg} \pm \sqrt{(\gamma^{(0)n}_{qq} - \gamma^{(0)n}_{gg})^2 + 4\gamma^{(0)n}_{qg}\gamma^{(0)n}_{gq}} \right], \]  

(163)

the eigenvalues of the 1-loop anomalous dimension matrix \( \gamma^{(0)n} \). Since the necessary anomalous dimension matrices are all given in \([51]\), it is easy to calculate the \( Q^2 \) evolution of the first moment of the flavor singlet longitudinally polarized distribution functions, i.e. the isosinglet axial-charge.

Because of its chiral-odd nature, the moments of the transversity distributions do not couple with gluons, irrespective of the flavor quantum numbers, which especially means that isovector and isoscalar tensor charges follow the same evolution equation. The anomalous dimension of the transversity distribution at the leading 1-loop order was first given by Artru and Mekhfi \([52]\), while the corresponding 2-loop contributions have recently been given by
three groups independently [53-55]. Once the relevant anomalous dimensions are known, it is easy to obtain an analytical solution of the NLO evolution equation for the nth moment of transversity distribution. Here, we use the form given by Hayashigaki et al. [54] as

$$\frac{\delta q^{[n]}_1(Q^2)}{\delta q^{[n]}_1(Q^2_{\text{init}})} = \left( \frac{\alpha_s(Q^2)}{\alpha_s(Q^2_{\text{init}})} \right)^{2\gamma_h^{(0)n}/\beta_0} \left( \frac{\beta_0 + \frac{\alpha_s(Q^2)}{4\pi} \frac{\alpha_s(Q^2)}{2\beta_0} + \frac{\alpha_s(Q^2_{\text{init}})}{4\pi}}{\beta_0 + \frac{\alpha_s(Q^2_{\text{init}})}{4\pi}} \right) \frac{1}{4}(\gamma_h^{(1)n} - \gamma_h^{(0)n})$$  \hspace{1cm} (164)

where the relevant anomalous dimensions $\gamma_h^{(0)n}$ and $\gamma_h^{(1)n}$ are all given in [51]. Fig.15 show the calculated $Q^2$ dependence of the axial and tensor charges. For obtaining it, we start with the theoretical first moments given at the initial energy scale $Q^2_{\text{init}} = 0.25 GeV^2$:

$$g_A^{(3)}(Q^2_{\text{init}}) = 1.41 \hspace{1cm} (165)$$

$$g_A^{(0)}(Q^2_{\text{init}}) = \Delta \Sigma(Q^2_{\text{init}}) = 0.35 \hspace{1cm} (166)$$

$$\Delta G(Q^2_{\text{init}}) = 0 \hspace{1cm} (167)$$

$$g_T^{(3)}(Q^2_{\text{init}}) = 1.22 \hspace{1cm} (168)$$

$$g_T^{(0)}(Q^2_{\text{init}}) = 0.56 \hspace{1cm} (169)$$

One sees that the $Q^2$ dependence of the flavor singlet axial charge is very small (it is almost constant except in the very low $Q^2$ region). A characteristic prediction of the CQSM for the axial charges, i.e. large isovector charge and small isoscalar charge appears to be qualitatively consistent with the corresponding experimental data at the relevant energy scale. As was pointed out by many authors [38,52-55], the $Q^2$ dependence of the tensor charges are sizably large. Although there is no experimental information for these latter quantities, this $Q^2$ dependence must be taken seriously when comparing the theoretical prediction of low energy models with future experimental date. (Note however that that the ratio $g_T^{(0)}/g_T^{(3)}$ is $Q^2$ independent.)

Because of the coupling between the flavor singlet axial charge (the longitudinal quark polarization) and the gluon polarization in the evolution equation, non-zero gluon polarization appears at high $Q^2$ even if we have assumed $\Delta G = 0$ at the initial energy scale of $Q^2_0 = 0.25 \text{ GeV}^2$. We show in Fig.16 the $Q^2$ evolution of $\Delta G$ in comparison with that of $\Delta \Sigma = g_A^{(0)}$. One sees that the gluon polarization rapidly grows with increasing $Q^2$. Already at $Q^2 \simeq 2 \text{ GeV}^2$, $\Delta G$ is seen to be larger than $\Delta \Sigma$. As explained in [49], the growth of the gluon polarization with $Q^2$ can be traced back to the positive sign of the anomalous dimension $\gamma_g^{(0)1}$ at the leading order ($\gamma_g^{(0)1} = 2$). The positivity of this quantity means that a polarized quark is preferred to radiate a gluon with helicity parallel to the quark polarization. Since the net quark spin component in the proton is positive, it follows that $\Delta G > 0$ at least for the gluons perturbatively emitted from quarks [49]. It is hoped that the direct information on $\Delta g(x,Q^2)$ from the di-jet asymmetry analyses at HERA in conjunction with the precise NLO analyses of $g_I(x,Q^2)$ will soon provide us with an accurate determination of the polarized gluon distribution as well as its first moment [56].
5 Summary

In summary, we have shown that the CQSM naturally explains qualitative behavior of the experimentally measured longitudinally polarized structure functions of the proton and the neutron. As was shown in our previous papers, the model also reproduces an excess of $\bar{d}$ sea over the $\bar{u}$ sea in the proton very naturally [17-19]. Furthermore, it predicts qualitative difference between the transversity distribution functions and longitudinally polarized distribution functions. For example, in simple valence quark models like the NRQM or the MIT bag model, the ratios of the isoscalar to isovector charges are just the same for both of the axial charges and the tensor charges. On the contrary, in the CQSM or in the lattice gauge theory, this ratio turns out to be much smaller for the axial charges than for the tensor charges. In our viewpoint, what makes this difference is “dynamical sea quark effects” dictated by the spontaneous chiral symmetry breaking of the QCD vacuum. Another noteworthy prediction of the CQSM is the opposite (spin) polarization of the $\bar{u}$ and $\bar{d}$ sea quarks, thereby indicating SU(2) asymmetric sea quark polarization. These observations then indicates that nonperturbative QCD dynamics due to the spontaneous chiral symmetry breaking would survive and manifest itself in the isospin (or flavor) dependence of high energy spin observables, especially in that of the polarized (as well as unpolarized) antiquark distribution functions.
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Figure caption

Fig. 1. The $O(\Omega^0)$ contributions to the isovector longitudinally polarized distribution functions $\Delta u(x) - \Delta d(x)$ (solid curves) and $\Delta \bar{u}(x) - \Delta \bar{d}(x)$ (dashed curves). Here the three figures (a), (b), and (c) correspond to the contributions of the discrete valence level, those of the Dirac sea quarks, and their sums, respectively.

Fig. 2. The $O(\Omega^1)$ contributions to the isovector longitudinally polarized distribution functions $\Delta u(x) - \Delta d(x)$ (solid curves) and $\Delta \bar{u}(x) - \Delta \bar{d}(x)$ (dashed curves). The meaning of the three figures (a), (b), and (c) is the same as in Fig.1.

Fig. 3. The $O(\Omega^1)$ contributions to the isoscalar longitudinally polarized distribution functions $\Delta u(x) + \Delta d(x)$ (solid curves) and $\Delta \bar{u}(x) + \Delta \bar{d}(x)$ (dashed curves). The meaning of the three figures (a), (b), and (c) is the same as in Fig.1.

Fig. 4. The final predictions of the CQSM for the longitudinally polarized distribution functions $\Delta u(x) - \Delta d(x)$ and $\Delta \bar{u}(x) - \Delta \bar{d}(x)$ given as the sums of the $O(\Omega^0)$ and $O(\Omega^1)$ contributions, in comparison with those for the isoscalar longitudinally polarized distribution functions $\Delta u(x) + \Delta d(x)$ and $\Delta \bar{u}(x) + \Delta \bar{d}(x)$ coming from the $O(\Omega^1)$ terms.

Fig. 5. The theoretical predictions for the longitudinally polarized distribution functions, $x(\Delta u(x) + \Delta \bar{u}(x) + \Delta d(x) + \Delta \bar{d}(x))$ and $x(\Delta u(x) + \Delta \bar{u}(x) - \Delta d(x) - \Delta \bar{d}(x))$, are compared with the corresponding semi-phenomenological parametrization given by Glück, Reya, Stratmann and Vogelsang [31]. Of the two theoretical curves in each figure, the solid curve is the answer of the present calculation, whereas the dashed curve is obtained by using the old treatment used in [17], which amounts to dropping some of the nonlocality effects in time.
Fig. 6. The predictions of the CQSM for the polarized antiquark distributions \( x\Delta \bar{u}(x) \) and \( x\Delta \bar{d}(x) \) are compared with the corresponding GRSV parametrization, which assumes SU(2) symmetric sea quark polarization, \( x\Delta \bar{u}(x) = x\Delta \bar{d}(x) \equiv x\Delta \bar{q}(x) \).

Fig. 7. The \( O(\Omega^0) \) contributions to the isovector transversity distribution functions \( \delta u(x) - \delta d(x) \) (solid curves) and \( \delta \bar{u}(x) - \delta \bar{d}(x) \) (dashed curves). Here the three figures (a), (b), and (c) correspond to the contributions of the discrete valence level, those of the Dirac sea quarks, and their sums, respectively.

Fig. 8. The \( O(\Omega^1) \) contributions to the isovector transversity distribution functions \( \delta u(x) - \delta d(x) \) (solid curves) and \( \delta \bar{u}(x) - \delta \bar{d}(x) \) (dashed curves). The meaning of the three figures (a), (b), and (c) is the same as in Fig.1.

Fig. 9. The \( O(\Omega^1) \) contributions to the isoscalar transversity distribution functions \( \delta u(x) + \delta d(x) \) (solid curves) and \( \delta \bar{u}(x) + \delta \bar{d}(x) \) (dashed curves). The meaning of the three figures (a), (b), and (c) is the same as in Fig.1.

Fig. 10. The final predictions of the CQSM for the transversity distribution functions \( \delta u(x) - \delta d(x) \) and \( \delta \bar{u}(x) - \delta \bar{d}(x) \) given as the sums of the \( O(\Omega^0) \) and \( O(\Omega^1) \) contributions, in comparison with those for the isoscalar transversity distribution functions \( \delta u(x) + \delta d(x) \) and \( \delta \bar{u}(x) + \delta \bar{d}(x) \) coming from the \( O(\Omega^1) \) terms.

Fig. 11. The solid curve represents the theoretical distribution functions \( \Delta u(x) - \Delta d(x) \), whereas the dashed curve is a modified one obtained from it by multiplying a \( x \)-dependent cutoff factor \( (1 - x^{10}) \).

Fig. 12. The theoretical predictions for the twist-2 spin dependent quark distribution functions before and after \( Q^2 \)-evolution. Here \( \Delta u(x) \) and \( \delta u(x) \) (in (a)) respectively stand for the longitudinal and transversity distributions of \( u \)-quark, while \( \Delta d(x) \) and \( \delta d(x) \) (in (b)) are the corresponding quantities for \( d \)-quark.
The theoretical predictions for the twist-2 spin dependent antiquark distribution functions before and after $Q^2$-evolution. Here $\Delta u(x)$ and $\delta u(x)$ (in (a)) respectively stand for the longitudinal and transversity distributions of $\bar{u}$-quark, while $\Delta d(x)$ and $\delta d(x)$ (in (b)) are the corresponding quantities for $\bar{d}$-quark.

The theoretical predictions for the proton and neutron spin structure functions $g_{1p}(x, Q^2)$ and $g_{1n}(x, Q^2)$ at $Q^2 = 4 \text{ GeV}^2$ in comparison with the corresponding SLAC data. The solid and dashed curves in (a) respectively stand for the prediction of the CQSM and that of the naive MIT bag model for $g_{1p}(x, Q^2)$, whereas the black circles are the E143 data. The corresponding theoretical predictions for the $g_{1n}(x, Q^2)$ are shown in (b) together with the E154 data.

The scale dependence of the axial and tensor charges. The evolution equations at the next-to-leading order are solved under the initial conditions $g_{A}^{(3)}(Q_{\text{init}}^2) = 1.41$, $g_{A}^{(0)}(Q_{\text{init}}^2) \equiv \Delta \Sigma(Q_{\text{init}}^2) = 0.35$, $g_{T}^{(3)}(Q_{\text{init}}^2) = 1.22$, $g_{T}^{(0)}(Q_{\text{init}}^2) = 0.56$, and $\Delta G(Q_{\text{init}}^2) = 0$ at $Q_{\text{init}}^2 = 0.25 \text{ GeV}^2$.

The scale dependence of the flavor singlet axial charge (or the quark polarization) and the gluon polarization. The initial conditions for the evolution equation is the same as given in Fig.15.