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Abstract

We discuss some general features of black holes of five-dimensional supergravity, such as the first law of black hole mechanics. We also discuss some special features of rotating supersymmetric black holes. In particular, we show that the horizon is a non-singular, and non-rotating, null hypersurface whose intersection with a Cauchy surface is a squashed 3-sphere. We find the Killing spinors of the near-horizon geometry and thereby determine the near-horizon isometry supergroup.
1 Introduction

Stationary, charged, asymptotically-flat black hole solutions of the vacuum Einstein-Maxwell equations exist for all spacetime dimensions $D \geq 4$ [1, 2]. They are characterized by their mass $M$, charge $Q$, and a number of angular momenta $J$ equal to the rank of the rotation group $SO(D - 1)$. They have an event horizon with surface gravity $\kappa$ and $(D - 2)$-volume $A$, electric potential $\Phi_H$ and angular velocities $\Omega_H$. These quantities are related by the first law of black hole mechanics

$$dM = \frac{\kappa}{8\pi G_D} dA + \Phi_H dQ + \Omega_H \cdot dJ,$$

where $G_D$ is the $D$-dimensional Newton constant. This law was first established in the context of $D = 4$ Einstein-Maxwell theory [3]. It has been generalized to arbitrary $D$ for uncharged black holes [2, 4]. One purpose of this paper is to provide the further generalization to charged black holes.

We shall be interested principally in supersymmetric charged black holes. These are naturally viewed as (special) solutions of $D$-dimensional supergravity theories, but they can be defined independently of supergravity as black hole solutions admitting at least one Killing spinor. Remarkably, such solutions exist only for $D = 4$ and $D = 5$. The $D = 4$ case is already well-understood, so the main focus of this paper will be on the $D = 5$ case. We should emphasize that by ‘black hole’ we mean here an asymptotically flat spacetime that is non-singular on and outside an event horizon. There are supersymmetric particle-like solutions of $D > 5$ supergravity theories that are sometimes called black holes, but these are always singular. There are also supersymmetric black holes in $D = 3$, but the spacetime in that case is asymptotically anti-de Sitter rather than asymptotically flat. Of course, there are non-singular supersymmetric black brane solutions in various $D \geq 4$ supergravity theories but these are neither ‘particle-like’ nor, strictly speaking, asymptotically flat.

The bosonic sector of $N = 2$ $D = 4$ supergravity is Einstein-Maxwell theory. For any asymptotically flat solution of Einstein-Maxwell theory that is non-singular on and outside the event horizon the mass $M$ is bounded below by the charge $Q$ [6]. In geometrized units of charge the bound is $M \geq |Q|$. A quantum version of this bound follows directly from the supersymmetry algebra [7], and configurations that saturate it, i.e. those with
$M = |Q|$, preserve half the supersymmetry of the vacuum. These configurations are the extreme Reissner-Nordström (RN) (multi) black holes, and the asymptotic values of the Killing spinor fields that they admit can be identified with the zero-eigenvalue eigen-spinors of the anticommutator of supersymmetry charges. Although the bound $M \geq |Q|$ makes no mention of the angular momentum $J$, solutions that saturate it are singular unless $J = 0$. Another way to understand why the angular momentum must vanish for supersymmetric $D = 4$ black holes is to observe that the unique Killing vector field $k$ with normalization $k^2 = -1$ at infinity is the ‘square’ of a Killing spinor that is non-singular everywhere outside the horizon. This implies that $k$ is timelike everywhere outside the horizon and hence that there is no ergoregion, but a black hole for which the horizon has a non-vanishing angular velocity necessarily has an ergoregion. We thereby deduce that a supersymmetric black hole must be ‘non-rotating’ in the sense that its horizon cannot rotate. It then follows that $J = 0$, e.g. from the theorem that every stationary, non-rotating Einstein-Maxwell black hole must be static [5].

When considering how these results about $D = 4$ Einstein-Maxwell theory may generalize to $D = 5$ it is important to appreciate that in $D = 5$ it is possible to include an additional ‘AFF’ Chern-Simons (CS) term. This makes no difference to the class of static solutions but it does affect the class of stationary solutions. Here we shall take the $D = 5$ ‘Einstein-Maxwell’ theory to be the bosonic sector of $D = 5$ supergravity for which the CS term is present with a particular coefficient. Specifically, the Lagrangian is

$$L = \frac{1}{16\pi G_5} \left[ \sqrt{-g} \left( R - F^2 \right) - \frac{2}{3\sqrt{3}} e^{mpqr} A_m F_{np} F_{qr} \right]$$

The mass $M$ of any asymptotically flat solution satisfies the bound [10]

$$M \geq \frac{\sqrt{3}}{2} |Q|$$

and solutions that saturate this bound admit Killing spinors.

The general stationary black hole solution of $D = 5$ supergravity will depend on four parameters, the mass $M$, the electric charge $Q$, and two angular momenta, $J_1$ and $J_2$. It is implicit in the 7-parameter string solution of a $D = 6$ model discussed in

\[1\] The singularity may be resolved in Kaluza-Klein theory [8].
[11], since the $D = 5$ Lagrangian (2) is a truncation of an $S^1$ compactification of the $D = 6$ Lagrangian used there. We shall not need the explicit solution of [11] here. The bound (3) makes no reference to the two angular momenta $J_1$ and $J_2$ but, as in the $D = 4$ case, the requirement of non-singularity constrains these parameters. When the bound is saturated the constraint is such that one linear combination of $J_1$ and $J_2$ must vanish. Thus, the general supersymmetric $D = 5$ black hole [12] is parameterized by its mass $M$ and one angular momentum, which we shall call $J$. The $J = 0$ case is just a straightforward generalization to $D = 5$ of the extreme RN solution, and it is sometimes called the ‘Tangherlini’ black hole [1]; in the context of $D = 5$ supergravity it preserves half the supersymmetry of the vacuum [10].

The fact that there exist rotating supersymmetric black holes is quite surprising in view of the previous argument that the horizon must be non-rotating. That argument was presented in the context of $D = 4$ black holes but it is equally valid for $D = 5$. Thus, it is not true that every stationary, non-rotating $D = 5$ Einstein-Maxwell black hole is static, if by ‘non-rotating’ one means vanishing angular velocity of the horizon, and by ‘Einstein-Maxwell’ one means the bosonic sector of $D = 5$ supergravity. The supersymmetric rotating black holes are counter-examples to this would-be theorem. We should stress that these are solutions of the ‘Einstein-Maxwell’ equations only if the latter are understood to include the contribution of the CS term with the precise coefficient required by $D = 5$ supergravity. It is quite possible that this particular theory is exceptional in this regard among the class of Einstein-Maxwell theories parameterized by the CS coefficient.

These observations indicate that a thorough investigation of the properties of black hole solutions of $D = 5$ supergravity is warranted, supersymmetric black holes in particular. Here we begin this investigation with a derivation of the first law of black hole mechanics (generalizing the result of [2] for uncharged black holes) and a study of the local and global properties of supersymmetric black holes. In particular, we confirm that a rotating supersymmetric black hole has a non-singular and non-rotating horizon. The effect of rotation on the horizon is not to make it rotate but to deform it from a round 3-sphere to a squashed 3-sphere! This implies that the angular momentum is stored in the Maxwell field, which it is, but another surprise is that a negative fraction of the total
is stored *behind* the horizon.

It has been appreciated for some time that the extreme RN black hole interpolates between D=4 Minkowski spacetime (near infinity) and the Robinson-Bertotti $adS_2 \times S^2$ spacetime (near the horizon) [13] and that the latter is, like D=4 Minkowski, a maximally supersymmetric vacuum solution of N=2 D=4 supergravity [14]. In fact, it admits an $SU(1, 1|2)$ isometry supergroup [15]. There is therefore a restoration of full supersymmetry in either of the two asymptotic regions. These results have a direct generalization to the Tangherlini black hole. This solution interpolates between maximally supersymmetric vacua of $D = 5$ supergravity, in this case between $D = 5$ Minkowski spacetime (near spatial infinity) and $adS_2 \times S^3$ (near the horizon) [10]. There is again a full restoration of supersymmetry in either asymptotic region [16]. Here we are able to identify the isometry supergroup in the near-horizon limit as $SU(1, 1|2) \times SU(2)_R$ where $SU(2)_R$ is the group generated by the left-invariant vector fields on $S^3 \cong SU(2)$ and $SU(1, 1|2)$ contains the $SU(2)_L$ subgroup generated by the right-invariant vector fields. Apart from the $SU(2)_R$ factor this is the same as the D=4 case$^2$.

Like the (non-rotating) Tangherlini black hole, the rotating supersymmetric $D = 5$ black hole also preserves half the supersymmetry of the vacuum. Moreover, it was shown in [17] that there is again a full restoration of supersymmetry near the horizon. We confirm this result here by a direct determination of the Killing spinors. We are then able to show, using a method introduced in [18], that the isometry supergroup of the near-horizon limit is

$$SU(1, 1|2) \times U(1)_R.$$  (4)

In other words, the rotation breaks $SU(2)_R$ to $U(1)_R$ without affecting the supersymmetries. The near-horizon spacetime is a homogeneous spacetime of the form

$$[SO(2, 1) \times SU(2)_L \times U(1)_R]/[U(1) \times U(1)].$$  (5)

One such space is the direct product of $adS_2$ with a squashed 3-sphere. The horizon (or rather, its intersection with a Cauchy surface) is indeed a squashed 3-sphere, with a

$^2$This might seem surprising but it is a reflection of the fact that the $SU(2)$ gauge fields in the effective D=2 supergravity theory arising from compactification of $D = 5$ supergravity on $S^3$ belong not to the graviton supermultiplet but to an $SU(2)$ super-Yang-Mills multiplet.
squashing parameter simply related to $J$, but the full five-dimensional spacetime is *not* a direct product.

The organization of this paper is as follows. We begin with a derivation of the first law of black hole mechanics for black holes of $D = 5$ supergravity. We then solve the Killing spinor equations to recover the explicit rotating supersymmetric black hole solutions of [12]. We then determine various properties of the horizon, of the global structure behind the horizon, and we study the distribution of the angular momentum in the Maxwell field. We follow this with a detailed analysis of the near-horizon limit, its Killing spinors and its isometry supergroup. We conclude with some speculations about how the physics of $D = 5$ black holes in general Einstein-Maxwell-CS theories might depend on the CS coefficient.

2 The First Law

The bosonic fields of minimal D=5 supergravity are the 5-metric $g$ and a Maxwell 1-form $A$ with 2-form field strength $F = dA$. The field equations include Einstein’s equations (for coordinates $x^m$, $m = 0, 1, \ldots, 4$)

$$G_{mn} = 2T_{mn}$$

with the Maxwell stress-energy tensor

$$T_{mn} = F_{mp}F_{n}^{p} - \frac{1}{4}g_{mn}F^{2},$$

and Maxwell’s equations modified by the CS contribution

$$D_{m}F^{mn} = \frac{1}{2\sqrt{3}\sqrt{-g}}\varepsilon^{npqrs}F_{pq}F_{rs}.$$

Note that the stress-energy tensor is covariantly conserved (i.e. $D_{m}T^{mn} = 0$) for solutions of the Maxwell/CS field equations by virtue of the five-dimensional identity

$$F_{[mn}F_{pq}F_{r]}s \equiv 0.$$

Our main aim in this section will be to derive a Smarr-type formula for (stationary and asymptotically flat) black hole solutions of the above equations. We will then use
this to derive the first law (1). In attacking this problem, however, it will be useful to consider first the pure Einstein-Maxwell theory in which (8) is replaced by the simpler Maxwell-equation

$$D_m F^{mn} = 0 .$$

(10)

In this case the extension to arbitrary spacetime dimension $D$ is straightforward, and will facilitate the comparison of the $D = 4$ and $D = 5$ cases. We will then extend the analysis to the case of odd dimensions $D = 2n + 1$ in which the Einstein-Maxwell action may be supplemented by an ‘$A F^n$’ CS term. This will include the $D = 5$ case of interest, which will turn out to be a rather special case among the class of odd-dimensional Einstein-Maxwell-CS theories.

Let us begin with the general analysis of the Einstein-Maxwell system. We shall be concerned with stationary asymptotically flat solutions, for which there exists a unique (timelike) Killing vector field $k$ normalized such that $k^2 = -1$ at spatial infinity. For $D$ spacetime dimensions (with $D \geq 4$) the total mass is given by [2]

$$M = \frac{(D - 2)}{(D - 3)} \frac{1}{16\pi G_D} \int_\infty dS_{mn} D^m k^n ,$$

(11)

where the integral is taken over the $(D - 2)$-sphere at spatial infinity.

We shall further restrict our attention to solutions admitting an additional $[(D - 1)/2]$ commuting spacelike vector fields $m$ with closed orbits; these are associated with the angular momenta $J$ [2]; there will be two such Killing vector fields for $D = 5$ corresponding to the two angular momenta $J_1$ and $J_2$. We can choose coordinates such that $m_i = \partial / \partial \varphi^i$ and since the orbits are closed we can normalize $m$ by requiring the coordinates $\varphi^i$ to be identified modulo $2\pi$. The associated angular momenta are then [2]

$$J = \frac{1}{16\pi G_D} \int_\infty dS_{mn} D^m m^n .$$

(12)

Finally, the total electric charge, in geometrized units, is

$$Q = \frac{1}{8\pi G_D} \int_\infty dS_{mn} F^{mn} .$$

(13)

Our derivation of the first law relies on the theorem that the event horizon of a stationary black hole is a Killing horizon of some linear combination of $k$ and $m$ [19]. Let

$$\xi = k + \Omega_H \cdot m$$

(14)
be this Killing vector field. The constant coefficients $\Omega_H$ are the angular velocities of the horizon. Let $\Sigma$ be a spacelike hypersurface with boundaries at spatial infinity and on the horizon. Using Gauss’ law and (14), we can then rewrite each of the formulae for $M$ and $J$ as the sum of an integral over $\Sigma$ and a surface integral over the boundary $H$ of $\Sigma$ on the horizon. This leads to the formula

$$M = -\frac{(D - 2)}{(D - 3)4\pi G_D} \int_\Sigma dS_m R^m_{\ n}\xi^n + \frac{(D - 2)}{(D - 3)} \Omega_H \cdot J - \frac{(D - 2)}{(D - 3)16\pi G_D} \oint_H dS_m D^m\xi^n$$ (15)

We may write $dS_{mn} = 2dA\xi_{[m}n_{n]}$ for some null vector field $n$ such that $\xi \cdot n = -1$. Then, using the fact that $(\xi \cdot D)\xi = \kappa\xi$ on the horizon, where $\kappa$ is the horizon surface gravity, which is constant by the zeroth law, we may express the final integral in terms of $\kappa$ and the $(D - 2)$-volume of the horizon $A$. If in addition we use the Einstein equation in the form

$$R^m_{\ n} = F^mpF_{np} - \frac{1}{2(D - 2)}\delta^m_{\ n}F^2,$$ (16)

then we arrive at the formula

$$M = -\frac{(D - 2)}{(D - 3)4\pi G_D} \int_\Sigma dS_m[F^m_{np}(\xi^n_{\ F_{np}}) - \frac{1}{2(D - 2)}\xi^mF^2] + \frac{(D - 2)}{(D - 3)} \Omega_H \cdot J + \frac{(D - 2)}{(D - 3)8\pi G_D} \kappa A$$ (17)

We shall assume that $\mathcal{L}_\xi F = 0$, where $\mathcal{L}_\xi$ is the Lie derivative with respect to the vector field $\xi$. By a choice of gauge we can then arrange that $\mathcal{L}_\xi A = 0$, from which it follows that

$$\xi^m_{\ F_{np}} = -\partial_p(\xi \cdot A),$$ (18)

and hence that

$$F^m_{np}(\xi^n_{\ F_{np}}) = -D_p[(\xi \cdot A)F^{mp}] - (\xi \cdot A)(D_pF^{pm}).$$ (19)

It also follows that

$$\xi^mF^2 = 4D_p[\xi^{[m}F_{p]n}A_{n}] - 2\xi^mA_n(D_pF^{pn}).$$ (20)
Using these relations we find that

\[
M = \frac{(D - 2)}{(D - 3)4\pi G_D} \int_{\Sigma} dS_m dD_p \left[ (\xi \cdot A)^F_m p + \frac{2}{(D - 2)} \xi^m F^p m A_n \right] \\
+ \frac{1}{(D - 3)4\pi G_D} \int_{\Sigma} dS_m [(D - 2)(\xi \cdot A)\delta^m_n - \xi^m A_n] (D_p F^m) \\
+ \frac{(D - 2)}{(D - 3)8\pi G_D} \Omega_H \cdot J + \frac{(D - 2)}{(D - 3)8\pi G_D} \kappa A
\]  

(21)

The second of the above integrals vanishes for solutions of the Maxwell equations (10); we keep it here because it will not vanish when CS interactions are added. The first integral can be rewritten as the difference of surface integrals at spatial infinity and on the horizon. We shall suppose that \( \xi \) falls off sufficiently fast near spatial infinity that the surface integral at spatial infinity vanishes. We are then left with the surface integral

\[-\frac{(D - 2)}{(D - 3)8\pi G_D} \int_H dS_{mp} \left[ (\xi \cdot A)^F_m p + \frac{2}{(D - 2)} \xi^m F^p m A_n \right]. \]  

(22)

Now, Raychaudhuri’s equation for geodesic deviation implies that the scalar \( R_{mn}\xi^m \xi^n \) vanishes on a Killing horizon of \( \xi \). Using the Einstein equation and the fact that \( \xi \) is null on the horizon we deduce that the 1-form \( V = i_\xi F \) is also null on the horizon. But, \( \xi \cdot V \equiv 0 \) so \( V^m \partial_m \) is tangent to the horizon. Any tangent to the horizon that is null must be proportional to \( \xi \), so we deduce that, on the horizon, \( \xi^m F_{mn} \) is some function times \( \xi_n \). It then follows (by the use of the relation \( dS_{mn} = 2dA \xi_{[m} n_n] \)) that

\[
\int_H dS_{mp} \xi^m F^p m A_n = -\frac{1}{2} \int_H dS_{mp} (\xi \cdot A)^F_m p, \]

which allows us to reduce (22) to

\[-\frac{1}{8\pi G_D} \int_H dS_{mn} (\xi \cdot A)^F_{mn}. \]  

(24)

Now \( (\xi \cdot A) \) is constant on the horizon\(^3\). The constant is, by definition, minus the co-rotating electric potential \( \Phi_H \), i.e. \( (\xi \cdot A)_H = -\Phi_H \). Taking this constant outside the integral, an application of Gauss’ theorem then yields

\[-\frac{1}{8\pi G_D} \int_H dS_{mn} (\xi \cdot A)^F_{mn} = \Phi_H \left[ Q + \frac{1}{4\pi G_D} \int_{\Sigma} dS_m D_p F^p m n \right]. \]  

(25)

\(^3\)From (18) we have \( d(\xi \cdot A) = -i_\xi F \). As explained above, \( i_\xi F \propto dx^m \xi_m \) on the horizon. It follows that \( i_\xi d(\xi \cdot A)_H \propto t \cdot \xi \), which vanishes if \( t \) is tangent to the horizon.
If we now assume the validity of the Maxwell equations (10) then we may rewrite the expression (21) for $M$ as

$$M = \Phi H Q + \frac{(D - 2)}{(D - 3)} \Omega H \cdot J + \frac{(D - 2)}{(D - 3)8\pi G_D} \kappa A.$$  \hspace{1cm} (26)

We have thus arrived at a Smarr-type formula for $D$-dimensional Einstein-Maxwell black holes from which the first law can be deduced. We shall begin by assuming that black hole solutions are uniquely determined by their mass, charge, and angular momenta. This is what one would expect if the uniqueness theorems proved for $D = 4$ can be extended to $D = 5$. In this case the mass is a function $M(Q, J, A)$ of the charge, angular momenta, and $(D - 2)$-volume of the horizon cross-section. In units for which $G_D = 1$ the independent variables of this function have dimensions as follows:

$$[Q] = M, \quad [J] = [A] = M^{(D-2)/(D-3)}.$$  \hspace{1cm} (27)

There can be no dependence of the function $M$ on any other dimensionful quantity because the Einstein-Maxwell Lagrangian involves no dimensional constants other than the overall factor of $1/16\pi G_D$. This is because every term in the Lagrangian has precisely two derivatives (and we take the metric and gauge potential to be dimensionless). It follows that $M(Q, J, A)$ must be a weighted homogeneous function, to which an application of Euler’s theorem yields

$$Q \frac{\partial M}{\partial Q} + \frac{(D - 2)}{(D - 3)} J \cdot \frac{\partial M}{\partial J} + \frac{(D - 2)}{(D - 3)} A \frac{\partial M}{\partial A} = M.$$  \hspace{1cm} (28)

Substituting (26) on the right hand side, and using the independence of the variables $(Q, J, A)$, we deduce (reinstating the $G_D$-dependence) that

$$\frac{\partial M}{\partial Q} = \Phi H, \quad \frac{\partial M}{\partial J} = \Omega H, \quad \frac{\partial M}{\partial A} = \kappa \frac{8\pi G_D}{8\pi G_D}.$$  \hspace{1cm} (29)

and hence the first law (1).

Of course, the preceding analysis does not apply to the five-dimensional theory in which we were originally interested because of the CS term in (2). More generally, it fails to apply in any odd spacetime dimension $D = 2n + 1$ for which the Lagrangian includes a CS term, which we may write as

$$L_{int} = -\frac{1}{16\pi G_D n + 1} \varepsilon^{mnp\cdots qr} A_m F_{np} \cdots F_{qr}.$$  \hspace{1cm} (30)
for some coupling constant $\lambda$. With the addition of this term the equation of motion for $A$ becomes

$$D_m F^{mn} = \frac{\lambda}{\sqrt{-g}} \varepsilon^{npq \cdots rs} F_{pq} \cdots F_{rs}.$$  

(31)

It will be useful to rewrite this equation as

$$D_m (F^{mn} + 2\lambda J^{mn}) = 0$$  

(32)

where

$$J^{mn} = \frac{1}{\sqrt{-g}} \varepsilon^{mpqrst} A_p F_{qr} \cdots F_{st}.$$  

(33)

We also note that the five-dimensional identity (9), which ensured stress-energy conservation, is extended to

$$F_{[mn} F_{pq]rs} \equiv 0$$  

(34)

with $n + 1$ factors of the field strength in $D = 2n + 1$ dimensions.

Most of the previous analysis remains unchanged, but we must now reconsider the integral

$$\frac{1}{(D - 3)4\pi G_D} \int_{\Sigma} dS_m [(D - 2)\xi \cdot A] \delta^m_n - \xi^m A_n] (D_p F^m)$$  

(35)

in (21). This contribution was previously zero. Now, as a result of (32), it equals

$$-\frac{\lambda}{(D - 3)2\pi G_D} \int_{\Sigma} dS_m [(D - 2)\xi \cdot A] \delta^m_n - \xi^m A_n] (D_p J^m)$$  

(36)

Using the identity $A_p J^{np} \equiv 0$, we may simplify this to

$$-\frac{\lambda}{(D - 3)4\pi G_D} \int_{\Sigma} dS_m [2(D - 2)\xi \cdot A D_p J^m + \xi^m F_m J^m]$$  

(37)

Now, the identity $\xi^{[m} \varepsilon^{npq \cdots rs]} \equiv 0$ can be used to show that

$$\xi^m F_{mp} J^m = -2(\xi \cdot A) D_p J^m - (D - 1) \partial_n (\xi \cdot A) J^{mn}$$  

(38)

which allows us to rewrite the expression (37) as

$$-\frac{\lambda}{(D - 3)2\pi G_D} \int_{\Sigma} dS_m [2(D - 3)D_p (\xi \cdot A J^m) - (D - 5) \partial_p (\xi \cdot A) J^{pm}]$$  

(39)

Under the same assumptions as before regarding the behaviour of $A$ near spatial infinity, and again using (18), this equals

$$-\frac{\lambda}{4\pi G_D} \int_H dS_{mp} (\xi \cdot A) J^{mp} - \frac{(D - 5)\lambda}{(D - 3)4\pi G_D} \int_{\Sigma} dS_m \xi^n F_{np} J^{mn}$$  

(40)
The surface term may be combined with that in (24) to yield
\[-\frac{1}{8\pi G_D} \oint_H dS_{mn}(\xi \cdot A) [F^{mn} + 2\lambda J^{mn}] \]  
(41)

As before \((\xi \cdot A)\) is constant on the horizon and can be taken outside the integral. Using Gauss’ theorem and the modified equation of motion (32) we may reduce this surface term to \(\Phi_H Q\), so our expression for \(M\) becomes
\[M = \Phi_H Q + \frac{(D-2)}{(D-3)} \Omega_H \cdot J + \frac{(D-2)}{(D-3)8\pi G_D} \kappa A + \frac{(D-5)}{(D-3)} \lambda I . \]  
(42)

where
\[I = -\frac{1}{4\pi G_D} \int_{\Sigma} dS_m \xi^n F_{np} J^{pm} . \]  
(43)

The case of principal interest here is \(D = 5\) for which the coefficient of the last term in eq. (42) vanishes and we therefore recover the Smarr-type formula used previously to derive the first law. The \(D = 5\) case is also special in one other regard: the CS term is quadratic in derivatives and therefore has the same dimension as the other terms in the Lagrangian, which again involves no dimensionful parameters other than the overall factor of \(1/16\pi G_D\). The previous proof of the first law therefore goes through without change. In the case of supersymmetric black holes for which (as we shall confirm in the following section) \(\kappa\) and \(\Omega_H\) vanish, we have \(M = \Phi_H Q\). Because supersymmetric solutions saturate the bound (3) we deduce that \(\Phi_H = \sqrt{3}/2\). We shall shortly confirm this prediction.

For all odd spacetime dimensions higher than five, the coefficient of the \(\lambda I\) term in (42) does not vanish and hence this Smarr-type formula does not reduce to the form given in eq. (26). This is not unexpected because the proof of the first law via Euler’s theorem also requires modification. This is because the CS term is now more than quadratic in derivatives and the coupling \(\lambda\) is therefore a new dimensionful parameter. Specifically, the dimension of \(\lambda\), for \(G_D = 1\), is \([\lambda] = (D-5)/(D-3)\). Hence one has \(M(Q, J, A, \lambda)\), and eq. (28) must be modified by the addition of a term \((D-5)/(D-3) \lambda (\partial M/\partial \lambda)\) on the left hand side. The first law will then follow in these cases too provided that the integral eq. (43) equals this additional term, \(i.e.,\) provided that \((\partial M/\partial \lambda) = I\). We certainly expect this to be true because the first law refers only to variations of the physical parameters specifying a solution, and not to variations of the coupling constants in the theory.
3 Supersymmetric black holes

Supersymmetric solutions of the field equations (6) are those for which there exist non-vanishing solutions for $\zeta$ of the Killing spinor equation [10]

$$[\mathcal{D} + \frac{1}{4} \omega_{ab} \Gamma^{ab} + \frac{i}{4\sqrt{3}} \left(e^a \Gamma^{bc} F_{bc} - 4e^a \Gamma^b F_{ab}\right)] \zeta = 0 \quad (44)$$

where $e^a$ are the frame 1-forms and $\omega_{ab}$ is the spin-connection 1-form$^4$. The spinor $\zeta$ is necessarily complex. The Dirac matrices are also complex but the product of all five is $\pm i$. A choice of the sign amounts to a choice of one of two inequivalent $4 \times 4$ representations.

We shall choose the Dirac matrices such that

$$\Gamma^{01234} = i. \quad (45)$$

We shall consider configurations of the form

$$ds^2 = -(e^0)^2 + e^i e^j \delta_{ij}, \quad F = \frac{\sqrt{3}}{2} d e^0, \quad (46)$$

where

$$e^0 = H^{-1}(dt + a), \quad e^i = H^\frac{3}{2} dx^i \quad (i = 1, 2, 3, 4). \quad (47)$$

with time-independent function $H$ and 1-form $a$. A calculation yields

$$\omega_{0i} = e^0 H^{-3/2} \partial_i H - \frac{1}{2} e^j H^{-2} f_{ij} \quad (48)$$

$$\omega_{ij} = e^k H^{-3/2} \delta_{[i} \partial_{j]} H + \frac{1}{2} e^0 H^{-2} f_{ij} \quad (49)$$

$$F = -\frac{\sqrt{3}}{2} H^{-3/2} \partial_i H e^i \wedge e^0 + \frac{\sqrt{3}}{4} H^{-2} f_{ij} e^i \wedge e^j \quad (50)$$

where

$$f_{ij} = \partial_i a_j - \partial_j a_i. \quad (51)$$

Since

$$d = e^0 H \partial_i + e^i H^{-1/2}(\partial_i - a_i \partial_k) \quad (52)$$

$^4$In contrast to [10] we use here the ‘mostly plus’ metric convention, which accounts for the factor of $i$. 
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we find that the Killing spinor equations become

\[
\partial_t \zeta = \frac{1}{2} H^{-3} \left( i H^{1/2} \partial_i H \Gamma^i - \frac{1}{4} f_{ij} \Gamma^{ij} \right) (1 - i \Gamma^0) \zeta
\]

\[
(\partial_t - a_i \partial_i) \zeta = -\frac{1}{4} H^{-3/2} \partial_j H \Gamma^{ij} (1 - i \Gamma^0) \zeta + i \partial_i \left( \log H^{-1/2} \right) \Gamma^0 \zeta
\]

\[
+ \frac{1}{4} \left( f_{ij} + \tilde{f}_{ij} \right) \Gamma^j \Gamma^0 \zeta
\]

(53)

where

\[
\tilde{f}_{ij} = \frac{1}{2} \epsilon_{ijkl} f_{kl} .
\]

(54)

The integrability conditions are consistent with non-zero \( \zeta \) only if

\[
d \Gamma^0 \zeta = \zeta ,
\]

(55)

and

\[
f_{ij} + \tilde{f}_{ij} = 0 .
\]

(56)

The Killing spinor equations are then solved by

\[
\zeta = H^{-1/2} \zeta_0
\]

(57)

where \( \zeta_0 \) is a constant eigenspinor of \( d \Gamma^0 \) with eigenvalue 1. The Maxwell field equation implies that \( H \) is harmonic. Allowing for point singularities, we have

\[
H = 1 + \sum_i \mu_i / |x - x_i|^2
\]

(58)

where \( x \) is a displacement vector in \( \mathbb{R}^4 \) and \( \mu_i \) are a set of positive constants.

The anti-self-duality equation (56) for \( f = da \) is solved by

\[
a = dx^m J_m \,^n \partial_n K
\]

(59)

where \( K \) is a harmonic function on \( \mathbb{C}^2 \simeq \mathbb{R}^4 \) with complex structure \( J \). If we require that \( a \) vanish at spatial infinity then any non-constant \( K \) must have singularities, but these can be chosen to be point singularities that coincide with the singularities of \( H \). Thus each singularity of \( H \) is associated with some residue of the function \( K \). Under circumstances to be spelled out below these singularities are merely coordinate singularities at Killing
horizons of the metric, the union of which is the event horizon. For \( A \) to vanish at infinity
as assumed in our discussion of the first law we must choose the Maxwell gauge such that

\[
A = \frac{\sqrt{3}}{2} \left[ H^{-1}(dt + a) - dt \right].
\]  

(60)

Since \( H^{-1} \) vanishes on the event horizon we deduce that \( \Phi_H \) takes the same constant
value, \( \sqrt{3}/2 \), on each connected component of the horizon. As pointed out in our earlier
discussion this value is required by any black hole solution that saturates the bound (3).

If we now assume a connected event horizon then the harmonic function \( H \) has a
single point singularity in \( \mathbb{E}^4 \), which we may choose to be the origin of spherical polar
coordinates. Thus, the \( \mathbb{E}^4 \) metric is

\[
ds^2(\mathbb{E}^4) = dr^2 + r^2 d\Omega_3^2
\]

(61)

where \( d\Omega_3^2 \) is the \( SO(4) \) invariant metric on the 3-sphere. In these coordinates we have

\[
H = 1 + \frac{\mu}{r^2}
\]

(62)

where \( \mu \) is a positive constant related to the mass \( M \) by

\[
M = \frac{3\pi \mu}{4G_5}.
\]

(63)

We may write the 3-sphere metric as

\[
d\Omega_3 = \frac{1}{4}(\sigma_1^2 + \sigma_2^2 + \sigma_3^2)
\]

(64)

where \( \sigma_i \) (\( i = 1, 2, 3 \)) are the three left-invariant one-forms satisfying

\[
d\sigma_1 = \sigma_2 \wedge \sigma_3 \quad \text{and cyclic}
\]

(65)

A useful explicit choice of coordinates on \( S^3 \) is

\[
d\Omega_3^2 = \frac{1}{4}[d\theta^2 + d\phi^2 + d\psi^2 + 2 \cos \theta d\psi d\phi],
\]

(66)

where

\[
0 \leq \theta < \pi, \quad 0 \leq \phi < 2\pi, \quad 0 \leq \psi < 4\pi.
\]

(67)
With this choice, the three one-forms $\sigma_i$ may be written as
\begin{align*}
\sigma_1 &= - \sin \psi \, d\theta + \cos \psi \sin \theta \, d\phi \\
\sigma_2 &= \cos \psi \, d\theta + \sin \psi \sin \theta \, d\phi \\
\sigma_3 &= d\psi + \cos \theta \, d\phi
\end{align*}
(68)

If the vector fields $\partial/\partial \psi$ and $\partial/\partial \phi$ are assumed to be Killing then the 1-form $a$ can be assumed, without loss of generality, to be
\begin{equation}
a = \frac{j}{2r^2} \sigma_3
\end{equation}
(69)
where $j$ is a parameter related to the angular momentum $J$ associated with the Killing vector field $2\partial/\partial \psi$ (which has the normalization assumed earlier)\footnote{Note that in the ‘Cartesian’ coordinates of eqs. (46,47), this angular momentum is related to simultaneous rotations in two orthogonal planes.}. Specifically,
\begin{equation}
J = -\frac{j\pi}{2G_5}.
\end{equation}
(70)
The angular momentum associated with $\partial_\phi$ vanishes. Thus, as stated earlier, supersymmetry imposes one constraint on the two angular momenta of the general black hole solution.

Having specified both $H$ and $a$, we now have the explicit metric
\begin{equation}
ds^2 = - \left(1 + \frac{\mu}{r^2}\right)^{-2} \left(dt + \frac{j\sigma_3}{2r^2}\right)^2 + \left(1 + \frac{\mu}{r^2}\right) \left(dr^2 + r^2 d\Omega_3^2\right)
\end{equation}
(71)
Note that $\partial_\psi$ can become timelike if $|j| > \mu^{3/2}$, which would imply the existence of closed time-like curves (outside the horizon). We shall therefore assume in what follows that $|j| < \mu^{3/2}$, in which case we can write
\begin{equation}
j = \mu^{3/2} \sin \beta
\end{equation}
(72)
for real $\beta$. We now turn to a study of the properties of the horizon and the region behind the horizon.
4 The squashed horizon and closed timelike curves

The metric (71) is singular at $r = 0$, but this is only a coordinate singularity. To establish this we introduce the new coordinates $\tilde{t}$ and $\lambda$ by

$$t = \mu^{1/2} \tilde{t}, \quad r^2 = \mu(\lambda^2 - 1).$$

(73)

The metric in these coordinates is given by $ds^2 = \mu d\tilde{s}^2$, where

$$d\tilde{s}^2 = -\left[(1 - \frac{1}{\lambda^2}) d\tilde{t} + \frac{\sin \beta}{2\lambda^2} \sigma_3 \right] \left[(1 - \frac{1}{\lambda^2}) \right]^{-2} d\lambda^2$$

$$+ \frac{1}{4} \lambda^2 \left(\sigma_1^2 + \sigma_2^2 + \sigma_3^2\right)$$

(74)

This form of the metric is essentially the same as that originally given in [12].

Clearly $\lambda = 0, 1$ are singular hypersurfaces because $g_{tt}$ blows up at $\lambda = 0$ and $g_{\lambda\lambda}$ blows up at $\lambda = 1$. Everywhere else the metric is finite, and invertible provided $\theta \neq 0$ since

$$\det \tilde{g} = -\left(\frac{\lambda^2}{4}\right)^3 \sin^2 \theta$$

(75)

The singularity at $\theta = 0$ is the usual coordinate singularity on the ‘axis’ of symmetry (actually a 2-plane) of polar coordinates. The singularity at $\lambda = 1$ (i.e. at $r = 0$) may be removed as follows. We introduce new coordinates $u, \psi'$ such that

$$du = d\tilde{t} - \left(1 - \frac{1}{\lambda^2}\right)^{-2} F(\lambda^2) d\lambda$$

$$d\psi' = d\psi - 2 \left(1 - \frac{1}{\lambda^2}\right)^{-1} \lambda^2 G(\lambda^2) d\lambda$$

(76)

where $F$ and $G$ are functions of $\lambda$ to be specified later. We then find that

$$d\tilde{s}^2 = -\left(1 - \frac{1}{\lambda^2}\right)^2 du^2 - 2(F + \sin \beta G) du d\lambda - \left(1 - \frac{1}{\lambda^2}\right) \frac{\sin \beta}{\lambda^2} du \sigma_3'$$

$$-(\lambda^2 - 1)^{-1}[\sin \beta F - (\lambda^6 - \sin^2 \beta)G] d\lambda \sigma_3'$$

$$+ \frac{1}{4} \lambda^2 (\sigma_1^2 + \sigma_2^2) + \frac{1}{4\lambda^4} (\lambda^6 - \sin^2 \beta)(\sigma_3')^2$$

$$+ \left(1 - \frac{1}{\lambda^2}\right)^{-2} \left[1 - F^2 - 2 \sin \beta FG + (\lambda^6 - \sin^2 \beta)G^2\right] d\lambda^2$$

(77)

To ensure non-singularity at $\lambda = 1$ we must choose $F(\lambda)$ and $G(\lambda)$ such that

$$F(1) = \pm \cos \beta \quad G(1) = \pm \tan \beta \quad F'(1) = \pm 3 \sin \beta \tan \beta$$

(78)
where the minus sign must be chosen if we wish the future horizon to be non-singular. A simple choice is

\[ F = - \left( 1 - \frac{\sin^2 \beta}{\lambda^6} \right)^{1/2}, \quad G = - \sin \beta \left[ \lambda^6 (\lambda^6 - \sin^2 \beta) \right]^{-1/2}, \]

for which the metric is then

\[ \mu^{-1} ds^2 = - \left( 1 - \frac{1}{\lambda^2} \right)^2 du^2 + \frac{2\lambda^3}{(\lambda^6 - \sin^2 \beta)^{1/2}} dud\lambda - \left( 1 - \frac{1}{\lambda^2} \right) \frac{\sin \beta}{\lambda^2} d\sigma' \]

\[ + \frac{1}{4} \lambda^2 (\sigma_1^2 + \sigma_2^2) + \frac{1}{4\lambda^4} (\lambda^6 - \sin^2 \beta) (\sigma_3')^2 \]

(80)

The limit \( \lambda \to 1 \) yields the near-horizon solution

\[ ds^2 \sim -4\rho^2 du^2 + 2 \sec \beta dud\rho - 2\rho \sin \beta d\sigma' \]

\[ + \frac{1}{4} \lambda^2 (\sigma_1^2 + \sigma_2^2 + \cos^2 \beta (\sigma_3')^2) \]

(81)

where \( \rho = \lambda - 1 \). The metric is non-singular provided that \( \cos \beta \neq 0 \), which we henceforth assume. Note that this solution is invariant under the isometry

\[ \rho \to -\rho \quad u \to -u \]

(82)

which exchanges the region behind the Killing horizon of \( k \) with the region outside it. The maximal analytic continuation of this metric is therefore singularity free (in contrast to the full metric) because of the absence of singularities in the exterior region. This fact is obvious when \( \sin \beta = 0 \) because the maximal analytic extension of the near-horizon solution is then the direct product of \( S^3 \) with the covering space of \( adS_2 \).

When \( \sin \beta \neq 0 \) the intersection of the \( \rho = 0 \) hypersurface with a hypersurface of constant \( u \) is a squashed 3-sphere with squashing parameter \( \sin \beta \). The hypersurface \( \rho = 0 \) is the event horizon. Its normal is

\[ \ell = g^{mn} \partial_n \rho |_{\rho=0} \partial_m = - \cos \beta \partial_u \]

(83)

which is clearly null. The vector field \( \partial_u \) is the timelike Killing vector field \( k \) expressed in the new coordinates. The null hypersurface \( \rho = 0 \) is therefore a Killing horizon of \( k \) and it follows that the angular velocity of the horizon vanishes. In other words, the rotation
at infinity corresponds to a squashed horizon rather than a rotating one. In addition, a calculation yields

\[ ([k \cdot D]k^m)|_{\rho=0} = 0 \] (84)

so the event horizon has vanishing surface gravity; it is a degenerate Killing horizon of the timelike vector field \( k \). We have now verified that supersymmetric black holes have a horizon with both vanishing surface gravity and vanishing angular velocities, as claimed earlier.

The coordinates leading to (80) have the disadvantage that there is a spurious coordinate singularity at \( \lambda^3 = \sin \beta \). To see the significance of this coordinate singularity, and to continue the metric through it, we instead choose

\[
F = \cos \beta + \frac{3}{2} \sin \beta \tan \beta (\lambda^2 - 1) \quad G = \tan \beta \tag{85}
\]

The metric is now

\[
d\tilde{s}^2 = -\left(1 - \frac{1}{\lambda^2}\right)^2 du^2 - 2 \cos \beta [1 + \frac{1}{2} \tan^2 \beta (3\lambda^2 - 1)] du \lambda - \left(1 - \frac{1}{\lambda^2}\right) \frac{\sin \beta}{\lambda^2} d\sigma_3' \\
+ \tan \beta [1 + \lambda^2 + \lambda^4 - \frac{3}{2} \sin^2 \beta] d\lambda dt' + \tan^2 \beta \lambda^4 \left(\lambda^2 + 2 - \frac{9}{4} \sin^2 \beta\right) d\lambda^2 \\
+ \frac{1}{4} \lambda^2 (\sigma_1^2 + \sigma_2^2) + \frac{1}{4 \lambda^4} (\lambda^6 - \sin^2 \beta) (\sigma_3')^2, \tag{86}
\]

which has no singularities other than the one at \( \lambda = 0 \). That \( \lambda = 0 \) is a curvature singularity can be seen from the fact that

\[
R = \frac{2}{\lambda^8} (2 \sin^2 \beta - \lambda^2). \tag{87}
\]

Having passed though the horizon by one of the above two changes of coordinates we may now change back to the original coordinates to recover the metric (74) but now with the restriction to \( \lambda < 1 \), i.e.,

\[
d\tilde{s}^2 = -\frac{1}{\lambda^4} \left[(1 - \lambda^2) dt + \sin \beta \sigma_3\right]^2 + \frac{\lambda^4 d\lambda^2}{(1 - \lambda^2)^2} \\
+ \frac{1}{4} \lambda^2 (\sigma_1^2 + \sigma_2^2 + \sigma_3^2) \tag{88}
\]

It may appear at first sight that the global structure of this spinning black hole coincides with that of the case \( J = 0 \) (\( \sin \beta = 0 \)), with an extremal horizon surrounding
a time-like and point-like singularity. This is certainly true if one only considers radial motions, i.e., trajectories in $u$ (or $\tilde{t}$) and $\lambda$ with fixed angles. In particular, eq. (87) shows that any radial geodesic approaching $\lambda = 0$ encounters a curvature singularity independent of the angles. One may note though that the angular momentum changes the nature of the singularity, in that it increases the rate of the divergence as well as the overall sign. Similar behavior, in particular the same angular independence, can be seen in other curvature invariants, such as $R_{ab}R^{ab}$ and $R_{abcd}R^{abcd}$.  

This is to be contrasted with the four-dimensional Kerr-Newman metric, where there is a ring-like singularity which trajectories may pass through to enter a new asymptotically flat region (with negative mass and no horizon).

However, the simple picture above does not withstand closer scrutiny. Firstly, the Killing vector field $m = 2\partial_\psi$ becomes null at $\lambda^3 = \sin^2 \beta$ and is timelike for $\lambda^3 < \sin^2 \beta$. Since the orbits of $m$ are closed, it is clear that the region around the singularity contains closed timelike curves. In fact, in this region, the future light-cone tips over to encompass vectors of the form $v(b) = -\partial_\psi + b \partial_u$ with $b > -(\sin \beta - \lambda^3)/2(1 - \lambda^2)$ (here we assume that $\sin \beta > 0$). This can be seen to imply the existence of a closed time-like curve passing through any point inside the horizon\(^7\), as follows: from any point inside the horizon an observer can follow a timelike trajectory into the region $\lambda^3 < \sin \beta$. Once there, she can continue her (non-geodesic) timelike trajectory on an orbit of a vector field of the type $v(b)$, travelling backward in $u$ while winding around $\psi$. Having travelled sufficiently far back in $u$, our observer can then follow a timelike path that moves radially outward and intersects the initial point on the trajectory. An alternative characterization of the hypersurface $\lambda^3 = \sin^2 \beta$ is that the normals to the hypersurfaces of constant $t$ become null at the intersection with $\lambda^3 = \sin^2 \beta$ and are spacelike for $\lambda^3 < \sin^2 \beta$. In other words the hypersurfaces of constant $t$ are not globally spacelike, but become timelike in the region $\lambda < (\sin \beta)^{2/3}$. Thus one may conclude that the full causal structure for the present spacetime and the structure of the singularity is far more complicated than revealed by only radial motions. Of course, the geometry of the region with $\lambda > (\sin \beta)^{2/3}$

---

\(^6\)This leads one to wonder what it is about the spacetime geometry that is ‘squashed’. The ‘squashing’ appears not to manifest in scalar curvature invariants, but it presumably appears in tidal forces.

\(^7\)A similar result was established in [20] for the Kerr-Newman geometry.
is similar to that of the non-rotating case.

5 Distribution of angular momentum

Because the horizon of a supersymmetric $D = 5$ black holes is non-rotating, any angular momentum must be stored in the Maxwell field. Let $\Sigma$ be the same spacelike hypersurface as before with boundaries at spatial infinity and on the horizon. An application of Gauss’ law to the formula (12) for the total angular momentum associated with the Killing vector field $m = 2\partial_\psi$ yields

$$J = \frac{1}{4\pi G_D} \int_\Sigma dS_m R^m_{\ n} m^n + J_H$$

where

$$J_H = \frac{1}{16\pi G_D} \oint_H dS_{mn} D^m m^n.$$  

It would be natural to associate the surface integral $J_H$ with the angular momentum due to rotation of the horizon, in which case it would have to vanish for a non-rotating horizon. However, if there is any contribution to the bulk integral of (89) just outside the horizon (and there is) the existence of the isometry of the near-horizon solution that exchanges the interior and exterior regions implies that there must be angular momentum in the Maxwell field inside the horizon. This being the case it would be surprising if $J_H$ did vanish. In fact, it does not, as shall now verify by a direct calculation using the near-horizon metric (81). Note first that in these coordinates

$$k = \mu^{-1/2} \partial_u \quad m = 2\partial_\psi.$$  

We begin with the formula

$$dS_{mn} = dA (k_m n_n - k_n n_m)$$

where $n$ is any vector field with $k \cdot n = -1$ on the horizon. A suitable choice is

$$n = \mu^{-1/2} \cos \beta \partial_\rho.$$  

Because $k$ is Killing and commutes with $m$ we have

$$(k_m n_n - k_n n_m) D^m m^n = -n \cdot \partial (k \cdot m) = 2 \cos \beta \sin \beta$$
and hence
\[ J_H = -\frac{1}{8\pi G_5} \cos \beta \sin \beta \mathcal{A}. \tag{95} \]

Now the 3-volume of the squashed 3-sphere horizon is
\[ \mathcal{A} = 2\pi^2 \mu^{3/2} \cos \beta, \tag{96} \]
so, using \( j = \sin \beta \mu^{3/2} \) and the formula (70) for the total angular momentum \( J \) we see that
\[ J_H = -\frac{1}{2} \cos^2 \beta J \tag{97} \]
Not only is this non-zero, it is also a negative fraction of the total angular momentum.

As a check on this result we shall now calculate the bulk contribution on the spacelike hypersurface \( \Sigma \),
\[ J_\Sigma = \frac{1}{4\pi G_D} \int_\Sigma dS_m R^m_{\ n} m^n. \tag{98} \]
To do so we observe that the value of \( J_H \) is independent of the value of \( u \) at which \( \Sigma \) meets the horizon, because \( \partial_u \) is Killing. We may therefore drag the boundary \( H \) of \( \Sigma \) back to \( u = -\infty \) along the orbits of \( \partial_u \) on the horizon, which are its null geodesic generators, without affecting the value of \( J_H \). In this limit the surface \( \Sigma \) can be chosen to be the hypersurface of constant \( t \) in the metric (71). Using the Einstein equation we then have
\[ J_\Sigma = \frac{1}{2G_5} \int d^4x \sqrt{-g} g^{0p} e_p^a e_\psi^c F_{ab} F^b_c \tag{99} \]
From the explicit form of the metric (71), and choosing the basis one-forms to be
\[ e^0 = H^{-1} \left( dt + \frac{j \sigma_3}{2r^2} \right), \quad e^r = H^{1/2} dr, \quad e^I = \frac{1}{2} r H^{1/2} \sigma_I \quad (I = 1, 2, 3), \tag{100} \]
we find that
\[ J_\Sigma = \frac{1}{2G_5} \int d^4x \left[ \frac{H^2 \sin \theta}{8r^3} \left( r^6 - j^2 H^{-3} \right) F_{r0} \left( F_{r0} e_\psi^0 + F_{r3} e_\psi^3 \right) + \frac{j \sin \theta}{4r} \left( e_\psi^0 F_{r0} + e_\psi^3 F_{r3} \right)^2 \right] \tag{101} \]
Using
\[ F = \sqrt{3} e^r \wedge \left[ e_0^0 \mu \frac{H^{-3/2}}{r^3} - e_3^3 \frac{j}{r^3} H^{-2} \right] + \sqrt{3} e^1 \wedge e^2 \left( \frac{j}{r^2} H^{-2} \right) \tag{102} \]
we compute

\[ F_{r0} \left( F_{r0} e_\psi^0 + F_{r3} e_\psi^3 \right) = \frac{3j\mu H^{-4}}{2r^6} \]

\[ \left( e_\psi^0 F_{r0} + e_\psi^3 F_{r3} \right)^2 = \frac{3j^2 H^{-5}}{4r^6} \]  

(103)

and hence

\[ J_S = \frac{1}{2G_5} \int d^4 x \frac{3}{16} \sin \theta \left[ \frac{j^3}{r^7 H^4} - \frac{j\mu}{r^5 H^2} \right] \] 

(104)

The integrals are now easily done. Using \( \sin \beta = j/\mu^{3/2} \), we find the result

\[ J_S = \frac{\pi j}{4G_5} \left( \sin^2 \beta - 3 \right) = \left( 1 + \frac{1}{2} \cos^2 \beta \right) J \]

(105)

This is larger than the total angular momentum \( J \), but is precisely such that \( J_S + J_H = J \), as required.

The fact that \( J_H \) vanishes as \( \cos \beta \to 0 \) suggests that the angular momentum behind the horizon, on a surface of constant \( t \) in the metric (88), is distributed in the region between the horizon and the intersection of the constant \( t \) hypersurface with the hypersurface \( \lambda^3 = \sin^2 \beta \), since this region vanishes in the same limit. We have not verified this, but since the hypersurface of constant \( t \) becomes timelike for \( \lambda^3 < \sin^2 \beta \) it is not clear how it would make sense to extend the bulk integration into this region.

6 Near-horizon supersymmetry

Many properties of the black hole horizon are conveniently studied in terms of the ‘near-horizon’ metric obtained from the full metric (71) by dropping the constant term from \( H \). For convenience we set \( \mu = 1 \) in this section to get the near-horizon metric

\[ ds^2 = - \left( r^2 dt^2 + \frac{i}{2} \sigma_3 \right)^2 + \frac{dr^2}{r^2} + d\Omega_3^2 \]  

(106)

We have already shown that the singularity at \( r = 0 \) is a coordinate singularity at a Killing horizon of \( k = \partial_r \), and that the metric can be continued through it. However, the metric (106) will suffice for a study of the supersymmetries preserved by the near-horizon solution. It is known that this solution exhibits a full restoration of supersymmetry [17].
Our aim here is to determine the isometry supergroup. To do this we must first find the Killing spinors. These are solutions of (44).

The near-horizon solution (106) has the same form as the full solution (46) but with
\[
e^0 = r^2 dt + \frac{j}{2} \sigma_3 \\
e^r = r^{-1} dr \\
e^I = \frac{1}{2} \sigma_I \quad (I = 1, 2, 3)
\]
(107)
The Maxwell 2-form \(F\) continues to be given by \((\sqrt{3}/2)de^0\). We compute that
\[
\frac{1}{4} \omega_{ab} \Gamma^{ab} = e^0 \left( \Gamma^{03} - \frac{j}{2} \Gamma^{12} \right) + e^r \left( \Gamma^{03} - \frac{j}{2} \Gamma^{12} \right) + e^I \left( \Gamma^{12} - \frac{j}{2} \Gamma^{03} \right)
\]
and that
\[
\frac{1}{4\sqrt{3}} \left( e^a \Gamma^{bc} F_{bc} - 4e^a \Gamma^b F_{ab} \right) = e^0 \left( \Gamma^r - \frac{j}{2} \Gamma^{1r3} - \frac{j}{2} \Gamma^{0r3} \right) + e^r \left( -\Gamma^0 + j\Gamma^3 + \frac{j}{2} \Gamma^{1r2} \right) + e^I \left( \frac{1}{2} \Gamma^{12} - \frac{j}{2} \Gamma^{0r3} \right)
\]
(108)
From these results we obtain the following Killing spinor equations:
\[
0 = [\partial_t + r^2 (\Gamma^{03} + i\Gamma^r)] \zeta \\
0 = [\partial_t - r^{-1} (i\Gamma^{03} + j\Gamma^3)] \zeta \\
0 = [\partial_\theta - \frac{1}{2} \sin \psi \hat{M}_1 + \frac{1}{2} \cos \psi \hat{M}_2] \zeta \\
0 = [\partial_\theta + \frac{1}{2} \cos \psi \sin \theta \hat{M}_1 + \frac{1}{2} \sin \psi \sin \theta \hat{M}_2 + \frac{1}{2} \Gamma^{12} \cos \theta] \zeta \\
0 = [\partial_\psi + \frac{1}{2} \Gamma^{12}] \zeta
\]
(110)
where
\[
\hat{M}_1 = \Gamma^{23} + j\Gamma^{02} - ij\Gamma^2, \quad \hat{M}_2 = \Gamma^{31} - j\Gamma^{01} + ij\Gamma^1
\]
(111)
All integrability conditions are satisfied, in agreement with [17]. The Killing spinors are
\[
\zeta^+ = r\Omega \eta^+
\]
\[
\zeta^- = \left[ \frac{1}{r} (1 - j \Gamma^{03}) - 2rt \Gamma^{r0} \right] \Omega \eta^-
\] (112)

where
\[
\Omega = e^{\frac{1}{2} \Gamma^{21} \psi} e^{\frac{1}{2} \Gamma^{13} \theta} e^{\frac{1}{2} \Gamma^{21} \phi}
\] (113)

and \( \eta^\pm \) are constant spinors satisfying
\[
i \Gamma^0 \eta^\pm = \pm \eta^\pm .
\] (114)

A modification of an argument in [18] shows that if \( \zeta \) and \( \zeta' \) are Killing spinors then the vector field
\[
v = \breve{\zeta} \Gamma^a \zeta' \breve{e}_a
\] (115)
is Killing, where \( \breve{e}_a \) \((a = 0, 1, 2, 3, r)\) are the basis vector fields dual to \( e^a \). The Killing vector fields found this way are linear combinations of the vector fields that generate the bosonic subgroup of the isometry supergroup. Moreover, as shown in [18], the linear combination associated with any pair of Killing spinors is the same as the linear combination of bosonic charges appearing in the anticommutator of spinor charges. The isometry supergroup can therefore be determined (modulo purely bosonic factors) from a knowledge of the Killing spinors.

To proceed, we note that
\[
\breve{e}^a = (r^{-2} \partial_t, \ r \partial_r, \ 2\xi_1^R, \ 2\xi_2^R, \ 2\xi_3^R - jr^{-2} \partial_t)
\] (116)

where
\[
\xi_1^R = - \sin \psi \partial_\theta + \cos \psi \cosec \theta \partial_\phi - \cot \theta \cos \psi \partial_\psi \\
\xi_2^R = \cos \psi \partial_\theta + \sin \psi \cosec \theta \partial_\phi - \cot \theta \sin \psi \partial_\psi \\
\xi_3^R = \partial_\psi.
\] (117)

These are the three left-invariant vector fields \( \xi_I^R \) \((I = 1, 2, 3)\) generating right translations on \( SU(2) \); they are dual to the basis of left-invariant 1-forms \( \sigma_I \) in the sense that \((\xi_I^R, \sigma_J) = \delta_{IJ}\). We will also need the right-invariant vector fields
\[
\xi_1^L = \sin \phi \partial_\theta + \cot \theta \cos \phi \partial_\theta - \cos \phi \cosec \theta \partial_\psi
\]

Note that \( \zeta^- \) is not an eigenspinor of \( i \Gamma^0 \).
\[ \xi_2^L = \cos \phi \partial_\theta - \cot \theta \sin \phi \partial_\phi + \sin \phi \cosec \theta \partial_\psi, \]

\[ \xi_3^L = \partial_\phi, \]  
which commute with \( \xi_i^R \) and generate left translations on \( SU(2) \). The non-vanishing commutation relations among all six vector fields are

\[ [\xi_i^R, \xi_j^R] = -\epsilon_{ijk} \xi_k^R, \quad [\xi_i^L, \xi_j^L] = \epsilon_{ijk} \xi_k^L \]  

(119)

Now, we know that the following vector fields are Killing:

\[ v_+^+ = (\bar{\eta} + \Gamma^0 \eta_+) r^2 \bar{e}_0 \]
\[ v_-^+ = (\bar{\eta} + \Gamma^0 \eta_+) (\bar{e}_r - 2 r^2 t \bar{e}_0) + (\bar{\eta} \Omega^{-1} \Gamma^1 \Omega \eta_-) \bar{e}_1 \]
\[ + (\bar{\eta} \Omega^{-1} \Gamma^2 \Omega \eta_-) \bar{e}_2 + (\bar{\eta} \Omega^{-1} \Gamma^3 \Omega \eta_-) (\bar{e}_3 + j \bar{e}_0) \]
\[ v_-- = (\bar{\eta} - \Gamma^0 \eta_-) [r^{-2} (1 + j^2 + 4 r^4 t^2) \bar{e}_0 - 4 t \bar{e}_r + 2 j r^{-2} \bar{e}_3] \]  

(121)

But

\[ \Omega^{-1} \Gamma^i \Omega = \Gamma^j R_j^i(\Omega) \]  

(122)

where \( R(\Omega) \) is a matrix such that

\[ R_j^i(\Omega) \xi_i^L = \xi_j^L. \]  

(123)

It follows that

\[ v_+^+ = (\bar{\eta} + \Gamma^0 \eta_+) k \]
\[ v_-^+ = (\bar{\eta} + \Gamma^0 \eta_-) \ell + 2 (\bar{\eta} - \Gamma^1 \eta_-) \xi_1^L + 2 (\bar{\eta} - \Gamma^2 \eta_-) \xi_2^L + 2 (\bar{\eta} - \Gamma^3 \eta_-) \xi_3^L \]
\[ v_-^- = (\bar{\eta} - \Gamma^0 \eta_-) m \]  

(124)

where

\[ k = \partial_t \]
\[ \ell = r \partial_r - 2 t \partial_t \]
\[ m = r^{-4} (1 - j^2) \partial_t + 4 t^2 \partial_t - 4 t r \partial_r + 4 j r^{-2} \partial_\psi \]  

(125)
We thus deduce that the vector fields $\xi^L$ are Killing, as must be $k, \ell, m$. The latter commute with $\xi^L$, and also with $\xi^R$. Their commutation relations with each other are

\begin{equation}
[\ell, k] = 2k \quad [\ell, m] = -2m \quad [k, m] = -4\ell
\end{equation}

which are those of $sl(2; \mathbb{R})$. We conclude that the anticommutator of supersymmetry charges closes on a set of bosonic charges that generate $SI(2; \mathbb{R}) \times SU(2)$. The vector field $\xi^R_3$ is also Killing, as are $\xi^R_1$ and $\xi^R_2$ when $J = 0$, but these vector fields are not constructible from Killing spinors and so are not associated with charges in the supersymmetry algebra. This explains why it is possible to break rotational symmetry without losing supersymmetry.

From the above information we deduce that the isometry supergroup of the near-horizon limit of a $D = 5$ supersymmetric black hole is $SU(1,1|2) \times SU(2)$ for $J = 0$ and $SU(1,1|2) \times U(1)$ for $J \neq 0$.

7 Discussion

The bosonic equations of $D = 5$ supergravity can be viewed as the special $\nu = 1$ case of the general $D = 5$ Einstein-Maxwell-CS equations derived from the Lagrangian

\begin{equation}
L = \frac{1}{16\pi G_5} \left[ \sqrt{-g}(R - F^2) - \frac{2\nu}{3\sqrt{3}} \varepsilon^{mnqr} A_m F_{np} F_{qr} \right]
\end{equation}

where $\nu$ is a CS coupling constant. For $\nu = 1$ there is a class of supersymmetric black hole solutions parameterized by the charge $Q$ and an angular momentum $J$, with the mass $M$ being fixed in terms of the charge as a consequence of the fact that it must saturate the bound (3). Here we have uncovered a number of surprising features of these solutions. The horizon is non-rotating even when the angular momentum is non-zero. This is possible because angular momentum can be stored in the Maxwell field, but another surprise is that a negative fraction of the total is stored behind the horizon. Physically, one might think that these two results are related. The fact that the horizon is non-rotating is a statement that the null generators of the horizon experience no angular frame dragging with respect to infinity. One might be able to regard this as the result of a cancellation
of the individual dragging effects which the angular momentum distributions inside and outside of the horizon would have produced.

The derivation in [10] of the bound (3) on the mass of black holes of $D = 5$ supergravity made crucial use of the fact that $\nu = 1$. However, the (non-rotating) Tangherlini black hole is a solution of the Einstein-Maxwell-CS equations for any value of $\nu$, and its extremal mass is still given by the formula $M = (\sqrt{3}/2)|Q|$. It also has vanishing surface gravity, and so cannot decrease its mass by Hawking radiation. It might therefore appear that the bound $M \geq (\sqrt{3}/2)|Q|$ must be valid for any value of $\nu$. It is possible that the methods of [21] may serve to derive it for $\nu < 1$, but there are some reasons to think that it may fail when $\nu > 1$. The way in which the proof in [10] fails when $\nu \neq 1$ shows that any violation must involve field configurations for which $F \wedge F$ is non-zero. This condition can be satisfied for perturbations which redistribute the angular momentum in the Maxwell field, suggesting that any instability of the (spherically symmetric) Tangherlini black hole may involve rotation. It might seem unlikely that a black hole solution of zero Hawking temperature and spherical symmetry could be unstable, but a $\nu = 1$ Tangherlini black hole is only marginally stable because there is a rotating black hole with precisely the same total mass.

As far we are aware, the analogue of the Kerr-Newman solution for $D = 5$ Einstein-Maxwell ($\nu = 0$) is not yet known, but it is likely to to be a straightforward extension of the $D = 5$ analogue of the Kerr solution found in [2]. If so, the mass of black hole solutions with vanishing surface gravity can be expected to be a strictly increasing function of either of their two angular momenta. Given the known solutions for $\nu = 1$ it then seems likely that the increase in the energy with at least one angular momentum $J$ decreases as $\nu$ increases from zero to 1, so as to become independent of $J$ at $\nu = 1$. If this is the case then an extrapolation to $\nu > 1$ might lead to an energy that decreases with increasing $J$, creating an instability of the Tangherlini black hole against a perturbation in which photons carry away both energy and angular momentum to infinity.

It is interesting to frame this discussion in terms of the first law, which we derived in section 2. As we are discussing extremal black holes ($\kappa = 0$) and processes which leave the charge unchanged ($dQ = 0$) the first law reduces to $dM = \Omega_H \cdot dJ$. As long as the angular velocities of the horizon are nonvanishing and positive (i.e., the rotation
is in the same sense as the angular momentum) when $J$ are nonvanishing, a further increase of the angular momenta produces an increase in the mass. This corresponds to the situation which we expect to hold for $\nu = 0$, and in fact $\nu < 1$. We know that at precisely $\nu = 1$, the angular velocity of the horizon can vanish even though the angular momentum is nonvanishing. This produces the marginal situation where variations of the angular momentum leave the mass unchanged. The instability that is speculated to arise for $\nu > 1$ would require that at least one of the $\Omega_H$ is negative when $\nu > 1$. That is, the horizon would be rotating in the opposite sense to the angular momentum. In this case, a further increase of the angular momentum could be used to reduce the black hole mass.

Pursuing the speculation on frame dragging above, we would have the following physical picture. Imagine we start with the $\nu = 0$ solution with, for simplicity, only the angular momentum (70) associated with $2\partial_\psi$ nonvanishing. We expect that both the corresponding angular velocity $\Omega_H$ and the interior angular momentum, measured by $J_H$, will be nonvanishing and positive. As the CS coupling is increased, the solution will change, presumably such that both $J_H$ and $\Omega_H$ are reduced. For some $\nu < 1$, $J_H$ would reach zero and become negative, but with $\Omega_H$ still positive. The latter would only reach zero at $\nu = 1$. A further increase in the CS coefficient to $\nu > 1$ would then, according to our conjecture, produce an unstable solution for which both $J_H$ and $\Omega_H$ are negative. The rearrangement in the distribution of the angular momentum would then be the essential difference in the solutions for different values of the CS coupling.

The instability conjectured to exist here for a certain range of the five-dimensional Chern-Simons coupling is in some respects reminiscent of the instability in four-dimensional theories with massive charged vectors [22]. There a magnetically charged Reissner-Nordstrom black hole becomes unstable to developing massive vector hair which is not spherically symmetric when the vector mass reaches a critical value. While these instabilities appear to violate the ‘standard’ no-hair theorems, the latter are evaded by the ‘nonstandard’ matter content of the theories in question [23]. Of course, the instability in the present case could be ruled out by an extension of the uniqueness theorems to

---

9In this case, the critical vector mass is correlated to the black hole size.
$D = 5$, but there is no evidence that these theorems apply in $D = 5$ for arbitrary $\nu$. One is free to surmise that uniqueness also applies only for $\nu \leq 1$. It would not be surprising to learn once again that supersymmetry is associated with a borderline between stability and instability.
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