Conversion of conventional gravitational-wave interferometers into QND interferometers by modifying their input and/or output optics
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The LIGO-II gravitational-wave interferometers (ca. 2006–2008) are designed to have sensitivities near the standard quantum limit (SQL) in the vicinity of 100 Hz. This paper describes and analyzes possible designs for subsequent, LIGO-III interferometers that can beat the SQL. These designs are identical to a conventional broad-band interferometer (without signal recycling), except for new input and/or output optics. Three designs are analyzed: (i) a squeezed-input interferometer (conceived by Unruh based on earlier work of Caves) in which squeezed vacuum with frequency-dependent (FD) squeeze angle is injected into the interferometer’s dark port; (ii) a variational-output interferometer (conceived in a different form by Vyatchanin, Matsko and Zubova), in which homodyne detection with FD homodyne phase is performed on the output light; and (iii) a squeezed-variational interferometer with squeezed input and FD-homodyne output. It is shown that the FD squeezed-input light can be produced by sending ordinary squeezed light through two successive Fabry-Perot filter cavities before injection into the interferometer, and FD-homodyne detection can be achieved by sending the output light through two filter cavities before ordinary homodyne detection. With anticipated technology (power squeeze factor $e^{-2R} = 0.1$ for input squeezed vacuum and net fractional loss of signal power in arm cavities and output optical train $\epsilon^* = 0.01$) and using an input laser power $I_o$ in units of that required to reach the SQL (the planned LIGO-II power, $I_{SQL}$), the three types of interferometer could beat the amplitude SQL at 100 Hz by the following amounts $\mu \equiv \sqrt{S_h}/\sqrt{S_{h SQL}}$ and with the following corresponding increase $V = 1/\mu^3$ in the volume of the universe that can be searched for a given non-cosmological source:

- **Squeezed-Input** — $\mu \simeq \sqrt{e^{-2R}} \simeq 0.3$ and $V \simeq 1/0.3^3 \simeq 30$ using $I_o/I_{SQL} = 1$.

- **Variational-Output** — $\mu \simeq \epsilon^*^{1/4} \simeq 0.3$ and $V \simeq 30$ but only if the optics can handle a ten times larger power: $I_o/I_{SQL} \simeq 1/\sqrt{\epsilon^*} = 10$.

- **Squeezed-Variational** — $\mu = 1.3(e^{-2R}\epsilon^*)^{1/4} \simeq 0.24$ and $V \simeq 80$ using $I_o/I_{SQL} = 1$; and $\mu \simeq (e^{-2R}\epsilon^*)^{1/4} \simeq 0.18$ and $V \simeq 180$ using $I_o/I_{SQL} = \sqrt{e^{-2R}/\epsilon^*} \simeq 3.2$.
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I. INTRODUCTION AND SUMMARY

In an interferometric gravitational-wave detector, laser light is used to monitor the motions of mirror-endowed test masses, which are driven by gravitational waves \( h(t) \). The light produces two types of noise: photon shot noise, which it superposes on the interferometer’s output signal, and fluctuating radiation-pressure noise, by which it pushes the test masses in random a manner that can mask their gravity-wave-induced motion. The shot-noise spectral density scales with the light power \( I_o \) entering the interferometer as \( S^\text{shot}_h \propto 1/I_o \); the radiation-pressure noise scales as \( S^\text{rp}_h \propto I_o \).

In the first generation of kilometer-scale interferometers (e.g., LIGO-I, 2002–2003 [1]), the laser power will be low enough that shot-noise dominates and radiation-pressure noise is unimportant. Tentative plans for the next generation interferometers (LIGO-II, ca. 2006–2008) include increasing \( I_o \) to the point that, \( S^\text{rp}_h = S^\text{shot}_h \) at the interferometers’ optimal gravitational-wave frequency, \( \Omega/2\pi \sim 100 \) Hz. The resulting net shot noise \( S_h = S^\text{shot}_h + S^\text{rp}_h = 2S^\text{shot}_h \) is the lowest that can be achieved with conventional interferometer designs. Further increases of light power will drive the radiation-pressure noise upward, increasing the shot noise, while reductions of light power will drive the shot noise upward, also increasing the net noise.

This minimum achievable noise is called the “Standard Quantum Limit” (SQL) [2] and is denoted \( S^\text{SQL}_h = \hbar^2/\Omega \). It can be regarded as arising from the effort of the quantum properties of the light to enforce the Heisenberg uncertainty principle on the interferometer test masses, in just the manner of the Heisenberg microscope. Indeed, a common derivation of the SQL is based on the uncertainty principle for the test masses’ position and momentum [3]: The light makes a sequence of measurements of the difference \( x \) of test-mass positions. If a measurement is too accurate, then by state reduction it will narrow the test-mass wave function so tightly (\( \Delta x \) very small) that the momentum becomes highly uncertain (large \( \Delta p \)), producing a wave-function spreading that is so rapid as to create great position uncertainty at the time of the next measurement. There is an optimal accuracy for the first measurement—an accuracy that produces only a factor \( \sqrt{2} \) spreading and results in optimal predictability for the next measurement. This optimal accuracy corresponds to \( S^\text{SQL}_h \).

Despite this apparent intimate connection of the SQL to test-mass quantization, it turns out that the test-mass quantization has no influence whatsoever on the output noise in gravitational-wave interferometers [4]. The sole forms of quantum noise in the output are photon shot noise and photon radiation-pressure noise.\(^1\)

\(^1\)In brief, the reasons for this are the following: The interferometer’s measured output, in general, is one quadrature of the electric field [the \( h \) of Eqs. (54) and (10) below], and this output observable commutes with itself at different times by virtue of Eqs. (7) with \( a \to b \). This means that the digitized data points (collected at a rate of 20 kHz) are mutually commuting Hermitian observables. One consequence of this is that reduction of the state of the interferometer due to data collected at one moment of time will not influence the data collected at any later moment of time. Another consequence is that, when one Fourier analyzes the interferometer output, one puts all information about the initial states of the test masses into data points near zero frequency, and when one then filters the output to remove low-frequency noise (noise at \( f = \Omega/2\pi \lesssim 10 \) Hz), one thereby removes from the data all information about the test-mass initial states; the only remaining test-mass information is that associated with Heisenberg-picture changes of the test-mass positions at \( f \gtrsim 10 \) Hz, changes induced by external forces: light pressure (which is quantized) and thermal- and seismic-noise forces (for which quantum effects are unimportant). See Ref. [4] for further detail.

Vladimir Braginsky (the person who first recognized the existence of the SQL for gravitational-wave detectors and other high-precision measuring devices [5]) realized, in the mid 1970s, that the SQL can be overcome, but to do so would require significant modifications of the experimental design. Braginsky gave the name Quantum Nondemolition (QND) to devices that can beat the SQL; this name indicates the ability of QND devices to prevent their own quantum properties from demolishing the information one is trying to extract [6].

The LIGO-I interferometers are now being assembled at the LIGO sites, in preparation for the first LIGO gravitational-wave searches. In parallel, the LIGO Scientific Community (LSC) is deeply immersed in R&D for the LIGO-II interferometers [7], and a small portion of the LSC is attempting to invent practical designs for the third generation of interferometers, LIGO-III. This paper is a contribution to the LIGO-III design effort.

In going from LIGO-II to LIGO-III, a large number of noise sources must be reduced. Perhaps the most serious are the photon shot noise and radiation pressure noise (“optical noise”), and thermal noise in the test masses and their suspensions [7,8]. In this paper we shall deal solely with the shot noise and radiation pressure noise (and the associated SQL); we shall tacitly assume that all other noise sources, including thermal noise, can be reduced sufficiently to take full advantage of the optical techniques that we propose and analyze.

Because LIGO-II is designed to operate at the SQL, in moving to LIGO-III there are just two ways to reduce the optical noise: increase the masses \( m \) of the mirrored test masses (it turns out that \( \hbar^2/\Omega \propto 1/m \), or redesign the interferometers so they can perform QND. The transition from LIGO-I to LIGO-II will already (probably)
entail a mass increase, from \( m = 11 \text{ kg} \) to \( m = 30 \text{ kg} \), in large measure because the SQL at 11 kg was unhappily constraining [7]. Any large further mass increase would entail great danger of unacceptably large noise due to energy coupling through the test-mass suspensions and into or from the overhead supports (the seismic isolation system); a larger mass would also entail practical problems due to the increased test-mass dimensions. Accordingly, there is strong motivation for trying to pursue the QND route.

Our Caltech and Moscow-University research groups are jointly exploring three approaches to QND interferometer design:

- The conversion of conventional interferometers into QND interferometers by modifying their input and/or output optics [this paper]. This approach achieves QND by creating and manipulating correlations between photon shot noise and radiation pressure noise; see below. It is the simplest of our three approaches, but has one serious drawback: an uncomfortably high light power, \( W_{\text{circ}} \gtrsim 1 \text{ MW} \), that must circulate inside the interferometers' arm cavities [9]. It is not clear whether the test-mass mirrors can be improved sufficiently to handle this high a power in a sufficiently noise-free way.

- A modification of the interferometer design (including using two optical cavities in each arm) so as to make its output signal be proportional to the relative speeds of the test masses rather than their relative positions [10,11]. Since the test-mass speed is proportional to momentum, and momentum (unlike position) is very nearly conserved under free test-mass evolution on gravity-wave timescales (\( \sim 0.01 \text{ sec} \)), the relative speed is very nearly a “QND observable” [12] and thus is beautifully suited to QND measurements. Unfortunately, the resulting speed-meter interferometer, like our input-output-modified interferometers, suffers from a high circulating light power [9], \( W_{\text{circ}} \gtrsim 1 \text{ MW} \).

- Radical redesigns of the interferometer aimed at achieving QND performance with \( W_{\text{circ}} \) well below 1 MW [13]. These, as currently conceived by Braginsky, Gorodetsky and Khalili, entail transferring the gravitational-wave signal to a single, small test mass via light pressure, and using a local QND sensor to read out the test mass’s motions relative to a local inertial frame.

In this paper we explore the first approach. The foundation for this approach is the realization that: (i) photon shot noise and radiation-pressure noise together enforce the SQL only if they are uncorrelated; see, e.g., Ref. [4]; (ii) whenever carrier light with side bands reflects off a mirror (in our case, the mirrors of an interferometer’s arm cavities), the reflection ponderomotively squeezes the light’s side bands, thereby creating correlations between their radiation-pressure noise in one quadrature and shot noise in the other; (iii) these correlations are not accessed by a conventional interferometer because of the particular quadrature that its photodiode measures; (iv) however, these correlations can be accessed by (conceptually) simple modifications of the interferometer’s input and/or output optics, and by doing so one can beat the SQL. These correlations were first noticed explicitly by Unruh [14], but were present implicitly in Braginsky’s earlier identification of the phenomenon of ponderomotive squeezing [15,16].

In this paper we study three variants of QND interferometers that rely on ponderomotive-squeeze correlations:

- **Squeezed-Input Interferometer**: Unruh [14] (building on earlier work of Caves [17]) invented this design nearly 20 years ago, and since then it has been reanalyzed by several other researchers [18,19]. In this design, squeezed vacuum is sent into the dark port of the interferometer (“modified input”) and the output light is monitored with a photodetector as in conventional interferometers.

For a broad-band squeezed-input interferometer, the squeeze angle must be a specified function of frequency that changes significantly across the interferometer’s operating gravity-wave band. (This contrasts with past experiments employing squeezed light to enhance interferometry [20,21], where the squeeze angle was constant across the operating band.) Previous papers on squeezed-input interferometers have ignored the issue of how, in practice, one might achieve the required frequency-dependent (FD) squeeze angle. In Sec. V C, we show that it can be produced via ordinary, frequency-independent squeezing (e.g., by nonlinear optics [22]), followed by filtration through two Fabry-Perot cavities with suitably adjusted bandwidths and resonant-frequency offsets from the light’s carrier frequency. A schematic diagram of the...
resulting squeezed-input interferometer is shown in Fig. 1 and is discussed in detail below. Our predicted performance for such an interferometer agrees with that of previous research.

(ii) Variational-Output Interferometer: Vyatchanin, Matsko and Zubova invented this design conceptually in the early 1990’s [23–25]. It entails a conventional interferometer input (ordinary vacuum into the dark port), but a modified output: instead of photodetection, one performs homodyne detection with a homodyne phase that depends on frequency in essentially the same way as the squeeze angle of a squeezed-input interferometer. Vyatchanin, Matsko and Zubova did not know how to achieve FD homodyne detection in practice, so they proposed approximating it by homodyne detection with a time-dependent (TD) homodyne phase. Such TD homodyne detection can beat the SQL but (by contrast with FD homodyne) it is not well-suited to gravitational-wave searches, where little is known in advance about the gravitational waveforms or their arrival times. In this paper (Sec. V and Appendix C), we show that the desired FD homodyne detection can be achieved by sending the interferometer’s output light through two successive Fabry-Perot cavities that are essentially identical to those needed in our variant of a squeezed-input interferometer, and by then performing conventional homodyne detection with fixed homodyne angle. A schematic diagram of the resulting variational-output interferometer is shown in Fig. 2.

(iii) Squeezed-Variational Interferometer: This design

FIG. 2. Schematic diagram of a squeezed-variational interferometer. A variational-output interferometer differs from this solely by replacing the input squeezed vacuum by ordinary vacuum.

A design similar to it has previously been proposed and analyzed [24] for a simple optical meter, in which the position of a movable mirror (test mass) is monitored by measuring the phase or some other quadrature of a light wave reflected from the mirror. In this case it was shown that the SQL can be beat by a combination of phase-squeezed input light and TD homodyne detection.
The squeeze-input interferometer is little affected by losses in the interferometer’s arm cavities or in the output optical train. However, losses in the input optical train (most seriously the filter cavities and a circulator) influence the noise by constraining the net squeeze factor $e^{-2R}$ of the light entering the arm cavities. The resulting noise, expressed in terms of $e^{-2R}$, is the same as in a lossless squeezed-input interferometer (discussed above): With the light power optimized so $I_o = I_{SQL}$, the squeezed-input interferometer can beat the amplitude SQL by a factor $\mu \equiv \sqrt{\hbar / \sigma^{SQL} h} \sim \sqrt{e^{-2R}} \sim 0.3$ (where $e^{-2R} \approx 0.1$ is a likely achievable value of the power squeeze factor).

The variational-output and squeezed-variational interferometers are strongly affected by losses in the interferometer’s arm cavities and in the output optical train (most seriously: a circulator, the two filter cavities, the mixing with the homodyne detector’s local-oscillator field, and the photodiode inefficiency). The net fractional loss $\epsilon_\sigma$ of signal power and (for squeezed-variational) the squeeze factor $e^{-2R}$ for input power together determine the interferometer’s optimized performance: The amplitude SQL can be beat by an amount $\mu \equiv (e^{-2R} \epsilon_\sigma)^{1/4}$, and the input laser power required to achieve this optimal performance is $I_o / I_{SQL} \simeq \sqrt{e^{-2R} / \epsilon_\sigma}$. In particular, the variational-output interferometer (no input squeezing; $e^{-2R} = 1$), with the likely achievable loss level $\epsilon_\sigma = 0.01$, can beat the SQL by the same amount as our estimate for the squeezed-input interferometer, $\mu \simeq \epsilon_\sigma^{1/4} \sim 0.3$, but requires ten times higher input optical power, $I_o / I_{SQL} \simeq 1 / \sqrt{\epsilon_\sigma} \simeq 10$ — which could be a very serious problem. By contrast, the squeezed-variational interferometer with the above parameters has an optimized performance $\mu \simeq (0.1 \times 0.01)^{1/4} \simeq 0.18$ (substantially better than squeezed-input or variational-output), and achieves this with an optimizing input power $I_o / I_{SQL} = \sqrt{0.1 / 0.01} \simeq 3.2$. If the input power is pulled down from this optimizing value to $I_o / I_{SQL} = 1$ so it is the same as for the squeezed-input interferometer, then the squeezed-variational performance is debilitated by a factor 1.3, to $\mu \simeq 0.24$, which is still somewhat better than for squeezed-input.

It will require considerable R&D to actually achieve performances at the above levels, and there could be a number of unknown pitfalls along the way. For example, ponderomotive squeezing, which underlies all three of our QND configurations, has never yet been seen in the laboratory and may entail unknown technical difficulties.

Fortunately, the technology for producing squeezed vacuum via nonlinear optics is rather well developed [22] and has even been used to enhance the performance of interferometers [20,21]. Moreover, much effort is being invested in the development of low-loss test-mass suspensions, and this gives the prospect for new (ponderomotive) methods of generating squeezed light that may perform better than traditional nonlinear optics. These facts, plus the fact that, in a squeezed-input configuration, the output signal is only modestly squeezed and thus is not nearly so delicate as the highly-squeezed output of an optimally performing squeezing-variational configuration, make us feel more confident of success with squeezed-input interferometers than with squeezed-variational ones.

On the other hand, the technology for a squeezed-variational interferometer is not much different from that for a squeezed-input one: Both require input squeezing and both require filter cavities with roughly the same specifications; the only significant differences are the need for conventional, frequency-independent homodyne detection in the squeezed-variational interferometer, and its higher-degree of output squeezing corresponding to higher sensitivity. Therefore, the squeezed-variational interferometer may turn out to be just as practical as the squeezed-input, and may achieve significantly better overall performance at the same laser power.

This paper is organized as follows: In Sec. II we sketch our mathematical description of the interferometer, including our use of the Caves-Schumaker [26,27] formalism for two-photon quantum optics, including light squeezing (cf. Appendix A); and we write down the interferometer’s input-output relation in the absence of losses [Eq. (16); cf. Appendix B for derivation]. In Sec. III, relying on our general lossless input-output relation (16), we derive the noise spectral density $S_\sigma(f)$ for a conventional interferometer and elucidate thereby the SQL. In Sec. IV, we describe mathematically our three QND interferometer designs and, using our lossless input-output relation (16), derive their lossless noise spectral densities. In Sec. V, we show that FD homodyne detection can be achieved by filtration followed by conventional homodyne detection, and in Appendix C we show that the required filtration can be achieved by sending the light through two successive Fabry-Perot cavities with suitably chosen cavity parameters. We list and discuss the required cavity parameters in Sec. V. In Sec. VI, we compute the effects of optical losses on the interferometers’ noise spectral density; our computation relies on an input-output relation (97) and (101) derived in Appendix B. In Sec. VII we discuss and compare the noise performances of our three types of interferometers. Finally, in Sec. VIII we briefly
II. MATHEMATICAL DESCRIPTION OF THE INTERFEROMETER

A. Input and Output fields

Figure 3 shows the standard configuration for a gravitational-wave interferometer. In this subsection we focus on the beam splitter’s input and output. In our equations we idealize the beam splitter as infinitesimally thin and write the input and output fields as functions of time (not time and position) at the common centers of the beams as they strike the splitter.

At the beam splitter’s bright port the input is a carrier field, presumed to be in a perfectly coherent state with power $I_o \sim 10$ kW (achieved via power recycling [29]), angular frequency $\omega_o \approx 1.78 \times 10^{15}$sec$^{-1}$ (1.06 micron light), and excitation confined to the $\cos(\omega_o t)$ quadrature (i.e., the mean field arriving at the beam splitter is proportional to $\cos(\omega_o t)$).

At the dark port the input is a (quantized) electromagnetic field with the positive-frequency part of the electric field given by the standard expression

$$E_{in}^{(+)} = \int_0^\infty \frac{2\pi \hbar \omega}{Ac} a_o e^{-i\omega t} \frac{d\omega}{2\pi}.$$  

Here $A$ is the effective cross sectional area of the beam and $a_o$ is the annihilation operator, whose commutation relations are

$$[a_o, a_o^\dagger] = 0, \quad [a_o, a_o^\dagger] = 2\pi\delta(\omega - \omega').$$  

Throughout this paper we use the Heisenberg Picture, so $E_{in}^{(+)}$ evolves with time as indicated. However, our creation and annihilation operators $a_o$ and $a_o^\dagger$ are fixed in time, with their usual Heisenberg-Picture time evolutions always factored out explicitly as in Eq. (1).

We split the field (1) into side bands about the carrier frequency $\omega_o$, $\omega = \omega_o \pm \Omega$, with side-band frequencies $\Omega$ in the gravitational-wave range $\sim 60$ to $\sim 6000$sec$^{-1}$ (10 to 1000 Hz), and we define

$$a_o^+ \equiv a_{\omega_o+\Omega}, \quad a_o^- \equiv a_{\omega_o-\Omega}. $$  

As in Eq. (2), we continue to use a prime on the subscript to denote frequency $\Omega'$: $a_o' \equiv a_{\omega_o+\Omega'}$. Correspondingly, the commutation relations (2) imply for the only nonzero commutators

$$[a_o^+, a_o'^\dagger] = 2\pi\delta(\Omega - \Omega'), \quad [a_o^-, a_o'^\dagger] = 2\pi\delta(\Omega - \Omega'),$$  

and expression (1) for the dark-port input field becomes

$$E_{in}^{(+')} = \int_0^\infty \frac{2\pi \hbar \omega_o}{Ac} e^{-i\omega o t} \int_0^\infty \left( a_o^+ e^{-i\Omega t} + a_o^- e^{i\Omega t} \right) \frac{d\Omega}{2\pi}.$$  

Here (and throughout this paper) we approximate $\omega_o \pm \Omega \simeq \omega_o$ inside the square root, since $\Omega/\omega_o \sim 3 \times 10^{-13}$ is so small; and we formally extend the integrals over $\Omega$ to infinity, for ease of notation.

Because the radiation pressure in the optical cavities produces squeezing, and because this ponderomotive squeezing is central to the operation of our interferometers, we shall find it convenient to think about the interferometer not in terms of the single-photon modes, whose annihilation operators are $a_o^+$ and $a_o^-$, but rather in terms of the correlated two-photon modes (Appendix A and Refs. [26,27]) whose field amplitudes are

$$a_1 = \frac{a_o^+ + a_o'^\dagger}{\sqrt{2}}, \quad a_2 = \frac{a_o^+ - a_o'^\dagger}{\sqrt{2}}.$$  

The commutation relations (4) imply the following values for the commutators of these field amplitudes and their adjoints:

$$[a_1, a_2^\dagger] = -[a_2, a_1^\dagger] = i2\pi\delta(\Omega - \Omega') \quad \text{ (7a)}$$

and all others vanish (though some would be of order $(\Omega/\omega_o)$ if we had not approximated $\omega_o \pm \Omega \simeq \omega_o$ inside the square root in Eq. (5); cf. [26,27]):

$$[a_1, a_1^\dagger] = [a_1, a_2^\dagger] = [a_1^\dagger, a_1^\dagger] = [a_1^\dagger, a_2^\dagger] = [a_2^\dagger, a_2^\dagger] = 0,$$  

and similarly with $1 \leftrightarrow 2$. In terms of these two-photon amplitudes, Eq. (5) and $E_{in}^{(-)} = E_{in}^{(+')}^\dagger$ imply that the full electric field operator for the dark-port input is

[diagram showing gravitational-wave interferometer]
E_{\text{in}} = E_{\text{in}}^{(+)} + E_{\text{in}}^{(-)} = \sqrt{\frac{4\pi\hbar\omega_o}{A_c}} \left[ \cos(\omega_o t) \int_0^\infty (a_1 e^{-i\Omega t} + a_1^* e^{i\Omega t}) \, d\Omega \right. \\
+ \left. \sin(\omega_o t) \int_0^\infty (a_2 e^{-i\Omega t} + a_2^* e^{i\Omega t}) \, d\Omega \right] \frac{2\pi}{d\Omega} \right]. \tag{8}

Thus, we see that $a_1$ is the field amplitude for photons in the $\cos(\omega_o t)$ quadrature and $a_2$ is that for photons in the $\sin(\omega_o t)$ quadrature [26,27]. These and other quadratures will be central to our analysis.

The output field at the beam splitter’s dark port is described by the same equations as the input field, but with the annihilation operators $a$ replaced by $b$; for example,

$$E_{\text{out}} = \sqrt{\frac{4\pi\hbar\omega_o}{A_c}} \left[ \cos(\omega_o t) \int_0^\infty (b_1 e^{-i\Omega t} + b_1^* e^{i\Omega t}) \, d\Omega \right.$$
$$\left. + \sin(\omega_o t) \int_0^\infty (b_2 e^{-i\Omega t} + b_2^* e^{i\Omega t}) \, d\Omega \right] \frac{2\pi}{d\Omega}. \tag{9}$$

We shall find it convenient to introduce explicitly the cosine and sine quadratures of the output field, $E_1(t)$ and $E_2(t)$, defined by

$$E_{\text{out}} = E_1(t) \cos(\omega_o t) + E_2(t) \sin(\omega_o t);$$
$$E_j(t) = \sqrt{\frac{4\pi\hbar\omega_o}{A_c}} \int_0^\infty (b_j e^{-i\Omega t} + b_j^* e^{i\Omega t}) \, d\Omega \frac{2\pi}{d\Omega}. \tag{10}$$

B. Interferometer arms and gravitational waves

LIGO’s interferometers are generally optimized for the waves from inspiraling neutron-star and black-hole binaries—sources that emit roughly equal power into all logarithmic frequency intervals $\Delta \Omega/\Omega \sim 1$ in the LIGO band $\sim 10 \text{Hz}$ $\lesssim f \equiv \Omega/2\pi \lesssim 1000 \text{Hz}$. Optimization turns out to entail making the lowest point in the interferometer’s dimensionless noise spectrum $f \times S_n(f)$ as low as possible. Because of the relative contributions of shot noise, radiation pressure noise, and thermal noise, this lowest point turns out to be at $f \equiv \Omega/2\pi \sim 100 \text{Hz}$. To minimize the noise at this frequency, one makes the end mirrors of the interferometer’s arm cavities (Fig. 3) as highly reflecting as possible (we shall idealize them as perfectly reflecting until Sec. VI), and one gives their corner mirrors transmissivities $T \simeq 0.033$, so the cavities’ half bandwidths are

$$\gamma \equiv \frac{T_c}{4L} \simeq 2\pi \times 100 \text{Hz}. \tag{11}$$

Here $L = 4 \text{ km}$ is the cavities’ length (the interferometer “arm length”). We shall refer to $\gamma$ as the interferometer’s optimal frequency, and when analyzing QND interferometers, we shall adjust their parameters so as to beat the SQL by the maximum possible amount at $\Omega = \gamma$. In Table I we list $\gamma$, $L$ and other parameters that appear extensively in this paper, along with their fiducial numerical values.

In this and the next few sections we assume, for simplicity, that the mirrors and beam splitter are lossless; we shall study the effects of losses in Sec. VI below. We assume that the carrier light (frequency $\omega_o$) excites the arm cavities precisely on resonance.

We presume that all four mirrors (“test masses”) have masses $m \simeq 30 \text{ kg}$, as is planned for LIGO-II.

We label the two arms $n$ for north and $e$ for east, and denote by $X_n$ and $X_e$ the changes in the lengths of the cavities induced by the test-mass motions. We denote by

$$x \equiv X_n - X_e \tag{12}$$

the changes in the arm-length difference, and we regard $x$ as a quantum mechanical observable (though it could equally well be treated as classical [4]). In the absence of external forces, we idealize $x$ as behaving like a free mass (no pendular restoring forces). This idealization could easily be relaxed, but because all signals below $\sim 10 \text{ Hz}$ are removed in the data analysis, the pendular forces have no influence on the interferometer’s ultimate performance.

The arm-length difference evolves in response to the gravitational wave and to the back-action influence of the light’s fluctuating radiation pressure. Accordingly, we can write it as

$$x(t) = x_o + \frac{p_o}{m/4} + \int_{-\infty}^{+\infty} (Lh + x_BA)e^{-i\Omega t} \frac{d\Omega}{2\pi}. \tag{13}$$

Here $x_o$ is the initial value of $x$ when a particular segment of data begins to be collected, $p_o$ is the corresponding initial generalized momentum, $m/4$ is the reduced mass\(^3\) associated with the test-mass degree of freedom $x$, $h$ is the Fourier transform of the gravitational-wave field

\(^3\)In each arm of the interferometer, the quantity measured
and $x_{BA}$ is the influence of the radiation-pressure back action. Notice our notation: $x$, $x_{BA}$ and $h$ are the Fourier transforms of $x(t)$, $x_{BA}(t)$ and $h(t)$.

Elsewhere [4] we discuss the fact that $x_o$ and $p_o$ influence the interferometer output only near zero frequency $\Omega \sim 0$, and their influence is thus removed when the output data are filtered. For this reason, we ignore them and rewrite $x(t)$ as

$$x(t) = \int_{-\infty}^{+\infty} (Lh + x_{BA})e^{-i\Omega t} \frac{d\Omega}{2\pi} .$$  \hfill (15)

**C. Output field expressed in terms of input**

Because we have idealized the beam splitter as infinitesimally thin, the input field emerging from it and traveling toward the arm cavities has the coherent laser light in the same cos $\omega_o t$ quadrature as the dark-port field amplitude $a_1$. We further idealize the distances between the beam splitter and the arm-cavity input mirrors as integral multiples of the carrier wavelength $\lambda_o = 2\pi c / \omega_o$ and as small compared to $2\pi c / \gamma \sim 300m$. (These idealizations could easily be relaxed without change in the ultimate results.)

Relying on these idealizations, we show in Appendix B that the annihilation operators $b_j$ for the beam splitter’s output quadrature fields $E_j(t)$ are related to the input annihilation operators $a_j$ and the gravitational-wave signal $h$ by the linear relations

$$b_1 = \Delta b_1 = a_1 e^{2i\beta} ,$$
$$b_2 = \Delta b_2 + \sqrt{2K} \overline{h_{SQL}} e^{i\beta} ,$$
$$\Delta b_2 = (a_2 - \kappa a_1) e^{2i\beta} .$$  \hfill (16)

Here and below, for any operator $A$, $\Delta A \equiv A - \langle A \rangle$. This input-output equation and the quantities appearing in it require explanation.

The quantities $\Delta b_j$ are the noise-producing parts of $b_j$, which remain when the gravitational-wave signal is turned off. The $a_j$ impinge on the arm cavities at a frequency $\omega_o + \Omega$ that is off resonance, so they acquire the phase shift $2i\beta$ upon emerging, where

$$\beta \equiv \arctan(\Omega / \gamma) .$$  \hfill (17)

is the difference between the positions of the two mirrors’ centers of mass; this degree of freedom behaves like a free particle with reduced mass $m_r = m \times m / (m + m) = m/2$. The interferometer output is the difference, between the two arms, of this free-particle degree of freedom; that difference behaves like a free particle with reduced mass $m_r/2 = m/4$.

If the test masses were unable to move, then $\Delta b_j$ would just be $a_j e^{2i\beta}$; however, the fluctuating light pressure produces the test-mass motion $x_{BA}$, thereby inducing a phase shift in the light inside the cavity, which shows up in the emerging light as the term $-\kappa a_1$ in $b_2$. (cf. Appendix B). The quantity

$$\mathcal{K} \equiv (I_o / I_{SQL}) 2\gamma^4 \sqrt{\Omega^2 (\gamma^2 + \Omega^2)}$$  \hfill (18)

is the coupling constant by which this radiation-pressure back-action converts input $a_1$ into output $\Delta b_2$. In this coupling constant, $I_{SQL}$ is the input laser power required, in a conventional interferometer (Sec. III), to reach the standard quantum limit:

$$I_{SQL} = \frac{mL^2 \gamma^4}{4\omega_o} \simeq 1.0 \times 10^4 W .$$  \hfill (19)

In Eq. (16), the gravitational-wave signal shows up as the classical piece $\sqrt{2K}h / h_{SQL}$ of $b_2$. Here, as we shall see below,

$$h_{SQL} \equiv \sqrt{\frac{8h}{m\Omega^2 L^2}} \simeq 2 \times 10^{-24} \Omega \text{ Hz}^{-1/2}$$  \hfill (20)

is the standard quantum limit for the square root of the single-sided spectral density of $h(t)$, $\sqrt{s}\hbar$.

**III. CONVENTIONAL INTERFEROMETER**

In an (idealized) conventional interferometer, the beam-splitter’s output quadrature field $E_2(t)$ is measured by means of conventional photodetection. The Fourier transform of this measured quadrature is proportional to the field amplitude $b_2 = \Delta b_2 + \sqrt{2K} (h / h_{SQL}) e^{i\beta}$; cf. Eqs. (10) and (16). Correspondingly, we can think of $b_2 = b_2(\Omega)$ as the quantity measured, and when we compute, from the output, the Fourier transform $h = h(\Omega)$ of the gravitational-wave signal, the noise in that computation will be

4 Here and throughout this paper we regard some particular quadrature $E_\xi(t)$ as being measured directly. This corresponds to superposing on $E_\xi(t)$ carrier light with the same quadrature phase as $E_\xi$ and then performing direct photodetection, which produces a photocurrent whose time variations are proportional to $E_\xi(t)$. For a conventional interferometer the carrier light in the desired quadrature, that of $E_2(t)$, can be produced by operating with the dark port biased slightly away from the precise dark fringe. In future research it might be necessary to modify the QND designs described in this paper so as to accommodate the modulations that are actually used in the detection process; see Sec. VIII and especially Footnote 13.


\[ h_n(\Omega) = \frac{h_{SQL}}{\sqrt{2K}} \Delta b_2 e^{-i\beta} . \]  

This noise is an operator for the Fourier transform of a random process, and the corresponding single-sided spectral density \( S_h(f) \) associated with this noise is given by the standard formula [3,26,27]

\[ \frac{1}{2} 2\pi \delta(\Omega - \Omega') S_h(f) = \langle \ln(h_n(\Omega)h_n^*(\Omega')) \rangle_{\text{sym}} . \]  

Here \( f = \Omega/2\pi \) is frequency, \( \langle \ln \rangle \) is the quantum state of the input light field (the field operators \( f_a \) and \( h_{a, h} \)), whose expectation value is being computed, i.e., replace \( \langle \ln \rangle \) with \( \langle \rangle \) in Eq. (21) for \( h_n \) inserted into Eq. (22), the phase factor \( e^{-i\beta} \) cancels, i.e. it has no influence on the noise \( S_h \). This allows us to replace Eq. (21) by

\[ h_n(\Omega) = \frac{h_{SQL}}{\sqrt{2K}} \Delta b_2 . \]  

For a conventional interferometer, the dark-port input is in its vacuum state, which we denote by

\[ \langle \ln \rangle = |0_o\rangle . \]  

For this vacuum input, the standard relations \( a_+|0_o\rangle = a_-|0_o\rangle = 0 \), together with Eqs. (6) and (7), imply [26,27]

\[ \langle 0_o|a_+a_+^\dagger|0_o\rangle_{\text{sym}} = \frac{1}{2} 2\pi \delta(\Omega - \Omega') \delta_{jk} . \]  

Comparing this relation with Eq. (22) and its generalization to multiple random processes, we see that (when \( \langle \ln \rangle = |0_o\rangle \)) \( a_1(\Omega) \) and \( a_2(\Omega) \) can be regarded as the Fourier transforms of classical random processes with single-sided spectral densities and cross-spectral density given by [4]

\[ S_{a_1}(f) = S_{a_2}(f) = 1 , \quad S_{a_1,a_2}(f) = 0 . \]  

Combining Eqs. (16) and (23)–(25) [or, equally well, (16), (23), and (26)], we obtain for the noise spectral density of the conventional interferometer

\[ S_h = \frac{h_{SQL}^2}{2} \left( \frac{1}{K} + K \right) . \]  

This spectral density is limited, at all frequencies \( \Omega \), by the standard quantum limit

\[ S_h \geq h_{SQL}^2 = \frac{8\hbar}{m\Omega^2 L^2} . \]  

Recall that \( K \) is a function of frequency \( \Omega \) and is proportional to the input laser power \( I_o \) [Eq. (18)]. In our conventional interferometer, we adjust the laser power to \( I_o = I_{SQL} \) [Eq. (19)], thereby making \( K(\Omega = \gamma) = 1 \), \( \frac{h_{SQL}}{2} \left( \frac{1}{K} + K \right) = \frac{8\hbar}{m\Omega^2 L^2} \), and the noise is in its vacuum state, which we denote by

\[ \Delta b_2 = 2\pi \delta(\Omega - \Omega') S_h(f) = \langle \ln(h_n(\Omega)h_n^*(\Omega')) \rangle_{\text{sym}} . \]  

\[ \text{FIG. 4. The square root of the spectral density } \sqrt{S_h} \text{ of the gravitational-wave noise for several interferometer designs, as a function of angular frequency } \Omega, \text{ with } \text{optical losses assumed negligible; } S_h \text{ is measured in units of the standard quantum limit at frequency } \Omega = \gamma, \text{ and } \gamma \text{ is measured in units of } \gamma. \text{ The noise curves shown are: (i) the standard quantum limit itself, } h_{SQL}(\Omega) \text{ [Eq. (20)]; (ii) the noise for a conventional interferometer with laser power } I_o = I_{SQL} \text{ [Eq. (29)]; (iii) the noise for a squeezed-input interferometer with } I_o = I_{SQL}, \text{ squeeze factor } e^{-2R} = 0.1, \text{ and (a) optimized FD squeeze angle } \lambda = -\Phi(\Omega) \text{ [Eq. (49)]; solid curve], (b) optimized frequency-independent squeezing } \Phi(\Omega) \text{ [Eq. (52); dashed curve]; (iv) the noise for a variational-output interferometer with } I_o = 10I_{SQL} \text{ and optimized frequency-dependent homodyne phase } \Phi(\Omega) \text{ [Eq. (58)]; and (v) the noise for a squeezed-variational interferometer with } I_o = 10I_{SQL}, \text{ input squeeze factor } e^{-2R} = 0.1, \text{ and optimized input squeeze angle } \lambda = \pi/2 \text{ and output homodyne phase } \Phi(\Omega) \text{ [Eq. (73)].} \]  

\[ S_h = \frac{4\hbar}{mL^2\Omega^2} \left[ \frac{2\gamma^4}{\Omega^2(\gamma^2 + \Omega^2)} + \frac{\Omega^2(\gamma^2 + \Omega^2)}{2\gamma^4} \right] . \]  

This optimized conventional noise is shown as a curve in Fig. 4, along with the standard quantum limit \( h_{SQL} \) and the noise curves for several QND interferometers to be discussed below. This conventional noise curve is currently a tentative goal for LIGO-II, when operating without signal recycling [7].

\[ S_h \geq h_{SQL}^2 = \frac{8\hbar}{m\Omega^2 L^2} . \]  

\[ 4\hbar \Omega^2(\gamma^2 + \Omega^2) + \Omega^2(\gamma^2 + \Omega^2) \]

\[ \text{IV. STRATEGIES TO BEAT THE SQL, AND THEIR LOSSLESS PERFORMANCE} \]

\[ \text{A. Motivation: Ponderomotive squeezing} \]

The interferometer’s input-output relations \( \Delta b_1 = a_1 e^{2i\beta}, \Delta b_2 = (a_2 - K a_1) e^{2i\beta} \) can be regarded as consisting of the uninteresting phase shift \( e^{2i\beta} \) and a rotation in the \( \{a_1, a_2\} \) plane (i.e., \( \{\cos \omega_i t, \sin \omega_i t\} \) plane), followed by a squeeze:

\[ b_j = S_j^\dagger(r, \phi) R^\dagger(-\theta) a_j e^{2i\beta} R(-\theta) S(r, \phi) . \]
Then therefore is the in-out relations $\Delta b_1 = a_1 e^{2i\beta}$, $\Delta b_2 = (a_2 - K a_1) e^{2i\beta}$ [Eq. (16)], the expressions

$$\frac{1}{2} 2\pi \delta(\Omega - \Omega') S_{b_1}(f) = \langle [\Delta b_1 \Delta b_1^\dagger, \text{in}] \rangle_{\text{sym}} ,$$

$$\frac{1}{2} 2\pi \delta(\Omega - \Omega') S_{b_1 b_2}(f) = \langle [\Delta b_1 \Delta b_2^\dagger + \Delta b_1^\dagger \Delta b_2, \text{in}] \rangle_{\text{sym}}$$

(37)

for the spectral densities and cross spectral densities of $b_1$ and $b_2$, and the spectral densities $S_{a_1} = S_{a_2} = 1$, $S_{a_1 a_2} = 0$ [Eqs. (26)]. These imply that for a conventional interferometer

$$S_{b_1} = 1 , \quad S_{b_2} = 1 + K^2 , \quad S_{b_1 b_2} = -K .$$

(38)

Rotating $\Delta b_1$ through the angle $\phi = \frac{1}{2} \arccot(\mathcal{K}/2)$ to obtain

$$b_1' = b_1 \cos \phi + b_2 \sin \phi , \quad b_2' = b_2 \cos \phi - b_1 \sin \phi ,$$

(39)

and using Eqs. (37) and (38), we obtain

$$S_{b_1} = e^{-2r} \left( \sqrt{1 + (\mathcal{K}/2)^2} - \mathcal{K}/2 \right)^2 \simeq 1/\mathcal{K} \text{ if } \mathcal{K} \gg 1 ,$$

$$S_{b_2} = e^{+2r} \left( \sqrt{1 + (\mathcal{K}/2)^2} + \mathcal{K}/2 \right)^2 , \quad S_{b_1 b_2} = 0 ,$$

(40)

which represents a squeezing of the input vacuum noise in the manner described formally by Eqs. (36) and (31).

This ponderomotive squeezing is depicted by the noise ellipse of Fig. 5. For a conventional interferometer ($b_2$ measured via photodetection$^5$), the signal is the arrow along the $b_2$ axis, and the square root of the noise spectral density $S_{b_1}$ is the projection of the noise ellipse onto the $b_2$ axis. For a detailed discussion of this type of graphical representation of noise in two-photon quantum optics see, e.g., Ref. [26].

B. Squeezed-Input Interferometer

Interferometer designs that can beat the SQL (28) are sometimes called “QND interferometers”. Unruh [14] has

$^5$Recently it has been recognized that this ponderomotive nonlinearity acting on a movable mirror in a Fabry-Perot resonator may provide a practical method for generating bright squeezed light [30].

$^6$See footnote 4.
The squeezed-input interferometer has Eq. (22), where

\[ h_{ns} = S^+(R, \lambda) h_n S(R, \lambda) \]

and \( h'_{ns} \equiv h_n(\Omega') \). By inserting expression (21) for \( h_n \) into Eq. (43) and then combining the interferometer’s ponderomotive squeeze relation \( \Delta b_2 = (a_2 - K a_1) e^{i\beta} \) with the action of the squeeze operator on \( a_1 \) and \( a_2 \) [Eq. (A8)], we obtain

\[ h_{ns} = -\frac{\hbar_{SQL}}{\sqrt{2K}} e^{i\beta} \]

\[ \times (a_1 \{ \cosh R \cos \Phi - \sinh R \cos[\Phi - 2(\Phi + \lambda)] \}
\]

\[ - a_2 \{ \cosh R \sin \Phi - \sinh R \sin[\Phi - 2(\Phi + \lambda)] \} ) \] , \(44) \)

where

\[ \Phi \equiv \arccot K \] . \(45) \)

We can read the spectral density of the gravitational-wave noise off of Eq. (44) by recalling that in the \( |0_n \rangle \) vacuum state [which is relevant because of Eq. (42)], \( a_1 \) and \( a_2 \) can be regarded as random processes with spectral sensities \( S_{a_1} = S_{a_2} = 1 \) and vanishing cross spectral density [Eqs. (26)]:

\[ S_h = \frac{h_{SQL}^2}{2} \left( \frac{1}{K} + K \right) \left( \cosh 2R - \cos[2(\lambda + \Phi)] \sinh 2R \right) . \]

\(46) \)

It is straightforward to verify that this noise is minimized by making it proportional to \( \cosh 2R - \sinh 2R = e^{-2R} \), which is achieved by choosing the input squeeze angle

\[ \lambda(\Omega) = -\Phi(\Omega) \equiv -\arccot K(\Omega) \] . \(47) \)

The result is

\[ S_h = \frac{h_{SQL}^2}{2} \left( \frac{1}{K} + K \right) e^{-2R} . \]

\(48) \)

This says that the squeezed-input interferometer has the same noise spectral density as the conventional interferometer, except for an overall reduction by \( e^{-2R} \), where \( R \) is the squeeze factor for the dark-port input field (a result deduced by Unruh [14] and later confirmed by Jaekel and Reynaud [18] using a different method); see Fig. 4. This result implies that the squeezed-input interferometer can beat the amplitude SQL by a factor \( e^{-R} \).

When the laser power \( I_o \) of the squeezed-input interferometer is optimized for detection at the frequency \( \Omega = \gamma \) (\( I_o = I_{SQL} \) as for a conventional interferometer), the noise spectrum becomes

\[ S_h = \frac{4\hbar}{mL^2 \Omega^2} \left[ \frac{2\gamma^4}{\Omega^2(\gamma^2 + \Omega^2) + \Omega^2(\gamma^2 + \Omega^2)} + \frac{\Omega^2(\gamma^2 + \Omega^2)}{2\gamma^4} \right] e^{-2R} . \]

\(49) \)

This optimized noise is shown in Fig. 4 for \( e^{-2R} = 0.1 \), along with the noise spectra for other optimized interferometer designs.
In previous discussions of this squeezed-input scheme [14,18,19], no attention has been paid to the practical problem of how to produce the necessary frequency dependence

$$\lambda(\Omega) = -\Phi(\Omega) = -\arccot \frac{2\gamma^4}{\Omega^2(\gamma^2 + \Omega^2)}$$  \hspace{1cm} (50)

doing the squeeze angle. In Sec. V C, we shall show that this \(\lambda(\Omega)\) can be achieved by squeezing at a frequency-independent squeeze angle (using, e.g., a nonlinear crystal for which the squeeze angle will be essentially frequency-independent because the gravity-wave bandwidth, <1000 Hz, is so small compared to usual optical bandwidths) and then filtering through two Fabry-Perot cavities. This squeezing and filtering must be performed before injection into the interferometer’s dark port; see Fig. 1 for a schematic diagram.

The signal and noise for this squeezed-input interferometer are depicted in Fig. 6.

We comment, in passing, on two other variants of a squeezed-input interferometer:

(i) If, for some reason, the filter cavities cannot be implemented successfully, one can still inject squeezed vacuum at the dark port with a frequency-independent phase that is optimized for the lowest point in the noise curve, \(\Omega = \gamma\); i.e. (with the input power optimized to \(I_o = I_{SQL}\)):

$$\lambda = -\Phi(\gamma) = -\pi/4$$ \hspace{1cm} (51)

cf. Eq. (50). In this case the noise spectrum is

$$S_h = \frac{h^2_{SQL}}{2} \left( \frac{1}{K + K} \right)$$

$$\times \left[ (\cosh R \cos \Phi - \sinh R \sin \Phi)^2 
+ (\cosh R \sin \Phi - \sinh R \cos \Phi)^2 \right] ;$$  \hspace{1cm} (52)

[Eq. (46), translated into gravitational-wave noise via Eq. (23)]. This noise spectrum is shown as a dashed curve in Fig. 4, for \(e^{-2R} = 0.1\). The SQL is beat by the same factor \(\mu = \sqrt{e^{-2R}} \approx 0.32\) as in the case of a fully optimized squeezed-input interferometer, but the frequency band over which the SQL is beat is significantly smaller than in the optimized case, and the noise is worse than for a conventional interferometer outside that band.

(ii) Caves [17], in a paper that preceded Unruh’s and formed a foundation for Unruh’s ideas, proposed a squeezed-input interferometer with the squeeze angle set to \(\lambda = \pi/2\) independent of frequency. In this case, Eq. (46), translated into gravitational-wave noise via Eq. (23), says that

$$S_h = \frac{h^2_{SQL}}{2} \left( \frac{1}{e^{2R}K} + e^{2R}K \right) .$$  \hspace{1cm} (53)

Since \(K\) is proportional to the input laser power \(I_o\), Caves’ interferometer produces the same noise spectral density as a conventional interferometer [Eq. (27)] but with an input power that is reduced by a factor \(e^{-2R}\). This is a well-known result.

C. Variational-output interferometer

Vyatchanin, Matsko and Zubova [23–25] have devised a QND interferometer design based on (i) leaving the dark-port input field in its vacuum state, \(|\alpha\rangle = |0\rangle\), and (ii) changing the output measurement from standard homodyne detection (measurement of \(b_2\)) to homodyne detection at an appropriate, frequency-dependent (FD) homodyne phase \(\zeta(\Omega)\) — i.e., measurement of \(b_\zeta = b_1 \cos \zeta + b_2 \sin \zeta\).

In their explorations of this idea, Vyatchanin, Matsko and Zubova [23–25] did not identify any practical scheme for achieving such a FD homodyne measurement, so they approximated it by homodyne detection with a homodyne phase that depends on time rather than frequency — a technique that they call a “quantum variational measurement”.

In Sec. V below, we show that the optimized FD homodyne measurement can, in fact, be achieved by filtering the interferometer output through two Fabry-Perot cavities and then performing standard, balanced homodyne detection at a frequency-independent homodyne phase; see Fig. 2 for a schematic diagram. We shall call such a scheme a variational-output interferometer. The word “variational” refers to (i) the fact that the measurement entails monitoring a frequency-varying quadrature of the output field, as well as (ii) the fact that the goal is to measure variations of the classical force acting on the interferometer’s test mass (the original Vyatchanin-Matsko-Zubova motivation for the word).

\[
S_h = \frac{h^2_{SQL}}{2} \left( \frac{1}{e^{2R}K} + e^{2R}K \right) .
\]
The monitored FD amplitude $b_\zeta$ [Eq. (54)] can be expressed in terms of the interferometer’s dark-port input amplitudes $a_1$, $a_2$ and the Fourier transform of the gravitational-wave field $h$ as

$$b_\zeta = \sin \zeta \left( \sqrt{2K} \frac{h}{\sqrt{h_{\text{SQL}}} e^{i\beta} + [a_2 + (\cot \zeta - K)a_1] e^{2i\beta}} \right);$$

(55)

cf. Eqs. (16) and (54). Correspondingly, the operator describing the Fourier transform of the interferometer’s gravitational-wave noise is

$$h_n(\Omega) = \frac{h_{\text{SQL}}}{\sqrt{2K}} e^{i\beta} [a_2 + a_1 (\cot \zeta - K)];$$

(56)

cf. Eq. (23).

The radiation-pressure-induced back action of the measurement on the interferometer’s test masses is embodied in the $-K a_1$ term of this equation; cf. Eq. (16) and subsequent discussion. It should be evident that by choosing

$$\zeta = \Phi \equiv \text{arccot}K,$$

(57)

we can completely remove the back-action noise from the measured interferometer output; cf. Fig. 7. This optimal choice of the FD homodyne phase, together with the fact that the input state is vacuum, $|\text{in}\rangle = |0_o\rangle$, leads to the gravitational-wave noise

$$S_h = \frac{\hbar^2}{2} \frac{1}{\kappa} = \frac{1}{I_o/\gamma_{\text{SQL}}} \left( \frac{4\hbar}{mL^2\Omega^2} \right) \frac{\Omega^2(\gamma^2 + \Omega^2)}{2\gamma^4}.$$

(58)

cf. Eqs. (22) and (25).

This noise for an optimized variational-output interferometer is entirely due to shot noise of the measured light, and continues to improve $\propto 1/I_o$ even when the input light power $I_o$ exceeds $\gamma_{\text{SQL}}$. Figure 4 shows this noise, along with the noise spectra for other optimized interferometer designs.

It is interesting that the optimal frequency-dependent homodyne phase $\Phi$ for this variational-output interferometer is the same, aside from sign, as the optimal frequency-dependent squeeze angle for the squeezed-input interferometer; cf. Eq. (47).

**D. Comparison of squeezed-input and variational-output interferometers**

The squeezed-input and variational-output interferometers described above are rather idealized, most especially because they assume perfect, lossless optics. When we relax that assumption in Sec. VI below, we shall see that, for realistic squeeze factors $e^{-2R}$ and losses $\epsilon_*$, the two interferometers have essentially the same performance, but the variational-output interferometer requires $\sim 10$ times higher input power $I_o$. In this section we shall seek insight into the physics of these interferometers by comparing them in the idealized, lossless limit.

Various comparisons are possible. The noise curves in Fig. 4 illustrate one comparison: When the FD homodyne angle has been optimized, a lossless variational-output interferometer reduces shot noise below the SQL and completely removes back-action noise; by contrast, when the FD squeeze angle has been optimized, a squeezed-input interferometer reduces shot noise and reduces but does not remove back-action noise; cf. Eqs. (58) and (48).

In variational-output interferometers, after optimizing the FD homodyne angle, the experimenter has further control of just one input/output parameter: the laser intensity or equivalently $I_o/\gamma_{\text{SQL}} = \kappa(\Omega = \gamma)$. When $I_o/\gamma_{\text{SQL}}$ is increased, the shot noise decreases; independent of its value, the back-action noise has already been removed completely; cf. Eq. (58). By contrast, in squeezed-input interferometers, after optimizing the FD squeeze phase, the experimenter has control of two parameters: $I_o/\gamma_{\text{SQL}}$, which moves the minimum of the noise curve back and forth in frequency but does not lower its minimum [17], and the squeeze factor $R$, which reduces the noise by $e^{-2R}$; cf. Eq. (48).

Present technology requires that $R$ be approximately constant over the LIGO frequency band. However, in the same spirit as our assumption that the FD homodyne phase can be optimized at all frequencies, it is instructive to ask what can be achieved with an unconstrained, frequency-dependent (FD) squeeze factor $R(\Omega)$, when coupled to an unconstrained FD squeeze angle $\lambda(\Omega)$.

One instructive choice is $\lambda = -\text{arccot}K$ as in our pre-
vious, optimized interferometer [Eq. (47)], and $e^{-2R} = 1/(1 + K^2)$. In this case, the squeezed-input interferometer has precisely the same noise spectrum as the lossless variational-output interferometer

$$S_h = \frac{\hbar^2_{\text{SQL}}}{2K};$$  \hspace{1cm} (59)

[Eq. (58)], and achieves it with precisely the same laser power.

Another instructive choice is an input squeeze that is inverse to the interferometer’s ponderomotive squeeze (a configuration we shall call “inversely input squeezed” or IIS): Let the dark-port input field before squeezing be described by annihilation operators $c_\pm$, so

$$c_\pm |\text{in}\rangle = 0,$$  \hspace{1cm} (60)

i.e. the pre-squeeze field is vacuum. Then, denoting by $c_1$, $c_2$ the quadrature amplitudes of this pre-squeeze field, the IIS input squeezing is

$$a_1 = c_1, \quad a_2 = c_2 + Kc_1,$$  \hspace{1cm} (61)

where $K(\Omega)$ is the interferometer’s frequency-dependent coupling constant (18). The interferometer’s ponderomotively squeezed output noise is then

$$\Delta b_1 = a_1 e^{2i\beta} = c_1 e^{2i\beta}, \quad \Delta b_2 = (a_2 - Kc_1)e^{2i\beta} = c_1 e^{2i\beta}$$  \hspace{1cm} (62)

[cf. Eq. (16)], i.e., the noise of the output light is that of the vacuum with a phase shift, but since the vacuum state is insensitive to phase, it is actually just the noise of the vacuum.

Figure 8 illustrates this: The IIS input light is squeezed in a manner that gets perfectly undone by the ponderomotive squeeze, so the output light has no squeeze at all. The fact that the input squeeze is inverse to the ponderomotive squeeze shows up in this diagram as an input noise ellipse that is the same as the output ellipse of the ponderomotively squeezed vacuum, Fig. 5, except for a reflection in the horizontal axis.

Because the output of the IIS interferometer is $b_2$ (ordinary photodetection) and the output light’s state is the ordinary vacuum, its gravitational-wave noise is

$$S_h = \frac{\hbar^2_{\text{SQL}}}{2K};$$  \hspace{1cm} (63)

cf. Eqs. (23), (22) and (26) (with $a_j$ replaced by $b_j$). Notice that this is identically the same noise spectral density as for our previous example [Eq. (59)] and as for a variational-output interferometer, and it is achieved in all three cases with the same light power.

The fact that our two squeezed-input examples produce the same noise spectrum using different squeeze angles and squeeze factors should not be surprising. The noise spectrum is a single function of $\Omega$ and it is being shaped jointly by the two squeeze functions $\lambda(\Omega)$ and $R(\Omega)$.

The fact that the IIS interferometer and the variational output interferometer produce the same noise spectra results from a *reciprocity* between the IIS and the variational-output configurations. The IIS interferometer has its input squeezed at the angle $-\Phi = -\arccot K$ and it has vacuum-noise output, whereas the variational-output interferometer has vacuum-noise input and is measured at the homodyne angle $+\Phi = +\arccot K$.

Note that the IIS interferometer has a different input squeeze angle $[\lambda = -\frac{1}{2} \arccot (K/2); \text{cf. Eq. (31)}]$ from that of the angle-optimized squeezed-input interferometer of Sec. IV B $[\lambda = -\arccot K; \text{cf. Eq. (47)}]$. This difference shows clearly in the noise ellipses of Fig. 8 (the IIS interferometer) and Fig. 6 (the angle-optimized interferometer). Moreover, this difference implies that by optimizing the IIS interferometer’s squeeze angle (changing it to $\lambda = -\arccot K$), while keeping its squeeze factor unchanged $[R = \arccsh(K/2); \text{cf. Eq. (31)}]$, we can improve its noise performance slightly. The improvement is from (63) to

$$S_h = \frac{\hbar^2_{\text{SQL}}}{2K} \left[ \frac{1 + K^2}{1 + \frac{1}{2} (K^2 + K \sqrt{K^2 + 4})} \right];$$  \hspace{1cm} (64)

[which can be derived by setting $\lambda = -\Phi = -\arccot K$ and $R = \arccsh(K/2)$ in Eq. (46), or by inserting $R = \arccsh(K/2)$ into Eq. (48)—note that (48) is valid for any angle-optimized, squeezed-input interferometer but not for the IIS interferometer]. The improvement factor in square brackets is quite modest; it lies between 0.889 and unity.

We reiterate, however, that the above comparison of interferometer designs is of pedagogical interest only. In the real world, the noise of a QND interferometer is strongly influenced by losses, which we consider in Sec. VI below.
The squeezed-input and variational-output techniques are complementary. By combining them, one can beat the SQL more strongly than using either one alone. We call an interferometer that uses the two techniques simultaneously a squeezed-variational interferometer.

The dark-port input of such an interferometer is squeezed by the maximum achievable squeeze factor \( R \) at a (possibly frequency dependent) squeeze angle \( \lambda(\Omega) \), so

\[
|\text{in}\rangle = S(R, \lambda)|0_a\rangle.
\]  

(65)

The dark-port output is subjected to FD homodyne detection with (possibly frequency dependent) homodyne angle \( \zeta(\Omega) \); i.e., the measured quantity is the same output quadrature as for a variational-output interferometer, \( b_\zeta \) [Eq. (55)], so the gravitational-wave noise operator is also the same

\[
h_n(\Omega) = \frac{h_{\text{SQL}}}{\sqrt{2}\kappa} e^{i\beta} [a_2 + a_1(\cot \zeta - \mathcal{K})]e^{i\beta} 
\]  

[Eq. (56)].

As for a squeezed-input interferometer, the gravitational-wave noise is proportional to

\[
\langle \text{in}|h_{n_n}|\text{in}\rangle = \langle 0_a|h_{n_n}h_{n_n'}|0_a\rangle
\]  

[Eq. (22)], where \( h_{n_n} \) is the squeezed gravitational-wave noise operator

\[
h_{n_n} = S^\dagger(R, \lambda)h_nS(R, \lambda). 
\]  

(68)

By inserting expression (66) for \( h_n \) into Eq. (68) and invoking the action of the squeeze operator on \( a_1 \) and \( a_2 \) [Eq. (A8)], we obtain

\[
h_{n_n} = -\frac{h_{\text{SQL}}\sqrt{1 + \tilde{\mathcal{K}}^2}}{\sqrt{2}\kappa} e^{i\beta} \times \left( a_1 \left\{ \cosh R \cos \tilde{\Phi} - \sinh R \cos[\tilde{\Phi} + 2(\tilde{\Phi} + \lambda)] \right\} 
\right.

\[
- a_2 \left\{ \cosh R \sin \tilde{\Phi} - \sinh R \sin[\tilde{\Phi} + 2(\tilde{\Phi} + \lambda)] \right\} \right), 
\]  

(69)

where

\[
\tilde{\mathcal{K}} = \mathcal{K} - \cot \zeta, \quad \tilde{\Phi} = \arccot\tilde{\mathcal{K}}.
\]  

(70)

As for a squeezed-input interferometer [see passage following Eq. (45)], we can read the gravitational-wave spectral density off of Eq. (69) by regarding \( a_1 \) and \( a_2 \) as random processes with unit spectral densities and vanishing cross spectral density. The result is

\[
S_h = \frac{h_{\text{SQL}}^2}{2\kappa} (1 + \tilde{\mathcal{K}}^2)
\times \left\{ e^{-2R} + \sinh 2R[1 - \cos 2(\tilde{\Phi} + \lambda)] \right\}. 
\]  

(71)

This noise is minimized by setting the input squeeze angle \( \lambda \) and output homodyne phase \( \zeta \) to

\[
\lambda = \frac{\pi}{2}, \quad \zeta = \Phi = \arccot\mathcal{K},
\]  

(72)

which produces \( \mathcal{K} = 0 \) and \( \lambda = \Phi = \frac{\pi}{2} \), so

\[
S_h = \frac{h_{\text{SQL}}^2}{2\kappa} e^{-2R}
\times \left( \frac{4h}{mL^2\Omega^2} \right) \frac{\Omega^2(\gamma^2 + \Omega^2)}{2\gamma^4};
\]  

(73)

see Fig. 4.

Equation (72) says that, to optimize the (lossless) squeezed-variational interferometer, one should squeeze the dark-port input field at the frequency-independent squeeze angle \( \zeta = \pi/2 \) (which ends up squeezing the interferometer’s shot noise), and measure the output field at the same FD homodyne phase \( \zeta = \Phi \) as for a variational-output interferometer; see Fig. 9. Doing so produces an output, Eq. (73), in which the radiation-pressure-induced back-action noise has been completely removed, and the shot noise has been reduced by the input squeeze factor \( e^{-2R} \).

Because the optimal input squeeze angle is frequency independent, the squeezed variational interferometer needs no filter cavities on the input. However, they are needed on the output to enable FD homodyne detection; see Fig. 2 for a schematic diagram.

V. FD HOMODYNE DETECTION AND SQUEEZING

Each of the QND schemes discussed above requires homodyne detection with a frequency-dependent phase (FD homodyne detection) and/or input squeezed vacuum with a frequency-dependent squeeze angle (FD squeezed

---

FIG. 9. Noise ellipses for a squeezed-variational interferometer. Left: Noise for the squeezed vacuum that enters the interferometer’s dark port. Right: Noise for the field that exits at the dark port along with the gravitational-wave signal.
A. General Method for FD Homodyne Detection

The goal of FD Homodyne Detection is to measure the electric-field quadrature

\[ E_\zeta(t) = \sqrt{\frac{4\pi \hbar \omega_\zeta}{A_c}} \int_0^\infty \left( b_\zeta e^{-\Delta t} + b_\zeta^\dagger e^{\Delta t} \right) \frac{d\Omega}{2\pi}, \] (74)

for which the quadrature amplitude is

\[ b_\zeta = b_1 \cos \zeta + b_2 \sin \zeta, \quad \zeta = \zeta(\Omega); \] (75)

cf. Eqs. (10) and (54). If \( \zeta \) were frequency independent, the measurement could be made by conventional balanced homodyne detection, with homodyne phase \( \zeta \).

In this subsection we shall show that, when \( \zeta \) depends on frequency, the measurement can be achieved in two steps: first send the light through an appropriate filter (assumed to be lossless), and then perform conventional balanced homodyne detection.

The filter puts onto the light a phase shift \( \alpha \) that depends on frequency. Let the phase shift be \( \alpha_+ \) for light frequency \( \omega_+ + \Omega \), and \( \alpha_- \) for \( \omega_- - \Omega \). The input to the filter has amplitudes (annihilation operators) \( b_\pm \) at these two sidebands, and the filter output has amplitudes (denoted by a tilde)

\[ \tilde{b}_\pm = b_\pm e^{i\alpha_\pm}. \] (76)

The corresponding quadrature amplitudes are

\[ b_1 = \frac{b_+ + b_-^\dagger}{\sqrt{2}}, \quad b_2 = \frac{b_+ - b_-^\dagger}{\sqrt{2i}} \] (77)

at the input [Eqs. (6)], and the analogous expression with tildes at the output. Combining Eqs. (77) with and without tildes, and Eq. (76), we obtain for the output quadrature amplitudes in terms of the input

\[ \tilde{b}_1 = e^{i\alpha_m} (b_1 \cos \alpha_p - b_2 \sin \alpha_p), \]
\[ \tilde{b}_2 = e^{i\alpha_m} (b_2 \cos \alpha_p + b_1 \sin \alpha_p). \] (78)

Here

\[ \alpha_m = \frac{1}{2} (\alpha_+ - \alpha_-), \quad \alpha_p = \frac{1}{2} (\alpha_+ + \alpha_-). \] (79)

The light with the output amplitudes \( \tilde{b}_1, \tilde{b}_2 \) is then subjected to conventional balanced homodyne detection with frequency-independent homodyne angle \( \theta \), which measures an electric-field quadrature with amplitude

\[ \tilde{b}_\theta = \tilde{b}_1 \cos \theta + \tilde{b}_2 \sin \theta = e^{i\alpha_m} [b_1 \cos(\theta - \alpha_p) + b_2 \sin(\theta - \alpha_p)]. \] (80)

If we adjust the filter and the constant homodyne phase so that

\[ \theta - \alpha_p \equiv \theta - \frac{1}{2} (\alpha_+ + \alpha_-) = \zeta(\Omega), \] (81)

then, aside from the frequency-dependent phase shift \( \alpha_m \), the output quadrature amplitude will be equal to our desired FD amplitude:

\[ \tilde{b}_\theta = e^{i\alpha_m} b_\zeta. \] (82)

The phase shift \( \alpha_m(\Omega) \) is actually unimportant; it can be removed from the signal in the data analysis (as can be the phase shift \( \beta(\Omega) \) produced by the interferometer’s arm cavities).

To recapitulate: FD homodyne detection with homodyne phase \( \zeta(\Omega) \) can be achieved by filtering and conventional homodyne detection, with the filter’s phase shifts \( \alpha_\pm \) (at \( \omega = \omega_\pm \Omega \)) and the constant homodyne phase \( \theta \) adjusted to satisfy Eq. (81).

B. Realization of the filter

The desired FD homodyne phase is

\[ \zeta = \Phi(\Omega) = \arccot K = \arccot \left( \frac{\Lambda^4}{\Omega^2(\gamma^2 + \Omega^2)} \right) = \arctan \left( \frac{\Omega^2(\gamma^2 + \Omega^2)}{\Lambda^4} \right), \] (83)

where

\[ \Lambda^4 = (I_o / I_{SQL}) 2\gamma^4 \] (84)

[cf. Eqs. (18) and (45)]. Recall that \( \gamma \sim 2\pi \times 100\text{Hz} \) is the optimal frequency of operation of the interferometer, and to beat the SQL by a moderate amount will require \( I_o / I_{SQL} \sim 10 \) so \( \Lambda^4 \sim 20\gamma^4 \), i.e., \( \Lambda \sim 2\gamma \).

In Appendix C we show that this desired FD phase can be achieved by filtering the light with two successive lossless Fabry-Perot filter cavities, followed by conventional homodyne detection at homodyne angle

\[ \theta = \pi/2 \] (85)

[i.e., homodyne measurement of \( \tilde{b}_2 \) at the filter output; cf. Eq. (80)]. The two filter cavities (denoted I and II)

The fact that only two cavities are needed to produce the desired FD homodyne phase (83) is a result of the simple quadratic form of \( \tan \Phi(\Omega) \). If the desired phase were significantly more complicated, a larger number of filter cavities would be needed; cf. Eq. (C3) and associated analysis. It would be interesting to explore what range of FD homodyne phases can be achieved, with what accuracy, using what number of cavities.
produce phase shifts $\alpha_{I\pm}$ and $\alpha_{II\pm}$ on the $\omega_o \pm \Omega$ side bands, so upon emerging from the second cavity, the net phase shifts are

$$\alpha_{I\pm} = \alpha_{I\pm} + \alpha_{II\pm}.$$ (86)

Each cavity ($J = I$ or $II$) is characterized by two parameters: its decay rate (bandwidth) $2\delta_J$ (with $J = I$ or $II$), and its fractional resonant-frequency offset from the light’s carrier frequency $\omega_o$,

$$\xi_J \equiv \frac{\omega_o - \omega_{res,J}}{\delta_J}.$$ (87)

Here $\omega_{res,J}$ is the resonant frequency of cavity $J$. In terms of these parameters, the phase shifts produced in the $\omega_o \pm \Omega$ side bands by cavity $J$ are

$$\alpha_J = \arctan((\xi_J \pm \Omega/\delta_J)).$$ (88)

The filters’ parameters must be adjusted so that the net phase shift (86), together with the final homodyne angle $\theta = \pi/2$, produce the desired FD phase, Eqs. (81) and (83).

In Appendix C we derive the following values for the filter parameters $\xi_I$, $\delta_I$, $\xi_{II}$ and $\delta_{II}$ as functions of the parameters $\Lambda$ and $\gamma$ that appear in the desired FD homodyne phase. Define the following four functions of $\Lambda$ and $\gamma$

$$P \equiv \frac{4\Lambda^4}{\gamma^4}, \quad Q \equiv \frac{1 + \sqrt{1 + P^2}}{2},$$ (89a)

$$A_+ \equiv \frac{Q + \sqrt{Q}}{P}, \quad A_- \equiv \frac{Q - \sqrt{Q}}{P}.$$ (89b)

Then in terms of these functions, the filter parameters are

$$\xi_I = \frac{1}{2A_+} + \sqrt{1 + \frac{1}{(2A_+)^2}},$$ (89c)

$$\xi_{II} = \frac{1}{2A_-} - \sqrt{1 + \frac{1}{(2A_-)^2}},$$ (89d)

$$\delta_I \equiv \frac{P}{\gamma} \sqrt{8\xi_I\sqrt{Q}},$$ (89e)

$$\delta_{II} \equiv \frac{P}{\gamma} \sqrt{8(-\xi_{II})\sqrt{Q}}.$$ (89f)

Note that, when the cavity half-bandwidths $\delta_J$ are expressed in terms of the half-bandwidth $\gamma$ of the interferometer’s arm cavities, as in Eqs. (89c) and (89f), then the filter parameters depend on only one characteristic of the desired FD homodyne phase: the quantity $(\Lambda/\gamma)^4 = 2I_o/I_{SQL}$. Figure 10 depicts the filter parameters as functions of this quantity.

As Fig. 10 shows, the half-bandwidths of the two filter cavities are within a factor $\sim 2$ of that of the interferometer’s arm cavities. This is so for the entire range of laser powers, $I_o/I_{SQL}$, that are likely to be used in QND interferometers, at least in the early years (e.g., LIGO-III; ca. 2008–2010). Moreover, the filter cavities’ fractional frequency offsets $\xi_J$ are of order unity ($-0.5 < \xi_J \lesssim 2$). Thus, the desired properties of the filter cavities are not much different from those of the interferometer’s arm cavities.

In Sec. VI below, we shall see that the most serious limitation on the sensitivities of variational-output and squeezed-variational interferometers is optical loss in the filter cavities. To minimize losses, the cavities should be very long (so the cavities’ stored light encounters the mirrors a minimum number of times). This suggests placing the filter cavities in the interferometer’s 4km-long arms, alongside the interferometer’s arm cavities.

C. Squeezing with frequency-dependent squeeze angle

Just as the variational-output and squeezed-variational interferometers require homodyne detection at a FD phase, so a squeezed-input interferometer requires squeezing at a FD angle $\Lambda(\Omega)$.

The nonlinear-optics techniques currently used for squeezing will produce a squeeze angle that is nearly constant over the very narrow frequency band of gravitational-wave interferometers, $|\omega - \omega_o| \lesssim (a few) \times \gamma \sim 10^{-12}\omega_o$. What we need is a way to change the squeeze angle from its constant nonlinear-optics-induced value to the desired frequency-dependent value, $\lambda = -\Phi(\Omega)$ [Eq. (50)].
Just as FD homodyne detection can be achieved by sending the light field through appropriate filters followed by a frequency-independent homodyne device, so also FD squeezing can be achieved by squeezing the input field in the standard frequency-independent way, and then sending it through appropriate filters. Moreover, since the necessary squeeze angle has the same frequency dependence \(-\Phi(\Omega)\) as the homodyne phase (aside from sign), the filters needed in FD squeezing are nearly the same as those needed in FD homodyne detection: The filtering can be achieved by sending the squeezed input field through two Fabry-Perot cavities before injecting it into the interferometer, and the cavity parameters are given by formulae analogous to Eqs. (89):

\[
Q = \frac{1 + \sqrt{65}}{2}, \quad A_\pm \equiv -\frac{Q \pm \sqrt{Q}}{8},
\]

\[
\xi_I = \frac{1}{2A_+} - \sqrt{1 + \frac{1}{(2A_+)^2}},
\]

\[
\xi_{II} = \frac{1}{2A_-} + \sqrt{1 + \frac{1}{(2A_-)^2}},
\]

\[
\frac{\delta_I}{\gamma} = \sqrt{\frac{1}{(\xi_I)\sqrt{Q}}},
\]

\[
\frac{\delta_{II}}{\gamma} = \sqrt{\frac{1}{\xi_{II}\sqrt{Q}}},
\]

The details of the calculations are essentially the same as Appendix C, but with Eq. (C1) changed into the following expression for the initial frequency-independent squeeze angle \(\theta\) and the cavities' frequency-dependent phase shifts \(\alpha_{II}\pm\):

\[
\tan \Phi(\Omega) \equiv \frac{-\Omega^2(\gamma^2 + \Omega^2)}{2\gamma^4}
\]

\[
= \tan \left(\theta - \frac{\alpha_{II+} + \alpha_{II-} + \alpha_{I+} + \alpha_{I-}}{2}\right).
\]  

VI. INFLUENCE OF OPTICAL LOSSES ON QND INTERFEROMETERS

A. The role of losses

It is well known that, when one is working with squeezed light, any source of optical loss (whether fundamentally irreversible or not) can debilitate the light’s squeezed state. This is because, wherever the squeezed light can leave one’s optical system, vacuum field can (and must) enter by the inverse route; and the entering vacuum field will generally be unsqueezed [31].

All of the QND interferometers discussed in this paper rely on squeezed-light correlations in order to beat the SQL — with the squeezing always produced ponderomotively inside the interferometer and, in some designs, also present in the dark-port input field. Thus, optical loss is a serious issue for all the QND interferometers.

In this section we shall study the influence of optical losses on the optimized sensitivities of our three types of QND interferometers.

B. Sources of optical loss

The sources of optical loss in our interferometers are the following:

- For light inside the interferometer’s arm cavities and inside the Fabry-Perot filter cavities: scattering and absorption on the mirrors and finite transmissivity through the end mirrors. We shall discuss these quantitatively at the end of the present subsection. (In addition, wave front errors and birefringence produced in the arm cavities and filters, e.g. via power-dependent changes in the shapes and optical properties of the mirrors, will produce mode miss-matching and hence losses in subsequent elements of the output optical train.)

- For squeezed vacuum being injected into the interferometer: fractional photon losses \(\epsilon_{bs}\) in the circulator\(^8\) used to do the injection, in the beam splitter \(\epsilon_{bs}\), and in mode-matching into the interferometer \(\epsilon_{mm}\).

- For the signal light traveling out of the interferometer: In addition to losses in the arm cavities and filter cavities, also fractional photon losses in the beam splitter \(\epsilon_{bs}\), in the circulator \(\epsilon_{circ}\), in mode-matching into each of the filter cavities \(\epsilon_{mm}\), in mode-matching with the local-oscillator light used in the homodyne detection \(\epsilon_{lo}\), and in the photodiode inefficiency \(\epsilon_{pd}\).

It is essential to pursue R&D with the aim of driving these fractional photon losses down to

\[
\epsilon_{circ} \sim \epsilon_{bs} \sim \epsilon_{mm} \sim \epsilon_{lo} \sim \epsilon_{pd} \sim 0.001.
\]

These loss levels are certainly daunting. However, it is well to keep in mind that achieving the absolute lowest loss levels will likely be an essential component of any advanced interferometer that attempts to challenge and surpass the SQL. In the current case, discussions with Stan Whitcomb and the laboratory experience of one of

\(^8\) The circulator is a four-port optical device that separates spatially the injected input and the returning output from the interferometer; see Fig. 1. It can be implemented via a Faraday rotator in conjunction with two linear polarizers.
the authors (HJK) lead us to suggest that it may be technically plausible to achieve the levels of Eq. (92) in the LIGO-III time frame, though a vigorous research effort will be needed to determine the actual feasibility.

These loss levels are certainly daunting, but based on discussions with Stan Whitcomb and on the laboratory experience of one of the authors (HJK), it seems technically plausible that they can be achieved in the LIGO-III time frame.

The arm cavities are a dangerous source of losses because the light bounces back and forth in them so many times. We denote by \( \mathcal{L} \) the probability that a photon in an arm cavity gets lost during one round-trip through the cavity, due to scattering and absorption in each of the two mirrors and transmission through the end mirror. With much R&D, by the LIGO-III time frame, the two mirrors and transmission through the end mirror will be needed to determine the actual feasibility.

C. Input-output relation for lossy interferometer

We show in Appendix B that, accurate to first order in the arm-cavity losses (and ignoring beam-splitter losses which we shall deal with separately below), the relation between the input to the interferometer’s beam splitter (field amplitudes \( a_j \)) and the output from the beam splitter (field amplitudes \( b_j \)) takes the following form

\[
b_1 = \Delta b_1 , \quad b_2 = \Delta b_2 + \sqrt{2} \mathcal{K}_* \frac{\hbar}{\hbar_{\text{SQL}}} e^{i\beta} ,
\]

[cf. the last sentence of App. B; also the lossless input-output relation (16) and Fig. 3]. Here, accurate to first order in \( \epsilon \),

\[
\beta_* \equiv \arctan \left( \frac{\Omega/\gamma}{1 + \epsilon/2} \right) = \beta - \frac{\epsilon/2}{\Omega/\gamma + \gamma/\Omega} \quad (98)
\]
is the loss-modified phase \( \beta \) [Eq. (17)], and the coupling coefficient is reduced slightly by the losses:

\[
\mathcal{K}_* \equiv \frac{(I_o/I_{\text{SQL}})^2 \gamma^4}{\Omega^2 [\gamma^2 (1 + \epsilon/2)^2 + \Omega^2]} = \mathcal{K} \left( 1 - \frac{\epsilon}{2} \right) \quad (99)
\]

[cf. Eq. (18)], where

\[
\mathcal{E} = \frac{2\gamma^2}{\gamma^2 + \frac{\Omega^2}{\gamma^2}} = \frac{2\epsilon}{1 + (\Omega/\gamma)^2} \quad (100)
\]
is the net fractional loss of sideband photons in the arm cavities [cf. Eq. (B25)]. Accurate to first order in the losses, the output quadrature noise operators in Eq. (97) have the form

\[
\Delta b_1 = a_1 e^{2i\beta} \left( 1 - \frac{1}{2} \epsilon \right) + \sqrt{\mathcal{E}} e^{i\beta} n_1 ,
\]

\[
\Delta b_2 = a_2 e^{2i\beta} \left( 1 - \frac{1}{2} \epsilon \right) + \sqrt{\mathcal{E}} e^{i\beta} n_2
\]

\[
-\mathcal{K}_* (a_1 + \sqrt{\epsilon/2} n_1) e^{2i\beta} . \quad (101)
\]

[cf. last sentence of App. B and cf. Eq. (16)]. Here \( n_1 \) and \( n_2 \) are the net quadrature field amplitudes that impinge on the interferometer’s arm cavities at their various sites of optical loss. We shall call \( n_j \) the quadrature amplitudes of the arm cavities’ loss-noise field. They are complete analogs of the input and output fields’ quadrature amplitudes \( a_j \) and \( b_j \); they are related to the loss-noise field’s annihilation and creation operators \( n_{\pm} \) and \( n_1 \) in the standard way [analog of Eqs. (6)], they have the standard commutation relations [analog of Eqs. (7)], and they commute with the dark-port input field amplitudes \( a_j \).

Equations (101) have a simple physical interpretation. The dark-port input field \( a_j \) at frequency \( \omega_j \pm \Omega \) gets attenuated by a fractional amount \( \mathcal{E}/2 \) while in the interferometer (corresponding to a photon-number fractional loss \( \mathcal{E} \)), and the lost field gets replaced, in the output

\[9\] The loss modification, i.e. the difference between \( \beta_* \) and \( \beta \), turns out to influence the gravitational-wave noise only at second order in \( \epsilon \) and thus is unimportant; see Footnote 12 below.

\[10\] As is discussed in Footnote 16, in Eq. (99) for \( \mathcal{K}_* \), strictly speaking, \( I_o \) is not the input power to the interferometer, but rather is the input power reduced by the losses that occur in the input optics, beamsplitter, and arm cavities. We ignore this delicacy since its only effect in our final formulas is a slight renormalization of \( I_o \).
light, by a small bit of loss-noise field $\sqrt{\epsilon} n_j$. The phase shift $\beta$ that the interferometer cavities put onto the loss-noise field is half that put onto the dark-port input field because of the different routes by which the $a_j$ and $n_j$ get into the arm cavities.

The radiation-pressure back-action force on the test mass is produced by a beating of the laser’s carrier light against the in-phase quadrature of the inside-cavity noise field $a_1 + \sqrt{\epsilon}/2 n_1$. Thus, it is $a_1 + \sqrt{\epsilon}/2 n_1$ that appears in the output light’s back-action noise (last term of $\Delta b_2$).

### D. Noise from losses in the output optical train and the homodyne filters

The output quadrature operators $b_j$ get fed through an output optical train including the beam splitter, circulator, cavity filters I and II, a mixer with local oscillator light and a photodiode. The result (aside from an unimportant phase shift $\alpha_m$) is the desired measured quantity $b_c(\Omega)$. This actual process, sketched on the left side of the equality sign, is mathematically equivalent to the idealized process sketched on the right side: The cavities’ loss effects are introduced first, producing $\tilde{b}$, which is then sent through an idealized, lossless optical train including the filters.

Because the filter cavities have frequency offsets $\xi_j$ that make their losses different in the upper and lower side bands, the influence of the losses is most simply expressed in terms of the annihilation operators for the side bands $b_{\pm}$, rather than in terms of the quadrature amplitudes $b_j$. In terms of $b_{\pm}$, the equation describing the influence of losses is identical to that in the case of the arm cavities with fixed mirrors, Eqs. (101) with $K = 0$:

$$b_{\pm} = \left(1 - \frac{1}{2} \sum_j \mathcal{E}_{j\pm}\right) b_{\pm} + \sum_j \sqrt{\mathcal{E}_{j\pm}} n_{j\pm}, \quad (102)$$

Here (i) the sum is over the two filter cavities $J = I$ and II (which must be treated specially) and over the rest of the output optical train, denoted $J = OT$; (ii) $\mathcal{E}_j$ is the net fractional loss of photons in element $J$; (iii) $n_{j\pm}$ is the annihilation operator for the loss-noise field introduced by element $J$; (iv) for each filter I or II, the analog of the phase factor $2\beta$ of Eq. (101) gets put onto the light in the subsequent lossless filter and thus is absent here; and (v) we have absorbed a phase factor into the definition of $n_{j\pm}$.

The net fractional photon loss in a filter cavity must be identical to that in an arm cavity, Eq. (100), if written in terms of the cavity’s half bandwidth ($\gamma$ for arm cavity, $\delta_j$ for filter cavity) and the difference between the field’s frequency $\omega = \omega_o \pm \Omega$ and the cavity’s resonant frequency $\omega_{res} = \omega - \omega_{res} = \pm \Omega$ for arm cavity; $\omega - \omega_{res} = \xi_j \delta_j \pm \Omega$ for filter cavity). Therefore, Eq. (100) implies that

$$\mathcal{E}_{J\pm} = \frac{2\epsilon_J}{1 + (\xi_j \pm \Omega/\delta_j)^2} \quad \text{for} \quad J = I, II. \quad (103)$$

For the remainder of the optical train, the net fractional photon loss $\mathcal{E}_{OT}$ is the sum of the contributions from the various elements and is independent of frequency:

$$\mathcal{E}_{OT\pm} = \mathcal{E}_{OT} = \epsilon_{bs} + \epsilon_{circ} + 2\epsilon_{mm} + \epsilon_{lo} + \epsilon_{pd} \sim 0.006. \quad (104)$$

By expressing $b_{\pm}$ and $n_{j\pm}$ in terms of $b_j$ and $n_{j\pm}$ (for $j = 1, 2$) via the analog of Eq. (6), inserting these expressions into Eq. (102), then computing $\tilde{b}_j$ via the analog of Eq. (6), we obtain

$$\tilde{b}_1 = \left(1 - \frac{1}{2} \mathcal{E}_{OTF}\right) b_1 - \frac{i}{4} \sum_j (\mathcal{E}_{j+} - \mathcal{E}_{j-}) b_2 \quad (105a)$$

$$+ \frac{1}{2} \sum_j \left[ (\sqrt{\mathcal{E}_{j+}} + \sqrt{\mathcal{E}_{j-}}) n_{j1} + i(\sqrt{\mathcal{E}_{j+}} - \sqrt{\mathcal{E}_{j-}}) n_{j2} \right],$$

$$\tilde{b}_2 = \left(1 - \frac{1}{2} \mathcal{E}_{OTF}\right) b_2 + \frac{i}{4} \sum_j (\mathcal{E}_{j+} - \mathcal{E}_{j-}) b_1 \quad (105b)$$

$$+ \frac{1}{2} \sum_j \left[ (\sqrt{\mathcal{E}_{j+}} + \sqrt{\mathcal{E}_{j-}}) n_{j2} - i(\sqrt{\mathcal{E}_{j+}} - \sqrt{\mathcal{E}_{j-}}) n_{j1} \right].$$

Here

---

11Yanbei Chen [32] has shown that it does not matter whether the losses are placed before or after the lossless train.
\[ \mathcal{E}_{\text{OTF}} = \frac{1}{2} \sum_{j} (\mathcal{E}_{J+} + \mathcal{E}_{J-}) \]
\[ = \mathcal{E}_{\text{OT}} + \frac{1}{2} (\mathcal{E}_{I+} + \mathcal{E}_{I-} + \mathcal{E}_{II+} + \mathcal{E}_{II-}) \]
\[ \simeq \mathcal{E}_{\text{OT}} + \varepsilon \sum_{j=s_{+},s_{-}} \frac{\gamma |\delta_{j}|}{1 + (\xi_{j} + s\Omega/\delta_{j})^{2}} \]  
(106)

is the net, \( \Omega \)-dependent loss factor for the entire output optical train including the filter cavities. From Eqs. (94), (104) and (106) and Fig. 10, we infer that
\[ \mathcal{E}_{\text{OTF}} \sim 0.009 \]  
(107)

with only a weak dependence on frequency, which we shall neglect.

In Eqs. (105), the terms \( i \times (\text{quantity linear in } \mathcal{E}_{J \pm}) b_{j} \) [the \( b_{2} \) term in \( b_{1} \) and the \( b_{1} \) term in \( b_{2} \)] will contribute amounts second order in the losses (\( \propto \mathcal{E}_{J}^{2} \)) to the signal and/or noise, and thus can be neglected. We shall flag our neglect of these terms below, when they arise.

### E. Computation of noise spectra for variational-output and squeezed-variational interferometers

The output of a squeezed-variational interferometer or variational-output interferometer is the frequency-dependent quadrature \( b_{c} \) depicted in Fig. 11. This quantity, when split into signal \( \propto h \) plus noise \( \propto \Delta b_{c} \), takes the following form:
\[ b_{c} = b_{1} \cos \zeta + b_{2} \sin \zeta \]
\[ = \sin \zeta \left[ \sqrt{2K_{e}} \left( 1 - \frac{1}{2} \mathcal{E}_{\text{OTF}} \right) \frac{h}{h_{\text{SQL}}} e^{i\beta_{c}} + \frac{\Delta \hat{b}_{c}}{\sin \zeta} \right] ; \]  
(108)

cf. Eqs. (97) and (105). Here we have omitted an imaginary part of the factor \( 1 - \frac{1}{2} \mathcal{E}_{\text{OTF}} \) [arising from the \( b_{2} \) term in \( b_{1} \), Eq. (105a)] because its modulus is second order in the losses (\( \propto \mathcal{E}_{J}^{2} \)) and therefore it contributes negligibly to the signal strength.

Equation (108) implies that the gravitational-wave noise operator is
\[ h_{n} = \left( 1 + \frac{1}{2} \mathcal{E}_{\text{OTF}} + \frac{1}{4} \right) \frac{h}{h_{\text{SQL}}} e^{-i\beta_{c}} (\Delta \hat{b}_{2} + \Delta \hat{b}_{1} \cot \zeta) , \]  
(109)

where we have used Eq. (99) for \( K_{e} \).

For a squeezed-variational interferometer, the dark-port input field \( a_{j} \) is in a squeezed state, with squeeze factor \( R \) and squeeze angle \( \lambda(\Omega) \) (which, after optimization, will turn out to be \( \lambda = \pi/2 \) as for a lossless interferometer). For a variational-output interferometer, \( a_{j} \) is in its vacuum state, which corresponds to squeezing with \( R = 0 \) so we lose no generality by assuming a squeezed input. Since all the noise fields except \( a_{j} \) are in their vacuum states, the light’s full input state is
\[ |\text{in}\rangle = |0_{n}\rangle \otimes |0_{\text{nOT}}\rangle \otimes |0_{\text{nI}}\rangle \otimes |S(R, \lambda)|0_{\alpha}\rangle , \]  
(110)

where the notation should be obvious.

The gravitational-wave noise is proportional to
\[ \langle \text{in}| h_{n} h_{n'}|\text{in}\rangle = \langle 0|h_{n} h_{n'}|0 \rangle \]  
(111)

where \( |0 \rangle \) is the vacuum state of all the noise fields \( a, n, n_{\text{OT}}, n_{1}, \) and \( n_{\text{II}} \); and \( h_{n} \) is the usual squeezed noise operator
\[ h_{n} = S^\dagger(R, \lambda) h_{n} S(R, \lambda) . \]  
(112)

We bring this squeezed-noise operator into an explicit form by (i) inserting Eq. (109) into Eq. (112), then (ii) replacing the \( \Delta \hat{b}_{j} \)’s by expressions (105) [with \( \Delta \) put onto all the \( b \)’s, i.e. with the signal removed], then (iii) replacing the \( \Delta \hat{b}_{j} \)’s by expressions (101), and then (iv) invoking Eqs. (A8) for the action of the squeeze operators on the \( a_{j} \)’s. The result is
\[ h_{n} = \left( 1 - \frac{1}{4} \mathcal{E} \right) \times |\text{Eq. (69)}| \]
\[ + \frac{h_{\text{SQL}}}{\sqrt{2K}} \left\{ \left( -K e^{i\beta_{c}} \sqrt{\epsilon'/2 + \epsilon E \cot \zeta} \right) e^{i\beta_{c}} n_{1} + \sqrt{E e^{i\beta_{c}} n_{2}} \right. \]
\[ + \frac{1}{2} \sum_{j} \left( \left[ \sqrt{\mathcal{E}_{J+} + \mathcal{E}_{J-}} \right] \frac{\cot \zeta - i(\sqrt{\mathcal{E}_{J+} - \mathcal{E}_{J-}})}{\sqrt{\mathcal{E}_{J+} + \mathcal{E}_{J-} + i(\sqrt{\mathcal{E}_{J+} - \mathcal{E}_{J-}})}} \right) n_{J_{1}} \]
\[ + \frac{1}{2} \sum_{j} \left[ \sqrt{\mathcal{E}_{J+} + \mathcal{E}_{J-} + i(\sqrt{\mathcal{E}_{J+} - \mathcal{E}_{J-}})} \cot \zeta \right] n_{J_{2}} \]  
(113)

where we have omitted terms, arising from \( b_{2} \) in Eq. (105a) and from \( b_{1} \) in Eq. (105b), which contribute amounts \( \mathcal{O}(\mathcal{E}_{J}^{2}) \) to \( S_{h} \); and we have omitted a term\(^{12} \) proportional to \( \beta_{e} - \beta \) which contributes an amount \( \mathcal{O}(\epsilon_{c}) \).

By virtue of Eq. (111) and the argument preceding Eqs. (26), we can regard all of the quadrature noise operators \( a_{j}, n_{j}, n_{j_{1}} \) in this \( h_{n} \) as random processes with unit spectral densities and vanishing cross-spectral densities. Correspondingly, the gravitational-wave noise is the sum of the squared moduli of the coefficients of the quadrature noise operators in Eq. (113):
\[ S_h = \frac{\hbar^2_{\text{SQL}}}{2K} \left[ \left( 1 - \frac{1}{2} \xi \right) \left( 1 + \tilde{K}^2 \right) \right. \]
\[ \times \{e^{-2R} + \sinh 2R[1 - \cos 2(\bar{\Phi} + \delta)]\} \]
\[ + \frac{\tilde{K}^2}{2} \xi + (1 - \tilde{K} \cot \zeta) \xi + (1 + \cot^2 \zeta) \xi_{\text{OTF}} \]

where \[ \tilde{K} = K - \cot \zeta, \quad \bar{\Phi} = \text{arccot}K \] [Eq. (70)]. In Eq. (114), the first two lines come from \( a_1 \) and \( a_2 \) [squeezed vacuum entering the dark port; cf. Eq. (71)] modified by losses in the arm cavities [the factor \( 1 - \xi/2 \)]; the first two terms on the third line come from \( n_1 \) and \( n_2 \) [shot noise due to vacuum entering at loss points in the arm cavities]; and the last term comes from \( n_{J1} \) and \( n_{J2} \) [shot noise due to vacuum entering at loss points in the output optical train, including the filters].

As for the lossless interferometer [Eqs. (72) and (73)], the noise (114) is minimized by setting the input squeeze angle \( \lambda \) and homodyne output phase \( \zeta \) to

\[ \lambda = \pi/2, \quad \zeta = \Phi = \text{arccot}K \] (116)

[aside from a negligible correction \( \delta \zeta = (\xi + 2\xi_{\text{OTF}}) e^{-2R}/(K + K^{-1}) \)]. This optimization produces \( \tilde{K} = 0 \) and \( \lambda = \bar{\Phi} = \pi/2 \), so

\[ S_h = \frac{\hbar^2_{\text{SQL}}}{2} \left[ \left( 1 - \frac{1}{2} \xi \right) e^{-2R} + \xi + \xi_{\text{OTF}} \right] \]
\[ \times \left[ \frac{1}{K} \left[ 1 + \lambda \xi \right] + \frac{\xi}{2} + \xi_{\text{OTF}} \right] \]

Note that the optimization has entailed a squeezed input with frequency-independent squeeze phase, as in the lossless interferometer; so no filters are needed in the input. The output filters must produce a FD homodyne angle \( \zeta = \Phi(\Omega) \) that is the same as in the lossless case and therefore can be achieved by two long, Fabry-Perot cavities.

It is instructive to compare the noise (117) for a lossy squeezed-variational interferometer with that (73) for one without optical losses. In the absence of losses, the output’s FD homodyne detection can completely remove the radiation-pressure back-action noise from the signal; only the shot noise, \( \propto 1/K \propto 1/I_o \), remains. Losses in the interferometer’s arm mirrors prevent this back-action removal from being perfect: they enable a bit of vacuum field \( n \) to leak into the arm cavities, and this field produces radiation-pressure noise that remains in the output after the FD homodyne detection (the \( K\xi/2 \) term in Eq. (117)).

The \( K\xi_{\text{OTF}} \) noise in Eq. (117) has the same dependence on laser power, \( \propto K \propto I_o \), as the radiation-pressure noise. Nevertheless, it is actually shot noise, not radiation pressure noise. It is produced by the vacuum loss-noise fields that leak into the output signal light when it encounters each lossy optical element. Those fields’ shot noise gets weighted by the factor \( \cot \zeta = \cot \Phi = K \) in the homodyne process, which accounts for their proportionality to \( K \propto I_o \).

A reasonable estimate for the amount of input-light squeezing that might be achieved in LIGO-III is [33]

\[ e^{-2R} \approx 0.1 \] (118)

By contrast, Eqs. (94), (96), (100) and (106) suggest

\[ (\xi + \xi_{\text{OTF}}) \approx 0.01 \] (119)

This motivates our neglecting \( \xi + \xi_{\text{OTF}} \) compared to \( e^{-2R} \) in expression (117), and rewriting the noise (117) as

\[ S_h \approx \frac{\hbar^2_{\text{SQL}}}{2} \left[ \frac{1}{K} + K\epsilon_* \right], \] (120)

where

\[ \epsilon_* \equiv \frac{\xi}{2} + \xi_{\text{OTF}} \approx 0.0010; \] (121)

cf. Eqs. (94) and (107).

Equation (120) is our final form for the noise spectrum of a lossy squeezed-variational interferometer. When we set the input squeeze factor to unity, \( e^{-2R} = 1 \), it becomes the noise spectrum for a lossy variational-output interferometer:

\[ S_h \approx \frac{\hbar^2_{\text{SQL}}}{2} \left[ \frac{1}{K} + K\epsilon_* \right], \] (122)

Errors \( \Delta \lambda = \lambda - \pi/2 \) in the input squeeze angle and \( \Delta \zeta = \zeta - \text{arccot}K \) in the output homodyne phase will increase the noise spectral density. By performing a power series expansion of expression (114), we obtain for the noise increase

\[ \Delta S_h = \frac{\hbar^2_{\text{SQL}}}{K} \left[ \sinh 2R \frac{\Delta \lambda^2}{2} - 2(1 + K^2) \sinh 2R \Delta \lambda \Delta \zeta \right. \]
\[ \left. + \frac{1 + K^2}{2} e^{2R} \sinh 2R \Delta \zeta^2 \right] \] (123)

where the second expression is accurate in the limit \( e^{2R} \gg e^{-2R} \). Numerical evaluations show that, for \( e^{-2R} = 0.1 \) and \( \epsilon_* = 0.01 \) (see above), and for \( K \approx 1 \) to 3 (the range of greatest interest; cf. Sec. VII), \( \Delta \sqrt{S_h} \) will be less than \( \frac{1}{\sqrt{2}} \sqrt{S_h} \) so long as: (i) the input squeeze angle is accurate to \( |\Delta \lambda| \lesssim 0.05 \), and (ii) the FD output homodyne phase is accurate to \( |\Delta \zeta| \lesssim 0.01 \). At \( K = 1 \) the FD phase’s required accuracy is reduced to \( |\Delta \zeta| \lesssim 0.04 \). The FD phase \( \zeta \) is determined by the filter cavities’ half bandwidths \( \delta_j \) and fractional frequency offsets \( \epsilon_j \), and the local oscillator phase or equivalently the final, conventional homodyne detector’s homodyne phase \( \theta \). The filter cavities’ half bandwidths \( \delta_j \) (or equivalently
their fineses) are fixed by the mirror coatings. Coating-produced errors in $\delta_j$ can be compensated to some degree by tuning the fractional frequency offsets $\xi_j$ (via adjusting the mirror positions) and by tuning the local oscillator phase or equivalently $\theta$. Finesse errors as large as five per cent, $|\Delta \delta_j|/\delta_j \lesssim 0.05$, can be compensated to yield the required $|\Delta \xi| \lesssim 0.01$ by tuning the offsets and homodyne phase to one percent accuracy, $|\Delta \xi_j| \lesssim 0.01$, $\Delta \theta \lesssim 0.01$ [Eqs. (83), (C1), (C2) and Fig. 10]. These requirements are challenging.

F. Computation of the noise spectrum for a squeezed-input interferometer

For a squeezed-input interferometer, as for squeezed-variational, the losses in the input optical train influence the noise only through their impact on the squeeze factor $e^{-2R} \sim 0.1$ of the dark-port vacuum when it enters the arm cavities. By contrast, losses in the arm cavities and in the output optical train will produce noise in much the same manner as they do for a squeezed-variational interferometer. More specifically:

The effect of arm-cavity and output-train losses on the squeezed noise operator $h_{ns}$ can be read off of the squeezed-variational formula (113) as follows: (i) Set $\zeta = \pi/2$ so the quantity measured is $\hat{b}_2$ [no output filtering; Eq. (108)]; (ii) correspondingly set cot $\zeta = 0$, $K = K$, and $\Phi = \Phi = \text{arccot}K$ [Eqs. (115)]; (iii) in the sum over $J$ include only $J = \text{OT}$ and not $J = 1, II$ since there are no output filters. The result is

$$h_{ns} = \left(1 - \frac{1}{4} \xi\right) \times [\text{Eq. (44)}]$$

$$+ \frac{h_{SQL}}{\sqrt{2K}} (e^{2i\delta} n_1 + e^{i\delta} n_2 + \sqrt{E_{\text{OT}}^n} n_{\text{OT}^2}) .$$

(124)

Here the prime on the subscript OT indicates that we must omit losses due to mode-matching into the output filters and mixing with the local oscillator, since there are no output filters or homodyne detection. Correspondingly,

$$E_{\text{OT}^n} = \epsilon_{\text{bs}} + \epsilon_{\text{circ}} + \epsilon_{\text{pd}} \sim 0.003$$

(125)

is the net fractional photon loss in the output optical train.

Treating the quadrature noise operators as random processes with unit spectral density and vanishing cross spectral densities, we read off $S_h$ from Eq. (124):

$$S_h = \frac{h_{SQL}^2}{2} \left[ \frac{E + E_{\text{OT}}}{K} + \frac{\xi K}{2} + \left(1 - \frac{1}{2} \xi\right) \frac{1}{K} + K \right]$$

$$\times \left\{ \cosh 2R - \cos[2(\lambda + \Phi)] \sinh 2R \right\} .$$

(126)

As in the lossles case, the noise is minimized by squeezing the dark-port input at the FD angle $\lambda(\Omega) = -\Phi \equiv -\text{arccot}K$ [Eq. (47)]. The result is

$$S_h = \frac{h_{SQL}^2}{2} \left[ \left(1 - \frac{1}{2} \xi\right) \frac{1}{K} + K \right] e^{-2R}$$

$$+ \frac{E + E_{\text{OT}}}{K} + \frac{\xi K}{2} .$$

(127)

For our estimated squeezing $e^{-2R} \sim 0.1$ and losses $E_{\text{OT}^n} \sim E \sim \xi \lesssim 0.003$ in the LIGO-III time frame, the loss parameters are small compared to the squeeze, and thus contribute negligibly to the noise, so $S_h$ is well approximated by the lossless formula

$$S_h \approx \frac{h_{SQL}^2}{2} \left(1 + K\right) e^{-2R} .$$

(128)

However, it is important to keep in mind that the input squeeze factor $e^{-2R}$ is constrained not only by the physics of the squeezing apparatus, but also by losses in the input optical train and mode matching into the arm cavities.

By expanding expression (126) in powers of $\Delta \lambda = \lambda + \text{arccot}K$, we see that the fractional increase in noise due to errors in the FD squeeze angle is

$$\frac{\Delta \sqrt{S_h}}{\sqrt{S_h}} = e^{2R} \sinh 2R \delta \lambda^2 \sim \frac{c^{2R}}{2} \Delta \lambda^2 .$$

(129)

For $e^{-2R} = 0.1$, this fractional noise increase will be less than $1/4$ so long as $\Delta \lambda$ is less than $0.07$. This translates into accuracies of $\sim 7$ per cent for the prefiler squeeze angle, $\sim 15$ per cent for the filter cavities' fractional frequency offsets ($|\Delta \xi_j| \lesssim 0.15$), and $\sim 10$ per cent for the cavities' half bandwidths or equivalently their fineses ($|\Delta \delta_j|/\delta_j \lesssim 0.1$). These constraints are significantly less severe than those for a squeezed-variational interferometer (end of Sec. VIE); but, as we shall see, the potential performance of this squeezed-input interferometer is poorer by a factor $\sim 1.5 - 2$ than that of the squeezed-variational one.

VII. DISCUSSION OF THE INTERFEROMETERS’ NOISE SPECTRA

The noise spectra for our three lossy QND interferometers, Eqs. (120), (122) and (128), all have the same universal form—a form identical to that for a conventional broadband interferometer, Eq. (27). Only the parameters $\mu$ and $\sigma$ characterizing the noise differ from one interferometer to another. This universal form can be written as

$$\sqrt{\frac{S_h(\Omega)}{h_{SQL}(\Omega)}} = \mu \sqrt{\frac{1}{2} \left( \frac{\Omega^2}{\sigma^2} + \frac{\sigma^2}{\Omega^2} \right)} ,$$

(130a)

where $\Omega_*$ is the following function of angular frequency
when \( \Omega = e^{2R} \) is independent of the laser input power 

\[ \langle \mu \rangle \text{ noise} \]

The importance of pushing \( \sigma \) up to unity or higher is explained in Fig. 14. This figure requires some discussion: The most promising gravitational waves for LIGO are those from the last few minutes of inspiral of black-hole/black-hole binaries, black-hole/neutron-star binaries, and neutron-star/neutron-star binaries. The amplitude signal-to-noise ratio \( S/N \) produced by these waves is given by

\[ S^2 N^{-2} = 4 \int_0^\infty \frac{\hat{h}^2 d\Omega}{S_h^2} = 4 \int_0^\infty \frac{\hat{h}^2 d\ln \Omega}{\Omega S_h^2} , \]

where \( \hat{h} \) is the Fourier transform of the waveform \( h(t) \).

For the inspiraling binary \( \Omega \hat{h} \) is nearly independent of frequency throughout the LIGO band [34], so the signal-to-noise ratio is optimized by making \( \Omega S_h(\Omega) \) as small as possible over a wide range of \( \ln \Omega \) as possible.

Figure 14 plots \( \sqrt{\Omega S_h(\Omega)} \) as a function of \( \Omega/\gamma \) using logarithmic scales on both axes, and using the minimum-noise parameter \( \mu = 0.18 \) corresponding to our fiducial squeezed-variational interferometer (though the specific value of \( \mu \) is irrelevant to our present discussion). From the shapes of the curves it should be evident that the larger is the frequency of the noise minimum, i.e. the

\[ \mu = \text{minimum of } S/N \]

and \( h_{\text{SQL}}(\Omega) \) is given by Eq. (20). Notice that \( \Omega_* = 1 \) when \( \Omega = \gamma \simeq 100 \text{ Hz} ; \Omega_* = (\Omega/\gamma)/\sqrt{2} \) when \( \Omega \ll \gamma \), and \( \Omega_* = (\Omega/\gamma)^2/\sqrt{2} \) when \( \Omega \gg \gamma \).

This universal noise curve is plotted as a function of \( \Omega_* \) in Fig. 12. Its two parameters are the minimum value \( \mu \) of the noise, i.e. the minimum amplitude noise in units of the SQL, and the dimensionless frequency \( \sigma \) (in units of \( \Omega_* \)) at which the noise takes on this minimum value.

Figure 13 shows this universal noise curve plotted as a function of angular frequency \( \Omega \). Notice that, because of the relation (130b) between \( \Omega_* \) and \( \Omega \), the shape of the noise curve depends modestly on the location \( \sigma \) of its minimum.

The values of the parameters \( \mu \) and \( \sigma \) for our various interferometer configurations are shown in Table II. Notice the following details of this table: (i) The minimum noise \( \mu \) (the optimal amount by which the SQL can be beat) is independent of the laser input power \( I_o \) in all cases; it depends only on the level of input squeezing \( e^{-2R} \) and the level of losses \( \epsilon_* \). (ii) For our estimated loss level and squeeze level, the squeezed-input interferometer and variational-output interferometer achieve the same \( \mu \simeq 0.32 \), while the squeezed-variational interferometer achieves a moderately lower \( \mu \simeq 0.18 \). (iii) The frequency \( \Omega_* = \sigma \) at which the minimum noise is achieved is proportional to \( 1/\sqrt{I_o/\text{SQL}} \). (Recall that \( I_o \) is the input power required for a conventional interferometer to reach the SQL at the angular frequency \( \Omega = \gamma \simeq 2\pi \times 100 \text{ Hz} \), i.e. at \( \Omega_* = 1 \); to do so, the conventional interferometer must have \( \sigma = 1 \).) (iv) For \( I_o = \text{SQL} \), the squeezed-input interferometer has \( \sigma = 1 \), but the variational-output and squeezed-variational interferometers have \( \sigma < 1 \), which means that the minimum of the noise curve is at \( \Omega < \gamma \simeq 100 \text{ Hz} \). To push \( \sigma \) up to unity, i.e. to push the noise-curve minimum up to \( \Omega = \gamma \), requires \( I_o/\text{SQL} = 1/\sqrt{\epsilon_*} \simeq 10 \) in a variational-output interferometer, and \( I_o/\text{SQL} = \sqrt{e^{-2R}/\epsilon_*} \simeq 3.2 \) in a squeezed-variational interferometer.

\[ \mu \quad \sigma \\
\begin{tabular}[c]{lll}
Conv. & 1/4 & \sqrt{I_o/\text{SQL}} \\
SI & \sqrt{I_o/\text{SQL}} / \sqrt{I_o/\text{SQL}} & \sqrt{I_o/\text{SQL}} \simeq \sqrt{I_o/\text{SQL}} / \sqrt{I_o/\text{SQL}} \\
VO & \epsilon_*/4 & \sqrt{I_o/\text{SQL}} \simeq \sqrt{I_o/\text{SQL}} / \sqrt{I_o/\text{SQL}} \\
SV & (e^{-2R}/\epsilon_*)^{1/4} & \simeq 0.18 \\
\end{tabular} \]

The values of the parameters \( \mu = (\text{minimum noise}) \) and \( \sigma = (\text{frequency of minimum}) \) for various interferometer (“IFO”) configurations: Conv = Conventional broadband [Eq. (27)], SI = Squeezed-Input [Eq. (128)], VO = Variational-Output [Eq. (122)], and SV = Squeezed-Variational [Eq. (120)]. The numerical values are for \( e^{-2R} = 0.1 \) and \( \epsilon_* = 0.01 \).
larger is $\sigma$ at fixed $\mu$, the larger will be the $S/N$ for inspiraling binaries.

A second factor dictates using large $\sigma$, in particular $\sigma \gtrsim 1$. This is thermal noise in the interferometer’s test-mass suspension fibers. The thermal noise scales with frequency as $\sqrt{\Omega h^{\text{thermal}}(\Omega)} \propto \Omega^{-2}$ or $\propto \Omega^{-5/2}$ depending on the nature of the dissipation [35]; see the steep dashed curve in Fig. 14. It seems realistic to expect, in LIGO-III, that this thermal noise will be at approximately the level shown in the figure, so it compromises the performance of QND interferometers at $\Omega \lesssim 0.5 \gamma \approx 50$ Hz [7,36]. Correspondingly, to avoid the thermal noise significantly debilitating the $S/N$ for inspiraling binaries, it will be necessary to have $\sigma \gtrsim 1$.

Because $\sigma$ scales as $\sqrt{I_o/\text{SQL}}$ for all interferometer designs, large $\sigma$ entails large laser power. In particular, $\sigma \gtrsim 1$ requires $I_o \gtrsim I_{\text{SQL}}$; cf. Table II. For our fiducial parameters (Table I), $I_{\text{SQL}} = 10$ kW, which corresponds to an optical power circulating in each of the interferometer’s arm cavities

$$ W_{\text{circ}} = \frac{I_{\text{SQL}}}{2} \sqrt{\frac{\gamma L}{c}} = \frac{mcL\gamma^3}{8\omega_o} = 0.62 \text{ MW}. \quad (132) $$

To construct mirrors capable of handling this huge power will be an enormous technical challenge (even though this is approximately the circulating power contemplated for LIGO-II). To operate with a circulating power much larger than this might not be possible. Therefore, it may be important in LIGO-III to achieve $\sigma \gtrsim 1$ while keeping $I_o/\text{SQL}$ not much larger than unity.

The squeezed-input interferometer, with its $\sigma = \sqrt{I_o/\text{SQL}}$ (Table II) is the most attractive from this point of view (and also in terms of its required filter and squeeze-phase accuracies; cf. end of Sec. VI F); and the variational-output with its $\sigma = \sqrt{\epsilon_e I_o/\text{SQL}} \simeq 0.1 I_o/\text{SQL}$ is the least attractive. The squeezed-variational interferometer, with $\sigma = \sqrt{\epsilon_e e^{-2R} I_o/\text{SQL}} \simeq 0.32 I_o/\text{SQL}$ requires a modestly higher laser power to reach $\sigma = 1$ than the squeezed-input [and requires better filter and squeeze-phase accuracies], but it is capable of a lower noise minimum, $\mu \simeq (e^{-2R} e_1)^{1/4} \simeq 0.18$ vs. $\mu = \sqrt{e^{-2R}} \simeq 0.32$ for squeezed-input.

This suggests an R&D strategy: Focus on input squeezing as a key foundation for LIGO-III (it is needed both for squeezed-input and squeezed-variational interferometers), and in parallel (i) develop the technology and techniques for the FD homodyne detection required by squeezed-variational configurations, (ii) work to drive down optical losses to the levels $\epsilon \sim \epsilon_{\text{circ}} \sim \epsilon_{\text{bs}} \sim \epsilon_{\text{nm}} \sim \epsilon_{\text{ps}} \sim 0.001$ [Eq. (92)], and (since ponderomotive squeezing, which underlies all our QND interferometers, has never been seen) (iii) carry out experiments in a small test apparatus to demonstrate ponderomotive squeezing and to search for unexpected obstacles and imperfections in it.

If both input squeezing and FD homodyne detection can be implemented successfully, then the squeezed-variational interferometer is likely to achieve better performance than any other configuration discussed in this paper, despite its apparent need for higher laser power (e.g. $I_o/\text{SQL} \simeq 3.2$) to achieve $\sigma = 1$ compared to $I_o/\text{SQL} = 1$ for squeezed input, with our fiducial parameters). If powers as high as $I_o/\text{SQL} \simeq 3.2$ cannot be handled, then we can operate the squeezed-variational interferometer with a lower power without much loss of performance.

Consider, for example, $\sqrt{S_h}/h_{\text{SQL}}$ evaluated at $\Omega = \sigma \sim 2\pi \times 100$ Hz, as a function of $I_o/\text{SQL}$ in a variational-output interferometer with our fiducial $e^{-2R} = 0.1$ and $\epsilon_e = 0.01$. The optimal $I_o/\text{SQL}$ = 3.2 produces $\sqrt{S_h}/h_{\text{SQL}} = 0.18$; pushing $I_o/\text{SQL}$ down by a factor 2, to 1.6, increases the noise at $\Omega = \gamma$ by only 10 percent, to 0.20; pushing down all the way to $I_o/\text{SQL} = 1$ increases the noise to only $\sqrt{S_h}/h_{\text{SQL}} = 0.23$, which is still significantly lower noise than the optimized squeezed-input interferometer (0.32 at $I_o/\text{SQL} = 1$).

It is worth recalling that for noncosmological sources (sources at distance $\ll 3$ Gpc), the volume of the universe that can be searched for a given type of source scales as the inverse cube of the amplitude noise, so a noise level $\sqrt{S_h}/h_{\text{SQL}} = 0.18$ corresponds to search-volume increase of 1/0.18$^3 \simeq 180$ over a SQL-limited interferometer, i.e. over LIGO-II.

**VIII. CONCLUSIONS**

In this paper we have explored three candidate ideas for QND LIGO-III interferometers: squeezed-input, variational-output, and squeezed variational. The squeezed-input and squeezed-variational interferometers both looks quite promising. For our estimated levels of optical loss and levels of squeezing, and for an input laser
power $I_o/I_{SQL} = 1$ (the LIGO-II level), the squeezed-input interferometer could achieve a noise $\mu \simeq 0.32$ of the SQL, with a corresponding increase $\nu \simeq 1/0.32^2 \simeq 30$ over LIGO-II in the volume of the universe that could be searched for a given source, at non-cosmological distances. The squeezed-variational interferometer could achieve $\mu \simeq 0.23$ of the SQL with a search-volume increase over LIGO-II of $\nu \simeq 80$. If the optics can handle a laser power $I_o/I_{SQL} \simeq 3.2$, then the squeezed-variational interferometer could reach $\mu \simeq 0.18$ of the SQL and a search-volume increase of $\nu \simeq 180$. These numbers scale with the losses, squeezing, and laser power as shown in Table II.

The squeezed-input and squeezed-variational designs are therefore sufficiently promising to merit serious further study. Some of the issues that need theoretical analysis are:

- How can one incorporate into these interferometer designs the various light modulations that are required, in a real gravitational-wave interferometer, to (i) make the interferometer be shot-noise limited (put the gravitational-wave signal into $\sim 100$ Hz sidebands of a MHz modulation)\(^{13}\), (ii) control the mirror positions and orientations, ...\(^{37}\).

- What accuracies and other characteristics are needed for the interferometers’ new elements: the circulator, filter cavities,\(^{14}\) and input squeezing? How can these be achieved? For example, how stable must be the local oscillator for the conventional homodyne detector, and can it be achieved simply by tapping some light off the interferometer’s output or input beam?

- If the filter cavities are placed in the same long vacuum tubes as the interferometer’s arm cavities (with their enormous circulating power), what will be the nature and level of noise due to scattering of light from the test-mass cavities to the filter cavities? (We thank Eanna Flanagan for raising this issue.)

- Can the filter cavities be made to serve multiple purposes? For example, is it possible to use a single optical cavity for both filters, e.g., with the two filters based on two different polarization states (for which the filter might be made to behave differently via birefringence), or with the two filters based on different, adjacent longitudinal modes? As another example, could an output filter cavity be used as a source of ponderomotively squeezed vacuum for input into the interferometer’s dark port?\(^{15}\)

- Signal recycling via resonant-sideband extraction (RSE)\(^{38}\) is likely to be a standard tool in LIGO-II \(^7\). How can one best implement RSE simultaneously with the FD homodyne detection (and input squeezing) of a variational-output (or squeezed-variational) interferometer?\(^{37}\) How can one best achieve the FD homodyne’s filtration (which will entail a different frequency dependence $\Phi(\Omega)$ from that in this paper’s non-RSE designs)?

- In this paper’s analysis we have made a number of simplifying approximations [e.g., our approximating the phase of the coefficient of $f_j$ in Eq. (B24) by $2\beta$ an approximation that fails by a frequency-dependent amount which can be nearly as large as one per cent]. At what level of sensitivity do these approximations become problematic (e.g., for our proposed two-cavity way of achieving the necessary FD homodyne detection), and how can the resulting problems be overcome?

- Our analysis is based on the crucial assumption that the interferometer’s output is strictly linear in its input \(^4\). Matsko and Vyatchanin \(^{39}\) have shown that this is not quite correct. In the interferometer’s arms the back-action-induced mirror displacement $X$ produces a phase shift of reflected light given by $e^{-2i\Omega X/c}$, which our linearized analysis approximates as $1 - 2i\Omega X/c$ [cf. Eq. (B10)]; when the better approximation $1 - 2i\Omega X/c - 2(\Omega X/c)^2$ is used, the result is additional, nonlinear noise, which limits the cancellation of the back-action noise by the shot noise and produces a limit \(^{39}\)

$$S^\text{NL}_h \sim \frac{h^2_{\text{SQL}}}{2 N^2_{\text{SQL}}} \sim 5 \times 10^{-5} h^2_{\text{SQL}} \quad (133)$$

on the sensitivity that any of our QND designs can achieve. Here

---

\(^{13}\) LIGO scientists are currently exploring the possibility of achieving shot-noise-limited performance in LIGO-II without this modulation/demodulation. The modulation/demodulation may, in fact, be replaced in LIGO-II by homodyne detection at the interferometer output, making it more nearly like our paper’s LIGO-III designs.

\(^{14}\)The filter cavities will require a mechanical stability far less than that of the arm cavities, since the carrier power in the output light is small and filter mirror displacements of magnitude $\sim hL$ therefore do not imprint a significant signal on the light.

\(^{15}\) For ponderomotively squeezed vacuum, the squeeze angle is frequency dependent, with $d\phi/d\Omega$ of the opposite sign to that needed by a squeezed-input interferometer. This must be compensated by a filtering different from that discussed in Sec. V.
\[ N_{\text{SQL}} = \frac{I_{\text{SQL}}}{\hbar \omega_o \gamma} = \frac{1}{2} \left( \frac{Tc/4\omega_o}{\sqrt{h/m\gamma}} \right)^2 \simeq 2 \times 10^{20} \] (134)

is the number of quanta entering a SQL interferometer in time \( \gamma^{-1} \sim 2 \text{ ms} \). The nonlinear limitation (133) is sufficiently far below the SQL that we need not be concerned about it. Are there any other, more serious sources of nonlinearity that might compromise the performance of these interferometers?

Experimental studies are also needed as foundations for any possible implementation of variational-output or squeezed-variational interferometers [40]. Examples are

- Studies of the debilitating effects of very high circulating powers, \( W_o \sim \) a few MW, and how to control them.
- A continuation of efforts to achieve large squeezing, robustly, via nonlinear optics [33], and exploration of the possibility to do so ponderomotively [41–44].
- A continuation of efforts to achieve low levels of losses in optical cavities and interferometers, so as to minimize the contamination of squeezed light by ordinary vacuum [45].
- Prototyping of FD homodyne detection by the technique proposed in this paper: filtration followed by conventional homodyne detection.

In the meantime, and in parallel with such studies, it is important to push hard on the effort to find practical QND designs that entail circulating light powers well below 1 MW [13], and that might be much less constrained by optical losses than the designs explored in this paper.

**ACKNOWLEDGMENTS**

For helpful discussions or email, one or more of the authors thank Vladimir Braginsky, Alessandra Buonanno, Carlton Caves, Yanbei Chen, Eanna Flanagan, Mikhail Gorodetsky, Farid Khalili, Patricia Purdue, Stan Whitcomb, Bill Unruh, and members of the Caltech QND Reading Group—most especially Constantin Brif, Bill Kells and John Preskill. We also thank Buonanno and Chen for pointing out several errors in the manuscript. This paper was supported in part by NSF grants PHY–9503642 [SPV], PHY–9722674 [HJK], PHY–9732445 [ABM], PHY–9800097 [SPV] and PHY–9900776 [KST and YL], by the Office of Naval Research [HJK and ABM], by DARPA via the QUIC (Quantum Information and Computing) program administered by ARO [HJK], and by the Russian Foundation for Fundamental Research grants #96-02-16319a and #97-02-0421g [SPV].

**APPENDIX A: ROTATION AND SQUEEZE OPERATORS**

In this paper we make extensive use of squeeze operators and some use of rotation operators. In this appendix we list properties of these operators that are be useful in verifying statements made the text. This appendix is based on the formalism for 2-photon quantum optics developed by Caves and Schumaker [26, 27].

The rotation operator \( R(\theta) \), which acts on the Hilbert space of the modes with frequencies \( \omega = \omega_o \pm \Omega \), is defined by

\[ R(\theta) = \exp[-i\theta(a_+^\dagger a_+ + a_-^\dagger a_-)] \] (A1)

(Eq. (4.33) of [26]); here \( a_{\pm} \) are the annihilation operators, and \( a_{\pm}^\dagger \) the creation operators for photons in these modes. This operator is unitary and has the inverse

\[ R^{-1}(\theta) = R^\dagger(\theta) = R(-\theta) . \] (A2)

The effect of a rotation on the modes’ annihilation operators is

\[ R(\theta)a_{\pm}R^\dagger(\theta) = a_{\pm}e^{i\theta} \] (A3)

(Eq. (4.35) of [26]), and its effect on the two-photon quadrature amplitudes [Eqs. (6)] is

\[ R(\theta)a_1R^\dagger(\theta) = a_1 \cos \theta - a_2 \sin \theta , \]
\[ R(\theta)a_2R^\dagger(\theta) = a_1 \sin \theta + a_2 \cos \theta \] (A4)

(Eq. (4.36) of [26]).

The squeeze operator also acts on the Hilbert space of modes with frequencies \( \omega = \omega_o \pm \Omega \), and is defined by

\[ S(r, \phi) = \exp[r(a_+ a_- e^{-2i\phi} - a_-^\dagger a_+^\dagger e^{2i\phi})] \] (A5)

(Eq. (4.9) of [26]; Eq. (1.8) of [27]). This squeeze operator is unitary and its inverse is

\[ S^{-1}(r, \phi) = S^\dagger(r, \phi) = S(-r, \phi) = S(r, \phi + \pi/2) \] (A6)

(Eq. (1.9) of [27]). The effect of a squeeze on the modes’ annihilation operators is

\[ S(r, \phi)a_{\pm}S^\dagger(r, \phi) = a_{\pm} \cosh r + a_{\pm}^\dagger e^{2i\phi} \sinh r \] (A7)

(Eq. (4.10) of [26]). From this equation and the definition (6) of the quadrature amplitudes, we infer the effect of a squeeze on those amplitudes

\[ S(r, \phi)a_1S^\dagger(r, \phi) = a_1(\cosh r + \sinh r \cos 2\phi) + a_2 \sinh r \sin 2\phi , \]
\[ S(r, \phi)a_2S^\dagger(r, \phi) = a_2(\cosh r - \sinh r \cos 2\phi) + a_1 \sinh r \sin 2\phi . \] (A8)
In this appendix we shall derive the input-output relations for the fields $a_j$ and $b_j$ that enter and leave the interferometer’s dark port. From the outset we shall include optical losses in our derivation, thereby obtaining the lossy input-output relations (97) and (101); the lossless input-output relations (16) then follow by setting $\epsilon = 0$.

### 1. Fields at beam splitter

We describe the field amplitudes entering and leaving the beam splitter by the notation shown in Fig. 15 (cf. Fig. 3). We idealize the beam splitter as lossless in this appendix, and deal with its losses in the body of the paper in the manner sketched in Fig. 11. The amplitudes $D$ and $d$ of the field entering the beam splitter from the laser are defined by the following formulae for the positive-frequency part of the electric field

$$E^{(+)}_{in} = \sqrt{2 \pi \hbar \omega_o / 4 \pi} \times e^{-i \omega_o t} \left[ D + \int_0^\infty \left( d_+ e^{-i \Omega t} + d_- e^{i \Omega t} \right) d\Omega \right] .$$  \( \text{(B1)} \)

[cf. Eq. (5)] and for the total electric field

$$E_{in} = \sqrt{4 \pi \hbar \omega_o / Ac} \times \left\{ \cos(\omega_o t) \left[ \sqrt{2D} + \int_0^\infty (d_1 e^{-i \Omega t} + d_1^* e^{i \Omega t}) d\Omega / 2\pi \right] \right. $$

$$+ \left. \sin(\omega_o t) \int_0^\infty (d_2 e^{-i \Omega t} + d_2^* e^{i \Omega t}) d\Omega / 2\pi \right\} .$$  \( \text{(B2)} \)

Thus, $D$ is the classical amplitude of the laser light (carrier with frequency $\omega_o$), $d_\pm$ are the annihilation operators for the $\omega_o \pm \Omega$ sidebands, and $d_1$ and $d_2$ are the quadrature amplitudes for the side bands. [Notice that the factor out front is a $\sqrt{2\pi}$ in Eq. (B1) but $\sqrt{4\pi}$ in (B2), and notice the $\sqrt{2D}$ in (B2).] The light power $I_o$ impinging on the beam splitter is related to the classical amplitude $D$ by

$$I_o = \frac{E_{in}^2}{4\pi} Ac = \hbar \omega_o D^2 ,$$  \( \text{(B3)} \)

where the overbar means time average. (Note that $D^2$ has dimensions Hz = 1/sec.)

For all other fields the classical amplitude and sideband amplitudes are as indicated in the figure; for example, the field going toward the east cavity has classical amplitude $D/\sqrt{2}$ and quadrature amplitudes $f_1^e$, $f_2^e$.

With an appropriate choice of conventions [46], the fields’ junction conditions at the splitter are

$$f_j^n = \frac{d_j + a_j}{\sqrt{2}} , \quad f_j^e = \frac{d_j - a_j}{\sqrt{2}} , \quad b_j = \frac{g_j^n - g_j^e}{\sqrt{2}} , \quad e_j = \frac{g_j^n + g_j^e}{\sqrt{2}} .$$  \( \text{(B4)} \)

Here $j = 1$ or 2.

### 2. Arm cavities and fields

The east and north arm cavities are presumed to be identical, with power reflection and transmission coefficients $R$ and $T$ for the front mirror, and $\tilde{R}$ and $\tilde{T}$ for the back mirror. The amplitude reflection and transmission coefficients are chosen be real, with signs $\{ +\sqrt{T}, -\sqrt{R} \}$, $\{ +\sqrt{\tilde{T}}, -\sqrt{\tilde{R}} \}$ for light that impinges on a mirror from outside the cavity; and $\{ +\sqrt{T}, +\sqrt{R} \}$, $\{ +\sqrt{\tilde{T}}, +\sqrt{\tilde{R}} \}$ for light that impinges from inside the cavity.

The dominant optical losses are for light impinging on mirrors from inside the cavity (cf. Sec. VI B). The influence of the losses on the interferometer’s signal and noise are independent of the physical nature of the losses—whether it is light scattering off a mirror, absorption in the mirror, or transmission through the end mirror. (We ignore the effects of mirror heating.) For computational simplicity, we model all the losses as due to finite transmissivity $L = T \neq 0$ of the end mirror, and correspondingly we set

$$R + T = 1 \quad \text{and} \quad \tilde{R} + \tilde{T} = 1 .$$  \( \text{(B5)} \)

The fractional loss of photons in each round trip in the cavity is then $\bar{T}$, and the net fractional loss of photons in the arm cavities is

$$\epsilon = \frac{2L}{T} = \frac{2\bar{T}}{T} ,$$  \( \text{(B6)} \)

cf. Eqs. (93) and (94). Recall that $T \simeq 0.033$ and $\epsilon \sim 0.0012$, and also that $\Omega \sim \gamma = Tc/4L$ [Eqs. (11), (94)]; correspondingly, we shall make the approximations

![FIG. 15. Field amplitudes entering and leaving the beam splitter (which here is idealized as lossless). The various amplitudes are defined in Eqs. (B1)-(B4).](image-url)
FIG. 16. Field amplitudes entering and leaving an arm cavity. The cavity’s front-port input and output amplitudes \( D, f \) and \( g \) are defined in Eqs. (B3) and (B4) and Fig. 15, and its back-port input \( q \) is defined in Eq. (B11).

\[
\hat{T} \ll T = 4\gamma L/c \sim \Omega L/c \ll 1 \quad (B7)
\]

throughout our analysis.

Figure 16 shows an arm cavity and the amplitudes of the fields that impinge on or depart from its mirrors. The amplitudes are those at the (front or back) mirror location, and the mirrors, like the beam splitter, are idealized as infinitesimally thin.

For pedagogical simplicity, the distance from the beam splitter to the front mirror of each arm cavity is set to an integral multiple of the carrier wavelength and is assumed to be far smaller than \( c/\Omega \) (the wavelength associated with the sidebands). This means that there are no net phase shifts of the light in traveling between the beam splitter and the cavity’s front mirror; i.e., the field amplitudes \( D/\sqrt{2} \) \& \( f \) (or \( D/\sqrt{2} \) \& \( g \)) arriving at (or departing from) the mirror are the same as those departing from (or arriving at) the beam splitter; cf. Figs. 16 and 15.

The cavity’s length is adjusted to an integral number of carrier wavelengths so there is no carrier phase shift from one end of the cavity to the other, and inside the cavity the carrier amplitude is amplified by the standard resonance factor \( 2/\sqrt{T} \). (Losses are small enough to be of little importance for the carrier.) Because the side bands inside the cavity have a frequency dependence \( g_j e^{-\imath \Omega t} \cos(\omega_o t) \) at the front mirror location [cf. Eq. (B2)], they propagate down the cavity as \( g_j e^{-\imath \Omega (t-z)} \cos[\omega_o (t-z)] \) and upon reaching the back mirror (where \( \cos[\omega_o (t-z)] = \cos[\omega_o t] \)), they have acquired the phase shift indicated in the figure, \( g_j e^{\imath \Omega t} \), and similarly for the \( k_j \) field propagating in the other direction.

The standard junction conditions at the front mirror imply that

\[
j_j = \sqrt{T} f_j + \sqrt{R} k_j , \quad g_j = -\sqrt{T} f_j + \sqrt{R} k_j . \quad (B8)
\]

We denote by \( X(t) \) the change of arm length produced by radiation pressure and the gravitational waves, and by \( X \) its Fourier transform. The oscillating \( X(t) \) pumps carrier light into the side bands. More specifically, in traveling from the front mirror \( z = 0 \) to the perturbed position \( z = L + X(t) \) of the back mirror, then reflecting and propagating to the unperturbed location \( z = L \), the carrier field acquires the form

\[
E_{\text{carrier}} = \sqrt{\frac{4\pi \hbar \omega_o}{\mathcal{A} c}} \sqrt{\frac{2}{T}} \sqrt{2}D \cos \left( \omega_o t - 2X(t)/c \right) = \sqrt{\frac{4\pi \hbar \omega_o}{\mathcal{A} c}} \sqrt{\frac{2}{T}} D \left( \cos \omega_o t + \sin \omega_o t \frac{2\omega_o}{c} \int_{-\infty}^{+\infty} X e^{-\imath \Omega t} \frac{d\Omega}{2\pi} \right) \quad (B9)
\]

Comparing with the standard expression for the field at the location of the unperturbed end mirror [Eq. (B2)] with the amplitude changes indicated in the lower right of Fig. 16, \( D \to (2/\sqrt{2})(D/\sqrt{2}) \) and \( d_j \to k_j e^{-\imath \Omega L/c} \), we obtain the following expression for the field fed from the carrier \( D \) into the sideband amplitudes \( k_j \):

\[
\delta k_1 = 0 , \quad \delta k_2 = \frac{2}{\sqrt{4}} \frac{2\omega_o}{c} X . \quad (B10)
\]

This acts as a source term in the standard junction condition for the back mirror:

\[
k_j e^{-\imath \Omega L/c} = \sqrt{\mathcal{R}} j_j e^{\imath \Omega L/c} + \sqrt{\hat{T}} q_j + \delta k_j \quad . \quad (B11)
\]

Note that \( q_j \) is the noise-producing vacuum fluctuation that leaks into the cavity as a result of the optical losses.

3. Cavity’s internal field and radiation-pressure fluctuations

By combining the front-mirror and back-mirror junction conditions (B8) and (B11) we obtain for the sideband amplitude in the cavity

\[
j_j = \frac{\sqrt{T} f_j + \sqrt{\mathcal{R}} e^{\imath \Omega L/c} \sqrt{T} q_j + \delta k_j}{1 - \sqrt{\mathcal{R}} e^{\imath \Omega L/c}} . \quad (B12)
\]

Equations (B7) and \( \sqrt{\mathcal{R}} = \sqrt{1 - T} = \sqrt{1 - 0.033} \simeq 1 \) allow us to make the approximations \( \sqrt{\mathcal{R}} e^{\imath \Omega L/c} \simeq 1 \) in the numerator and [using (11)]

\[
1 - \sqrt{\mathcal{R}} e^{\imath \Omega L/c} \simeq (2L/c)(\gamma_\ast - i\Omega) , \quad (B13)
\]

\[
\gamma_\ast \equiv \gamma(1 + \epsilon/2) . \quad (B14)
\]

16 Here we have neglected the attenuation of the carrier field due to the arm-cavity losses. This neglect is in the same spirit as our ignoring attenuation in the input optics, in the beam splitter, and in mode matching into the arm cavities. Including these attenuations would simply change \( D \) in Eq. (B9) to \( D \times (1 - 1/2 \text{power attenuation factor}) \) —i.e., \( D \times (1 - 1/2 \epsilon) \) for the effect of arm-cavity losses. Equivalently, it would dictate replacing \( I_\nu \) by \( I_\nu(1 - \text{power attenuation factor}) \) in \( \mathcal{K} \), \( \mathcal{K}_\nu \), and all our formulas for the gravitational-wave noise.
in the denominator (accurate to better than 1 per cent for all \( \Omega \) of interest to us), thereby bringing Eq. (B12) into the form
\[
\bar{j}_j = \sqrt{\bar{T}/(f_j + \sqrt{\epsilon/2} \bar{q}_j + \delta k_j)} / (2L/c)(\gamma_* - i\Omega),
\]
where we have used \( \bar{T} = \frac{1}{2} eT \). The cavity’s internal electric field \( E_{\text{int}} \) is expression (B2) with \( D \to (2/\sqrt{\bar{T}})(D/\sqrt{2}) \) [Eq. (B9)] and \( d_j \to j_j \) [expression (B15)]; cf. Fig. 16. The power circulating in the cavity is this (\( \bar{E}_{\text{int}}^2/4\pi )Ac \), and consists of two parts, a steady classical piece
\[
W_{\text{circ}} = \frac{1}{2} \frac{4D^2}{\bar{T}} \omega_o = \frac{2}{\bar{T}} I_o = \frac{I_o/2}{\gamma L/c},
\]
and a fluctuating piece
\[
\delta W_{\text{circ}} = \int_0^{\infty} \frac{\sqrt{I_o/\omega_o} (f_1 + \sqrt{\epsilon/2} q_1)}{(L/c)(\gamma_* - i\Omega)} e^{-i\Omega t} \frac{d\Omega}{2\pi} + \text{HC},
\]
where HC means Hermitian conjugate (adjoint) of the previous term.

4. Mirror motion

The circulating-power fluctuations (B17) produce a fluctuating radiation-pressure (back-action) force
\[
F_{BA} = 2\delta W_{\text{circ}}/c
\]
on each mirror. This force is equal and opposite on the cavity’s two mirrors and, along with the gravitational waves, it produces the following acceleration of the mirror separation:
\[
\frac{d^2 X(t)}{dt^2} = \frac{1}{2} \eta_{\text{he}} L \frac{d^2 h(t)}{dt^2} + \frac{4\delta W_{\text{circ}}(t)}{mc}.
\]
Here \( h(t) \) is the gravitational-wave field (projected onto the interferometer’s arms), and \( \eta_{\text{he}} \) is +1 for the north arm and −1 for the east arm (one arm is stretched while the other is squeezed).

Below we will need an expression for the (Fourier transform of the) arm-length difference, \( x = X_n - X_e \). It can be obtained by Fourier transforming the equation of motion (B19), solving for \( X \) (i.e., \( X_n \) or \( X_e \)), inserting expression (B17) for \( \delta W_{\text{circ}} \), and then taking the difference of the north and east arms. The result is
\[
x = \bar{L}h + x_{BA}
\]
[cf. Eq. (15)], where
\[
x_{BA} = -\frac{4\sqrt{2I_o} \omega_o}{m \Omega L}(a_1 + \sqrt{\epsilon/2} n_1)
= -\sqrt{K_*/2 \bar{L}h_{\text{SQL}}}(a_1 + \sqrt{\epsilon/2} n_1)e^{i\beta_*},
\]
Here we have introduced the quadrature amplitude for the difference of the arms’ noise fields
\[
n_j = \frac{q^n - q^e}{\sqrt{2}}
\]
and have used Eq. (B4) for \( f^n \) and \( f^e \), and Eqs. (99), (98), (19) and (20) for the coupling constant \( K_* \), the phase \( \beta_* \), the SQL power \( I_{\text{SQL}} \) and the standard quantum limit \( h_{\text{SQL}} \).

Below we shall also need the following expression for the difference of the two arms’ sideband fields produced by the mirror motions’ coupling to the carrier:
\[
\frac{\delta k^n - \delta k^e}{\sqrt{2}} = \frac{2\sqrt{2}}{\sqrt{\bar{T}}} \frac{\int_0^{\infty} I_o \omega_o x}{\hbar \omega_o c}.
\]
This follows from Eqs. (B10), (B3) and (12).

5. Cavity output

The field exiting from the (north or east) cavity is obtained by combining Eqs. (B8), (B11) and (B12):
\[
g_j = \sqrt{Re^{2\Omega L/c}} - \sqrt{R} \frac{\sqrt{TT_q + \sqrt{T} \delta k_j}}{1 - \sqrt{RR}e^{2\Omega L/c}} f_j + \sqrt{TT_q + \sqrt{T} \delta k_j} e^{i\beta L/c}.
\]
Inserting Eq. (B13) for the denominator and analogous expressions for the numerator, and discarding terms that are higher order than linear in the losses, we bring Eq. (B24) into the form
\[
g_j = \left( 1 - \frac{1}{2} \epsilon \right) e^{2\Omega L/c} f_j + \sqrt{\epsilon} e^{i\beta} q_j + \frac{1}{\gamma_*^2 + \Omega^2} e^{i\beta} \delta k_j,
\]
where \( \beta_* \) is given by Eq. (98).

6. Beam splitter output

By combining Eqs. (B4), (B25), and (B22), we obtain for the dark-port output of the beam splitter
\[
b_j = \left( 1 - \frac{1}{2} \epsilon \right) a_j e^{2i\beta} + \sqrt{\epsilon} n_1 e^{i\beta}
+ \sqrt{(c/2L)^2 T} \frac{\delta k^n - \delta k^e}{\sqrt{2}} e^{i\beta_*}.
\]
Inserting \( \delta k_h^{n,e} = 0 \) [Eq. (B10)] and our expression (B23) for the difference of the \( \delta k_j \)’s, and inserting Eqs. (B20) for \( x \) and (99), (20), (B14) for \( K_* \), \( h_{\text{SQL}} \), \( \gamma_* \), we obtain for the output fields:
By inserting expression (B21) for the back-action-induced mirror displacement \( x_{BA} \), we obtain the input-output relations quoted in the text: Eqs. (97) and (101) with losses, and Eqs. (16) in the lossless limit.

**APPENDIX C: FILTER PARAMETERS**

In our discussion of FD homodyne detection [Sec. V], we derived the following requirement for the conventional homodyne phase \( \theta \) and the filter parameters \( \xi_j \) and \( \delta_j \) (with \( J = I \) and \( II \)):

\[
\tan \Phi(\Omega) = \frac{\Omega^2(\gamma^2 + \Omega^2)}{A^4} = \tan \left( \theta - \frac{\alpha_{I+} + \alpha_{I-} + \alpha_{II+} + \alpha_{II-}}{2} \right) \quad (C1)
\]

[Eqs. (81), (86), and (83)], where

\[
\alpha_{j\pm} = \arctan(\xi_j \pm \Omega/\delta_j) \quad (C2)
\]

[Eq. (88)]. In this appendix, we shall show that this requirement is satisfied by the parameter choices asserted in the text: Eqs. (85) and (89).

We initially regard the parameters \( \theta, \xi_j, \) and \( \delta_j \) as unknown. By inserting Eq. (C2) into Eq. (C1) and invoking some trigonometric identities, we obtain the requirement

\[
\frac{(R_0 - I_0 \cot \theta) + (R_2 - I_2 \cot \theta)\Omega^2 + R_4 \Omega^4}{(R_0 \cot \theta + I_0 + (R_2 \cot \theta + I_2)\Omega^2 + R_4 \cot \theta \Omega^4} = \frac{\gamma^2 \Omega^2 + \Omega^4}{A^4} \quad (C3)
\]

Here \( R_0 + R_2 \Omega^2 + R_4 \Omega^4 \) is the real part and \( I_0 + I_2 \Omega^2 \) is the imaginary part of \((1 + i \tan \alpha_{I+})(1 + i \tan \alpha_{I-})(1 + i \tan \alpha_{II+})(1 + i \tan \alpha_{II-})\). More specifically,

\[
R_0 = 1 - \xi_I^2 - \xi_{II}^2 - 4\xi_I \xi_{II} + \xi_I^2 \xi_{II}^2, \quad (C4a)
\]

\[
R_2 = (1 - \xi_I^2)/\delta_I^2 + (1 - \xi_{II}^2)/\delta_{II}^2, \quad (C4b)
\]

\[
R_4 = 1/(\delta_I^2 \delta_{II}^2), \quad (C4c)
\]

\[
I_0 = 2(\xi_I + \xi_{II})(1 - \xi_I \xi_{II}), \quad (C4d)
\]

\[
I_2 = 2\xi_I/\delta_I^2 + 2\xi_{II}/\delta_{II}^2. \quad (C4e)
\]

To get rid of the \( \Omega^4 \) term in the denominator of Eq. (C3), we must set

\[
\theta = \pi/2, \quad \text{so cot} \theta = 0. \quad (C5)
\]

(We cannot set \( R_4 = 0 \) since that would require an infinite bandwidth for one or both of the filters.) To get rid of the \( \Omega^2 \) term in the denominator and the constant term in the numerator, and to make the \( \Omega^2 \) and \( \Omega^4 \) terms in the numerator have the correct coefficients, we must set

\[
I_2 = 0, \quad (C6a)
\]

\[
R_0 = 0, \quad (C6b)
\]

\[
R_2^2/(I_0 R_4) = \gamma^4/A^4 \equiv 4/P, \quad (C6c)
\]

\[
R_2/R_4 = \gamma^2. \quad (C6d)
\]

Here we have used definition (89a) of the constant \( P \).

Equations (C6) are four equations for the four unknown filter parameters: the fractional frequency offsets \( \xi_I, \xi_{II} \) and the half bandwidths \( \delta_I, \delta_{II} \). In the next four paragraphs we shall explore the consequences of these four equations, arriving finally at the solution (89) for \( \xi_I, \xi_{II}, \delta_I \) and \( \delta_{II} \) given in the text.

Equation (C6a) implies that

\[
\delta_I^2/\delta_{II}^2 = -\xi_{II}/\xi_I. \quad (C7)
\]

Equation (C6b) implies that \((1 - \xi_I \xi_{II})^2 = (\xi_I + \xi_{II})^2\). It turns out that one of the frequency offsets is positive and the other is negative (cf. Fig. 10); we choose \( \xi_I \) to be the positive one. It also turns out that \( \xi_I + \xi_{II} \) is positive (cf. Fig. 10). Consequently, we can take the square root of the above equation to obtain

\[
1 - \xi_I \xi_{II} = \xi_I + \xi_{II}, \quad (C8)
\]

which enables us to express the frequency offsets in terms of each other:

\[
\xi_I = \frac{1 - \xi_{II}}{1 + \xi_{II}}, \quad \xi_{II} = \frac{1 - \xi_I}{1 + \xi_I}. \quad (C9)
\]

Equation (C6c), when combined with Eqs. (C7) and (C8), implies that

\[
\frac{8}{P} = \frac{\sqrt{\xi_I/(1 - \xi_I^2)} + \sqrt{\xi_{II}/(1 - \xi_{II}^2)}}{(\xi_I + \xi_{II})^2}. \quad (C10)
\]

We shall now combine this equation with Eqs. (C9) to obtain Eqs. (89) for the frequency offsets \( \xi_I \) and \( \xi_{II} \) in terms of \( P = 4\gamma^4/A^4 \). Our first step is to define \( A_{\pm} \) by Eqs. (89c) and (89d), which are equivalent to

\[
A_+ \equiv \frac{\xi_I}{\xi_I^2 - 1}, \quad A_- \equiv \frac{\xi_{II}}{\xi_{II}^2 - 1}. \quad (C11)
\]

Note that the relation (C9) between \( \xi_I \) and \( \xi_{II} \) is equivalent to

\[
4A_+ A_- = 1. \quad (C12)
\]

By using Eqs. (C9), (C11) and (C12), we can reexpress the right side of Eq. (C10) solely in terms of \( A_+ \):

\[
\frac{8}{P} = \frac{(4A_+^2 - 1)^2}{A_+(4A_+^2 + 1)}. \quad (C13)
\]
It is convenient to define $Q$ by Eqs. (89b), which are equivalent to
\[ A_+ + A_- \equiv 2Q/P. \]  
(C14)

Using Eqs. (C12) and (C14), we can rewrite (C13) in terms of $Q$ instead of $A_+$:
\[ \frac{2}{P} = \frac{2Q}{P} - \frac{P}{2Q}, \]  
(C15)

which can be solved for $Q$ as a function of $P$
\[ Q = \frac{1 + \sqrt{1 + P^2}}{2}. \]  
(C16)

This is the relation asserted in the text, Eq. (89a), and it completes our derivation of Eqs. (89a)--(89d) for the frequency offsets $\xi_1$ and $\xi_{11}$ in terms of $P$.

Turn, finally, to the consequences of Eq. (C6d), which is
\[ \gamma^2 = \delta_1^2\left(1 - \xi_1^2\right) + \delta_{11}^2\left(1 - \xi_{11}^2\right). \]  
(C17)

By eliminating $\delta_{11}$ with the aid of Eq. (C7), we obtain
\[ \gamma^2 = \delta_1^2 \xi_1 \left(1 - \xi_1^2\xi_1 - 1 - \xi_{11}^2\right). \]  
(C18)

Using Eqs. (C11), (C12), and (89b), we can rewrite this as
\[ \frac{\delta_1}{\gamma} = \sqrt{\frac{P}{8\xi_1\sqrt{Q}}}, \]  
(C19)

which is the formula for the half bandwidth $\delta_1$ given in the text, Eq. (89e). The corresponding formula for $\delta_{11}$, Eq. (89f), follows directly from Eqs. (C19) and (C7).
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