Elegant Classical Simulation of Continuous Variable Quantum Information Processes
relations

\[ [q_i, p_j] = i\hbar \delta_{ij} \hat{I}. \quad (1) \]

For a single oscillator, the \( n = 1 \) algebra is spanned by the canonical operators \( \{q, p, \hat{I}\} \) which generate the single oscillator Pauli operators

\[ X(q) = e^{-i\hat{p}q}, \quad Z(p) = e^{i\hat{p}q}, \quad (2) \]

with \( q, p \in \mathbb{R} \). The Pauli operator \( X(q) \) is a position-translation operator (translating by an amount \( q \)), whereas \( Z(p) \) is a momentum boost operator (kicking the momentum by an amount \( p \)). These operators are non-commutative and obey the identity

\[ X(q) Z(p) = e^{i\hat{p}q} Z(p) X(q). \quad (3) \]

On the computational basis of position eigenstates \( \{|s\}; s \in \mathbb{R} \} \) [9, 11, 12], the Pauli operators act as

\[ X(q)|s\rangle = |s + q\rangle, \]

\[ Z(p)|s\rangle = \exp\left( \frac{i}{\hbar} ps \right)|s\rangle. \quad (4) \]

Note that it is conventional to use highly squeezed states to approximate position eigenstates; these states satisfy the orthogonality relation \( \langle s|s'\rangle = \delta(s - s') \) in the limit of infinite squeezing.

The Pauli operators for one system can be used to construct a set of Pauli operators \( \{X_i(q_i), Z_i(p_i); i = 1, \ldots, n\} \) for \( n \) systems (where each operator labeled by \( i \) acts as the identity on all other systems \( j \neq i \)). This set generates the Pauli group \( \mathcal{P}_n \).

Note that the Pauli group is only a subgroup of all possible unitary transformations. It is not possible to construct an arbitrary unitary transformation using only the Pauli operators \( X(q) \) and \( Z(p) \); the Pauli group only describes transformations generated by Hamiltonians that are linear in the canonical variables.

For issues of classical simulation, we will be interested in transformations that lie in the Clifford group. The Clifford group \( \mathcal{N}(\mathcal{G}_n) \) is the group of transformations, acting by conjugation, that preserves the Pauli group \( \mathcal{G}_n \); i.e., it is the normalizer of the Pauli group in the (infinite-dimensional) group of all unitary transformations.

**Theorem 1:** The Clifford group \( \mathcal{N}(\mathcal{G}_n) \) for continuous variables is the semidirect product group \( [\text{HW}(n) \rtimes \text{Sp}(2n, \mathbb{R})] \), consisting of all phase-space translations along with one-mode and two-mode squeezing transformations. This group is generated by inhomogeneous quadratic polynomials in the canonical operators.

**Proof:** The most straightforward method to identify the Clifford group will be to identify its algebra. The Clifford algebra consists of all Hamiltonian operators \( H \) satisfying

\[ [H_{\text{hw}}, H] \in \text{hw}(n), \quad (5) \]

for all \( H_{\text{hw}} \in \text{hw}(n) \). This algebra must obviously include the algebra \( \text{hw}(n) \), and thus \( \text{hw}(n) \) is a subalgebra of the Clifford algebra. In addition, this algebra includes all homogeneous quadratic polynomials in the canonical operators \( \{q_i, p_i; i = 1, \ldots, n\} \). This algebra of quadratics consists of Hamiltonians that generate one-mode squeezing transformations [for example, the Hamiltonian \( \hat{H}_S = \frac{1}{2} (q^2 + p^2) \)], and also interaction Hamiltonians that generate two-mode squeezing transformations (for example, the interaction Hamiltonian \( \hat{H}_{\text{int}} = \hat{q}_1 \otimes \hat{p}_2 \)).

The algebra of homogeneous quadratic polynomials in the canonical operators is known as the linear symplectic algebra \( \text{sp}(2n, \mathbb{R}) \).

Together, the algebras \( \text{hw}(n) \) and \( \text{sp}(2n, \mathbb{R}) \) form a larger algebra, consisting of *inhomogeneous quadratic Hamiltonians* in the canonical operators \( \{q_i, p_i; i = 1, \ldots, n\} \). This algebra is the semidirect sum algebra \( \text{hw}(n) \rtimes \text{sp}(2n, \mathbb{R}) \), with \( \text{hw}(n) \) as an ideal.

The group generated by this algebra is the semidirect product group \( [\text{HW}(n) \rtimes \text{Sp}(2n, \mathbb{R})] \). This group includes phase-space displacements (the Pauli group), as well as the squeezing transformations (both single- and two-mode) of quantum optics [13]. \( \text{QED} \)

In order to describe a quantum information process as a circuit, it is necessary to find a set of transformations (gates) that generate the Clifford group; these gates will serve as building blocks for arbitrary Clifford group transformations. Following the derivation by Gottesman for finite systems [14, 15], a set of gates will be defined in terms of the elements of the Clifford algebra (i.e., the Hamiltonians) that generate the transformations.

The SUM gate is the CV analog of the CNOT gate and provides the basic interaction gate for two oscillator systems 1 and 2; it is defined as

\[ \text{SUM} = \exp\left( -\frac{i}{\hbar} q_1 \otimes p_2 \right). \quad (6) \]

This gate is an interaction gate operation on the Pauli group \( \mathcal{G}_2 \) for two systems. Referring to the definition (2) for the Pauli operators for a single system, the action of this gate on the \( \mathcal{G}_2 \) Pauli operators is given by

\[ \begin{align*}
\text{SUM} : \quad &X_1(q) \otimes I_2 \rightarrow X_1(q) \otimes X_2(q), \\
&Z_1(p) \otimes I_2 \rightarrow Z_1(p) \otimes I_2, \\
&I_1 \otimes X_2(q) \rightarrow I_1 \otimes X_2(q), \\
&I_1 \otimes Z_2(p) \rightarrow Z_1(p)^{-1} \otimes Z_2(p). 
\end{align*} \quad (7) \]

This gate describes the unitary transformation used in a back-action evasion or quantum nondemolition process [15].

The Fourier transform \( F \) is the CV analog of the Hadamard transformation. It is defined as

\[ F = \exp\left( \frac{i}{\hbar} \frac{r}{\sqrt{4}} (q^2 + p^2) \right). \quad (8) \]
and the action on the Pauli operators is

\[ F : X(q) \rightarrow Z(q), \]
\[ Z(p) \rightarrow X(p)^{-1}. \tag{9} \]

The ‘phase gate’ \( P(\eta) \) is a squeezing operation for CV, defined by

\[ P(\eta) = \exp\left( \frac{i}{2} \eta\xi^2 \right), \tag{10} \]

and the action on the Pauli operators is

\[ P(\eta) : X(q) \rightarrow e^{\pm i \eta \xi^2} X(q) Z(\eta q), \]
\[ Z(p) \rightarrow Z(p). \tag{11} \]

(The operator \( P(\eta) \) is called the phase gate, in analogy to the discrete-variable phase gate \( P \) [14], because of its similar action on the Pauli operators.)

For discrete variables, it is possible to generate the Clifford group using only the SUM, \( F \), and \( P \) gates [14]. However, for the CV definitions above, the operators SUM, \( F \), and \( P(\eta) \) are all elements of \( Sp(2n, \mathbb{R}) \); they are generated by homogenous quadratic Hamiltonians only. Thus, they are in a subgroup of the Clifford group. In order to generate the entire Clifford group, one requires a continuous HW(1) transformation [i.e., a linear Hamiltonian, that generates a one-parameter subgroup of HW(1)] such as the Pauli operator \( X(q)\). This set \( \{\text{SUM, } F, P(\eta), X(q); \eta, q \in \mathbb{R}\} \) generates the Clifford group.

We now have the necessary components to prove the main theorem of this paper regarding efficient classical simulation of a CV process. We employ the stabilizer formalism used for discrete variables and follow the evolution of the Pauli operators rather than the states. To start with, let us consider the ideal case of a system with an initial state in the computational basis of the form \( |q_1, q_2, \ldots, q_n\rangle \). This state may be fully characterized by the eigenvalues of the generators of \( n \) Pauli operators \( \{q_1, q_2, \ldots, q_n\} \). Any continuous variable process or algorithm that is expressed in terms of Clifford group transformations can then be modeled by following the evolution of the generators of these \( n \) Pauli operators, rather than by following the evolution of the states in the Hilbert space \( L^2(\mathbb{R^2}) \). The Clifford group maps linear combinations of Pauli operator generators to linear combinations of Pauli operator generators (each \( q_j \) and \( p_j \) is mapped to sums of \( q_j, p_j; j = 1, \ldots, n \) in the Heisenberg picture). For each of the \( n \) generators \( \{q_1, q_2, \ldots, q_n\} \) describing this initial state, one must keep track of \( 2n \) real coefficients describing this linear combination. To simulate such a system, then, requires following the evolution of \( 2n^2 \) real numbers.

In the simplest case, measurements (in the computational basis) are performed at the end of the computation. An efficient classical simulation involves simulating the statistics of linear combinations of Pauli operator generators. In terms of the Heisenberg evolution, the \( q_j \) are described by their initial eigenvalues, and the \( p_j \) in the sum by a uniform random number. This prescription reproduces the statistics of all multi-mode correlations for measurements of these operators.

Measurement in the computational basis plus feed-forward during the computation may also be easily simulated for a sufficiently restricted class of feed-forward operations; in particular, operations corresponding to feed-forward displacement (not rotation or squeezing, though this restriction will be dropped below) by an amount proportional to the measurement result. Such feed-forward operations may be simulated by the Hamiltonian that generates the SUM gate with measurement in the computational basis delayed until the end of the computation. In other words, feed-forward from measurement can be treated by employing conditional unitary operations with delayed measurement [16], thus reducing feed-forward to the case already treated.

In practice, infinitely squeezed input states are not available. Instead, the initial states will be of the form

\[ \tilde{S}_1(r_1) \otimes \tilde{S}_2(r_2) \otimes \cdots \otimes \tilde{S}_n(r_n) |0, 0, \ldots, 0\rangle, \tag{12} \]

where \( |0\rangle \) is a vacuum state and \( \tilde{S}(r) \in \mathbb{R} \) is a squeezing operation which can be expressed directly in terms of elements of the Clifford group. Now the vacuum states may also be described by stabilizers \( \{q_1 + ip_1, q_2 + ip_2, \ldots, q_n + ip_n\} \) which are complex linear combinations of the generators. Combining the initial squeezing operators into the computation, a classical simulation requires following the evolution of \( 4n^2 \) numbers (twice that of infinitely squeezed inputs due to the real and imaginary parts). Measurements in the computational basis are again easily simulated in terms of this Heisenberg evolution, by treating each of the \( q_i \) and \( p_i \) as random numbers independently sampled from a Gaussian distribution with widths described by the vacuum state. Simulation of measurement plus feed-forward follows exactly the same prescription as before.

The condition for ideal measurements can be relaxed. Finite efficiency detection can be modeled by a linear loss mechanism [17]. Such a mechanism may be described by quadratic Hamiltonians and hence simulated by the Clifford group. Note that the Clifford group transformations are precisely those that preserve Gaussian states; i.e., they transform Gaussians to Gaussians; this observation allows us to remove our earlier restriction on feed-forward gates and allow for classical feed-forward of any Clifford group operation. Note that non-Gaussian components to the states cannot be modeled in this manner.

Finally, it should be noted that modeling the evolution requires operations on real-valued (continuous) variables, and thus must be discretized when the simulation is done on a discrete (as opposed to analog) classical computer. The discretization assumes a finite error, which will be
bounded by the smaller of the initial squeezing or the final detector ‘resolution’ due to finite efficiency, and this error must remain bounded throughout the simulation. As only the operations of addition and multiplication are required, the discretization error can be kept bounded with a polynomial cost to efficiency.

Thus, we have proved the extension of the Gottesman-Knill theorem for continuous variables:

**Theorem 2 (Efficient Classical Simulation):** Any continuous variable quantum information process that initializes with Gaussian states (products of squeezed displaced vacuum states) and performs only

1. linear phase-space displacements (given by the Pauli group),
2. squeezing transformations on a single oscillator system,
3. SUM gates,
4. measurements in position- or momentum-eigenstate basis (measurements of Pauli group operators) with finite losses, and
5. Clifford group $[H(n)]$ operations conditioned on classical numbers or measurements of Pauli operators (classical feed-forward),

can be efficiently simulated using a classical computer.

We could summarize the conditions 1-3 by simply stating

1-3. transformations generated by Hamiltonians that are inhomogeneous quadratics in the canonical operators $\{q_i, p_i; i = 1, \ldots, n\}$,

which is equivalent. Thus, any circuit built up of components described by one- or two-mode quadratic Hamiltonians [such as the set of gates SUM, $F$, $P(q)$, and $X(q)$], that initiates with finitely squeezed states and involves only measurements of canonical variables may be efficiently classically simulated.

As with the discrete-variable case, these conditions do not mean that entanglement between the $n$ oscillator systems is not allowed; for example, starting with (separable) position eigenstates, the Fourier transform gate combined with the SUM gate can lead to entanglement. Thus, algorithms that produce entanglement between systems may still satisfy the conditions of the theorem and thus may be simulated efficiently on a classical computer.

Algorithms that satisfy the criteria of this theorem include those used for quantum teleportation [3], quantum cryptography [5, 6, 7, 8], and error correction for CV quantum computing [11, 12]. The theorem presented here provides a valuable tool in assessing the classical complexity of simulating these quantum processes. As shown in [9], in order to generate all unitary transformations given by an arbitrary polynomial Hamiltonian (as is necessary to perform universal CV quantum computation), one must include a gate described by a Hamiltonian other than an inhomogeneous quadratic in the canonical operators, such as a cubic or higher-order polynomial. Transformations generated by these Hamiltonians do not preserve the Pauli group, and thus cannot be described by the stabilizer formalism. Moreover, any such Hamiltonian is sufficient [9]. The construction of CV algorithms that do not satisfy the criteria of this theorem, and which may provide a significant speedup over any classical process, is an important quest for quantum information theory over continuous variables.
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