Stability of quantum states of finite macroscopic systems
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We study the stabilities of quantum states of macroscopic systems, against noises, against perturbations from environments, and against local measurements. We show that the stabilities are closely related to the cluster property (which describes the strength of spatial correlations of fluctuations of local observables) and fluctuations of additive operators (which are given by the sum of local operators over a macroscopic region). The present theory has many applications, among which we discuss phase transitions in finite systems and quantum computers with a huge number of qubits.

1. INTRODUCTION

The stability of quantum states of macroscopic systems, which are subject to noises or perturbations from environments, have been studied in many fields of physics, including ‘macroscopic quantum coherence’ [1] and quantum measurement. [2] However, most previous studies assumed that the principal systems were describable by a small number of collective coordinates. Although such models might be applicable to systems which have a non-negligible energy gap to excite ‘internal coordinates’ of the collective coordinates, there are many systems which do not have such an energy gap. As a result of the use of such simple models, the results depended strongly on the choices of the coordinates and the form of the interaction $H_{\text{int}}$ between the principal system and a noise or an environment. For example, a robust state for some $H_{\text{int}}$ can become a fragile state for another $H_{\text{int}}$. However, macroscopic physics and experiences indicate that a more universal result should be drawn for the stability of quantum states of macroscopic systems. Moreover, the stability against measurements were not studied well. Although one might conjecture that effects of measurement would be equivalent to effects of noises or environments, the conjecture is wrong as we will show in section 9 of this paper.

In this paper, we study these stabilities using a general model with a macroscopic number of degrees of freedom $N$. In addition to the fact that $N$ is huge, we make full use of the locality — ‘additive’ observables must be the sum of local observables over a macroscopic region (Eq. (7) below), the interaction $H_{\text{int}}$ must be local (Eqs. (11) and (13)), and measurement must be local. By noticing these points, which were absent or ambiguous in most previous work, we derive general and universal results. [3] A part of these results is generalization of the results for interacting many bosons, for which we reported detailed calculations. [4–7] We also propose a new criterion of stability; the stability against local measurement. We also present a general and universal result for this stability. [3]

The present theory has many applications because it is general and universal. We mention phase transitions in finite systems, and quantum computers with a huge number of qubits.

2. MACROSCOPIC QUANTUM SYSTEMS

We consider “macroscopic quantum systems.” We first describe what this means.

As usual, we are only interested in phenomena in some energy range $\Delta E$, and describe the system by an effective theory which correctly describes the system only in $\Delta E$. For a given $\Delta E$, let $\mathcal{M}$ be the number of many-body quantum states in that energy range. Then,

$$N \sim \ln \mathcal{M}$$  \hspace{1cm} (1)

is the degrees of freedom of the effective theory. For weakly interacting systems, $N$ may be the number of single-body quantum states in the relevant energy range. However, since we treat general systems, such a simple interpretation of $N$ is impossible in general. Note that $N$ can become a small number even for a system of many degrees of freedom when, e.g., a non-negligible energy gap exists in $\Delta E$. Such systems include some SQUID systems at low temperatures, and a heavy atom at a meV or lower energy range. We here exclude such systems, because they are essentially systems of small degrees of freedom. Namely, we consider systems whose $N$ is a macroscopic number. (Otherwise, the difference between $O(N)$ and $O(N^2)$, which plays the central role in the following discussions, would be irrelevant.)
We also assume that the system extends spatially over a finite volume
\[ V \sim vN, \]  
where \( v \) is some unit volume, the magnitude of which depends on details of the system. This seems a natural assumption because \( N \) is macroscopically large and \( \Delta E \) is fixed. Since \( V \) is proportional to the macroscopic number \( N \), we say \( V \) is also macroscopic, disregarding the magnitude of \( v \).

In short, we consider macroscopic quantum systems for which \( N \) and \( V \) are macroscopic for a given energy range \( \Delta E \). Note that \( V \) is essentially equal to \( N \) because of Eq. (2). We therefore use \( V \) and \( N \) (and the words “volume” and “degrees of freedom”) interchangeably in the following discussions.

3. CLUSTER PROPERTY

As we shall show later, correlations between distant points are important in the study of stability. As a measure of the correlations, we first consider the cluster property. In infinite systems, it is defined as follows: [8]

Definition: A quantum state is said to have the cluster property if

\[ \langle \delta \hat{a}(x)\delta \hat{b}(y) \rangle \to 0 \quad \text{as} \quad |x - y| \to \infty \]  

for any local operators \( \hat{a}(x) \) and \( \hat{b}(y) \) at \( x \) and \( y \), respectively, where

\[ \delta \hat{a}(x) \equiv \hat{a}(x) - \langle \hat{a}(x) \rangle, \]  
\[ \delta \hat{b}(y) \equiv \hat{b}(y) - \langle \hat{b}(y) \rangle. \]

Here, by a local operator at \( x \) we mean a finite-order polynomial of field operators and their finite-order derivatives at position \( x \).

The cluster property should not be confused with the lack of long-range order: A state with a long-range order can have the cluster property. In fact, symmetry-breaking vacua of infinite systems have both the long-range order and the cluster property. [5,8,10,13]

Many theorems have been proved regarding the cluster property. [8] Among them, the following is most important to the present theory:

Known theorem: In infinite systems, any pure state has the cluster property.

In order to utilize this theorem in the present theory for finite systems, we generalize the concept of the cluster property to the case of finite systems. [9] For a small positive number \( \epsilon \), let \( \Omega(\epsilon) \) be the minimum size of the region over which correlations of any local operators become smaller than \( \epsilon \). Namely, \( \Omega(\epsilon) \equiv \sup_{x} \Omega(\epsilon, x) \), where \( \Omega(\epsilon, x) \) is defined by its complement \( \Omega(\epsilon, x)^c \), which is the region of \( y \) in which

\[ \left| \langle \delta \hat{a}(x)\delta \hat{b}(y) \rangle \right| < \epsilon \sqrt{\langle \delta \hat{a}^\dagger(x)\delta \hat{a}(x) \rangle \langle \delta \hat{b}^\dagger(y)\delta \hat{b}(y) \rangle} \]

for any local operators \( \hat{a}(x) \) and \( \hat{b}(y) \). Then, we say that a quantum state of a finite macroscopic system has the cluster property if \( \Omega(\epsilon) \) for small \( \epsilon \) (e.g., \( \epsilon \approx 1/V \)) is much smaller than \( V \). More strictly, we consider a sequence of states \( 2 \) for various values of \( V \) such that they are essentially equivalent to each other except for the value of \( V \), and thereby define

Definition: A sequence of quantum states of a finite macroscopic system is said to have the cluster property if \( \Omega(\epsilon) \) for any \( \epsilon > 0 \) becomes independent of the system size \( V \) for a sufficiently large \( V \). We also say that each state of this sequence has the cluster property.

It is clear from the known theorem above that a sequence of pure states of finite \( V \) that do not have the cluster property approaches a mixed state \( 3 \) of the infinite system as \( V \to \infty \).

---

\(^1\)To express and utilize the locality of the theory manifestly, we use a field theory throughout this paper.

\(^2\)For example, the ground-state wavefunctions of many particles for the same particle density, for various values of \( V \).

\(^3\)This is not a usual mixed state in a pure phase, but a mixed state in a mixed phase. [8,10]
As a second measure of correlations between distant points, we consider fluctuations of additive operators. Here, by an *additive operator* we mean an operator of the following form:

$$\hat{A} = \sum_{x \in V} \hat{a}(x),$$

(7)

where $\hat{a}(x)$ denotes a *local operator at x*. When we regard the system as a composite system of subsystems 1 and 2, then $\hat{A} = \hat{A}^{(1)} + \hat{A}^{(2)}$, hence the name “additive.”

For such an additive quantity, thermodynamics *assumes* that

$$\langle \delta A^2 \rangle \leq O(V).$$

(8)

We call such a state a *normally-fluctuating state* (NFS). In quantum theory of *finite* macroscopic systems, however, there exist *pure* states for which *some* of additive operators have anomalously-large fluctuations;

$$\langle \delta \hat{A}^2 \rangle = O(V^2).$$

(9)

We call such a *pure* state an *anomalously-fluctuating state* (AFS). 4

It is easy to show that *any state that has the cluster property is an NFS, whereas an AFS does not have the cluster property*. Hence, according to the known theorem of section 3, an AFS cannot be a pure state in *infinite* systems. Considering also that in thermodynamics any state in a pure phase is an NFS, we see that an AFS can exist only in *finite* macroscopic quantum systems. Since AFSs are such unusual states, they might be expected to be unstable in some sense. Our purpose is to study this conjecture, by formulating the stability definitely, and thereby present general theorems about the stability.

### 5. FRAGILITY OF QUANTUM STATES OF MACROSCOPIC SYSTEMS

We say a quantum state is *fragile* if its decoherence rate $r$ satisfies

$$r \sim K \times (\text{a macroscopic volume})^{1+\delta},$$

(10)

where $K$ is a function of microscopic parameters, and $\delta$ is a positive constant.

To understand the meaning of the fragility, consider first the non-fragile case where $\delta = 0$. In this case, the decoherence rate *per unit volume* is independent of a macroscopic volume. This is a normal situation in the sense that the total decoherence rate $r$ is basically the sum of *local* decoherence rates, which are determined only by microscopic parameters (i.e., independent of a macroscopic volume). On the other hand, the case $\delta > 0$ is an anomalous situation in which the decoherence rate *per unit volume* scales as $\sim K \times (\text{a macroscopic volume})^{\delta}$. Note that this can be very large even when $K$ is small, because, by definition, a macroscopic volume is huge. This means that a *fragile quantum state of a macroscopic system decoheres (i.e., collapses due to a noise or environment) at an anomalously fast rate*, even when the coupling constant between the system and the noise or environment is small.

### 6. FRAGILITY IN WEAK NOISES

The most important assumption of the present theory is the locality. For the interaction with a noise, the locality requires that the interaction Hamiltonian should be the sum of local interactions;

$$\hat{H}_{\text{int}} = \sum_{x \in V} f(x, t) \hat{a}(x).$$

(11)

---

4It is possible to change an AFS into an NFS by enlarging the system by adding an extra system of volume $V_{\text{extra}} \sim V^2$, in which the quantum state is an NFS, because this leads to $\langle \delta A^2 \rangle = O(V^2) + O(V_{\text{extra}}) = O(V_{\text{extra}}) \simeq O(V_{\text{extra}} + V)$. We here exclude such an artificial and uninteresting case.
Here, \( f(x, t) \) is a random noise field with vanishing average \( \langle f(x, t) \rangle = 0 \), and \( \hat{a}(x) \) is a local operator at \( x \). (See section 3 for the meaning of the local operator.) We assume that the statistics of \( f(x, t) \) is translationally invariant both spatially and temporally, i.e., \( f(x, t)f(x', t') \) is a function of \( x - x' \) and \( t - t' \).

The total Hamiltonian is
\[
\hat{H}_{\text{total}} = \hat{H} + \hat{H}_{\text{int}},
\]
where \( \hat{H} \) denotes the Hamiltonian of the principal system. Here, \( \hat{H} \) can be a general Hamiltonian including, e.g., many-body interactions. Using this general local model, we can show the following for the fragility that is defined in section 5:

**Theorem 1:** Let \( |\Psi\rangle \) be a pure state of a macroscopic system. If \( |\Psi\rangle \) is an AFS, then it is fragile in the presence of some weak noise; also, if \( |\Psi\rangle \) is an NFS, then it is not fragile in any weak noise; provided that the time correlation of the noise is short, and that the time evolutions of the expectation values of observables for \( |\Psi\rangle \) are slow. \[14\]

It follows from this theorem that an AFS decoheres (hence collapses) at an anomalously fast rate if external noises contain such a noise component, whereas a NFS does not decohere at such an anomalously fast rate in any weak noise.

---

### 7. FRAGILITY UNDER WEAK PERTURBATIONS FROM ENVIRONMENTS

The physical realities of noises are perturbations from environments. We can show a similar theorem for the effects of perturbations from environments. Again, the most important assumption is the locality of the interaction between the principal system and an environment. Namely, the interaction Hamiltonian should be the sum of local interactions;

\[
\hat{H}_{\text{int}} = \sum_{x \in V} \hat{f}(x)\hat{a}(x).
\]

Here, \( \hat{f}(x) \) and \( \hat{a}(x) \) are local operators at \( x \) of an environment and the principal system, respectively. Similarly to the case of noise, we assume that (in the interaction picture) \( \langle f(x, t) \rangle_E = 0 \), and that \( \langle f(x, t)f(x', t') \rangle_E \) is a function of \( x - x' \) and \( t - t' \), where \( \langle \cdots \rangle_E \) denotes the expectation value for the state of the environment \( E \).

The total Hamiltonian is
\[
\hat{H}_{\text{total}} = \hat{H} + \hat{H}_{\text{int}} + \hat{H}_E,
\]
where \( \hat{H} \) and \( \hat{H}_E \) denote the Hamiltonians of the principal system and the environment, respectively. Here, \( \hat{H} \) can be a general Hamiltonian including, e.g., many-body interactions. Using this general local model, we can show the following for the fragility that is defined in section 5:

**Theorem 2:** Let \( |\Psi\rangle \) be a pure state of a macroscopic system. If \( |\Psi\rangle \) is an AFS, then it is fragile under some weak perturbation from some environment; also, if \( |\Psi\rangle \) is an NFS, then it is not fragile under any weak perturbations from environments; provided that (i) the time correlations in the environments are short, (ii) spatial correlations of some local operators in the environments are macroscopically long, and (iii) the time evolutions of the expectation values of observables for \( |\Psi\rangle \) are slow. \[14\]

It follows from this theorem that an AFS decoheres (hence collapses) at an anomalously fast rate if perturbations from environments contain such a perturbation term, whereas a NFS does not decohere at such an anomalously fast rate under any weak perturbations from environments.

---

### 8. DO RELEVANT PERTURBATIONS ALWAYS EXIST?

By theorems 1 and 2, we have definitely shown that NFSs are not fragile in any noises or environments, which interact weakly with the principal system via any local interactions. This should be contrasted with the results of most previous work, according to which a state could be either fragile or robust depending on the form of the interaction. We have obtained the general and universal conclusion because we have made full use of the locality as well as the huge degrees of freedom.

Regarding AFSs, on the other hand, theorems 1 and 2 show only that they are fragile in some noise or environment, which interact weakly with the principal system via local interactions. In other words, for any AFS it is always possible to construct a noise (or an environment) and a weak local interaction that make the AFS fragile. These
theorems do not guarantee the existence of such a relevant noise (or an environment) and a relevant interaction in real physical systems. We discuss this point in this section.

As described in section 2, we are only interested in phenomena in some energy range $\Delta E$, and describe the system by an effective theory which correctly describes the system only in $\Delta E$. The effective theory can be constructed from an elementary dynamics by an appropriate renormalization process. In this process, in general, many interaction terms would be generated in the effective interaction $H_{\text{int}}$.\(^5\) Hence, it seems quite rare that a relevant noise or an environment and a relevant interaction are completely absent. Even when the coupling constant to the relevant noise (or environment) is, say, ten times smaller than those to other noises (or environments), the relevant noise (or environment) would dominate the decoherence process of the AFS because the decoherence rate grows anomalously fast with increasing $V$, except when the noise (or the perturbation from the environment) is negligibly weak such that its intensity is, e.g., $O(1/V)$. Therefore, we think that an AFS is really fragile except when the relevant noise is negligibly weak.

Since we do not have a general theory for the intensities of noises at present, we cannot draw a definite conclusion on whether AFSs are always fragile in real physical systems. This motivates us to explore another stability, which will be described in the next section.

9. STABILITY AGAINST LOCAL MEASUREMENT

We can prove a stronger statement by considering the stability against measurement.

Suppose that one performs an ideal measurement of a local observable $\hat{a}(x)$ at $t = t_a$ for a pure state $|\Psi\rangle$ of a macroscopic system, and obtains a value $a$. Subsequently, one measures another local observable $\hat{b}(y)$ at a later time $t_b$, and obtains a value $b$. Let $P(b; a)$ be the probability distribution of $b$, i.e., the probability that $b$ is obtained at $t_b$ under the condition that $a$ was obtained at $t_a$. On the other hand, one can measure $\hat{b}(y)$ at $t = t_b$ without performing the measurement of $\hat{a}(x)$ at $t_a$. Let $P(b)$ be the probability distribution of $b$ in this case. We say $|\Psi\rangle$ is stable against local measurement if for any $\epsilon > 0$

$$|P(b; a) - P(b)| \leq \epsilon \text{ for a sufficiently large } |x - y|,$$

for any local operators $\hat{a}(x)$ and $\hat{b}(y)$, and for any eigenvalue $a$ of $\hat{a}(x)$ such that $\langle a | \Psi \rangle \neq 0$. For the simple case\(^6\) $t_b - t_a \to 0$, we can show

Theorem 3: Let $|\Psi\rangle$ be a pure state of a macroscopic system. If $|\Psi\rangle$ is stable against local measurement, then it has the cluster property, and vice versa.

It follows from this theorem that any AFS is unstable against local measurement. On the other hand, any state that has the cluster property is an NFS, and is stable against local measurement.

10. MECHANISM OF SYMMETRY BREAKING IN FINITE SYSTEMS

AFSs generally appear in, e.g., finite systems which will exhibit symmetry breaking if $V$ goes to infinity. In such systems, we can find states (of finite systems) which approach a symmetry-breaking vacuum as $V \to \infty$. We call such a state a pure-phase vacuum (PPV). It has a finite expectation value $\langle \hat{M} \rangle = O(V)$ of an additive order parameter $\hat{M}$, and has relatively small fluctuations $\langle \delta \hat{A}^2 \rangle \leq O(V)$ for any additive operator $\hat{A}$ (including $\hat{M}$) \cite{5,9–13}. Hence, PPVs are NFSs. In a mean-field approximation, PPVs have the lowest energy. However, it is known that the exact lowest-energy state of a finite system (without a symmetry-breaking field) is generally the symmetric ground state (SGS), for which $\langle \hat{M} \rangle = 0$, and PPVs have a higher (or, in some special cases, equal) energy than the SGS. \cite{5,10–13}

The SGS is composed primarily of a superposition of PPVs with different values of $\langle \hat{M} \rangle$, and, consequently, it has an anomalously large fluctuation of $\hat{M}$: $\langle \delta \hat{M}^2 \rangle = O(V^2)$. \cite{5,11–13} Therefore, if one obtains the exact lowest-energy state (e.g., by numerical diagonalization) of a finite system (which will exhibit symmetry breaking if $V$ goes to infinity), it is generally an AFS.

\(^5\) We expect, in accordance with experiences, that by an appropriate renormalization process $H_{\text{tot}}$ can be made local in the relevant space-time scale.

\(^6\) Results for more general cases will be described elsewhere.
The present results suggest a new origin of symmetry breaking in finite systems. Although symmetry breaking is usually described as a property of infinite systems, it is observed in finite systems as well. The results of sections 6 and 7 suggest that although a PPV (which is an NFS) has a higher energy than the SGS (an AFS), the former would be realized because the latter is fragile in some noises or environments. The result of section 9 suggest more strongly that only a PPV should be realized, because an AFS is changed into another state when one measures only a tiny part of the system, and such drastic changes continue by repeating measurements, until the state becomes an NFS.

We consider that these scenarios explain the symmetry breaking (i.e., realization of an PPV) in finite systems, much more naturally and generally than the idea of the symmetry breaking field: It seems quite artificial to assume that an appropriate static symmetry breaking field would always present in real physical systems, although it is true that symmetry breaking fields are a convenient mathematical tool.

11. STABILITY OF QUANTUM COMPUTERS WITH MANY QUBITS

Quantum computers are useful only when the number of qubits $N$ is huge. Hence, useful quantum computers are macroscopic quantum systems. Various states appear in the course of a quantum computation. Some state may be an NFS, for which \( \langle \delta A^2 \rangle = O(V) \) for any additive operator $A$. This means that correlations between distant qubits are weak. Properties of such states may be possible to emulate by a classical system with local interactions. We therefore conjecture that other states – AFSs – should appear in some stage of the computation for a quantum computer to be much faster than classical computers. In fact, two of the authors confirmed this conjecture in Shor's algorithm for factoring.

The present results suggest that the decoherence rate of quantum computers can be estimated by fluctuations of additive operators, which depend strongly on the number of qubits $N$ and the natures of the states of the qubits. Since AFSs are used in some stage of the fast quantum computation, the state of qubits can become fragile in some noise or environment, for quantum computers with many qubits. Note that the dominant perturbation for the case of huge $N$ can be different from that for small $N$, because the decoherence rate of an AFS grows anomalously fast with increasing $N$.

In order to prevent the anomalously-fast decoherence of the AFSs, one must make the intensities of the relevant perturbations negligibly small such that they are, e.g., $O(1/V)$ or smaller. This may become a key to the fight against decoherence in quantum computation.

12. DISCUSSIONS

The present results show that the stabilities of quantum states of finite macroscopic systems are closely related to the cluster property (which describes the strength of spatial correlations of fluctuations of local observables) and fluctuations of additive operators (which are given by the sum of local operators over a macroscopic region). Note that the stabilities are defined as dynamical properties of an open system, whereas the cluster property and fluctuations of additive operators are defined as static properties of a closed system. Hence, it is non-trivial — may be surprising — that they are closely related to each other.

We stress that the approximate stability against all local interactions (between the principal system and environments) would be more important than the exact stability against a particular interaction, which was frequently discussed in previous work. As discussed in section 8, many types of interactions would coexist in real physical systems, and the exact stability against one of them could imply fragility to another.

In this paper, we discuss the stability only for pure states. It is clear that similar conclusions can be drawn for thermal equilibrium states (KMS states), because KMS states can be represented as vector states by introducing an auxiliary field.

We also point out that the present results may be important to study the foundations of non-equilibrium statistical physics. For example, in the linear response theory of Kubo, he assumed the unitary time evolution of a closed system. However, actually, the system is continuously measured over a time period longer than $1/\omega$ when one measures, say, the AC conductivity at frequency $\omega$. Therefore, it is necessary for the validity of the linear response theory that the non-equilibrium state under consideration is stable against measurements. According to theorem 3, such states must have the cluster property. This observation may become a foundation not only of non-equilibrium statistical physics but of non-equilibrium field theory, which is not established yet.
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[14] Unlike the case of infinite systems, this assumption is non-trivial for pure-phase vacua in finite systems. For pure-phase vacua of interacting many-bosons, we previously demonstrated how the assumption is satisfied. [5] Interestingly, the wavefunction changes quickly, whereas matrix elements change slowly at a rate which scales as \( \propto 1/\sqrt{V} \).