A numerical relativistic model of a massless particle in orbit near a Schwarzschild
black hole
size. Nevertheless, there are useful reasons for considering the \(\delta\)-function model, as discussed in Sec. V.

The purpose of this paper is to introduce the particle method. We also give some example runs exhibiting inspiral and a plunge to the black hole. These runs demonstrate the potential of the method, and are not presented as an accurate description of the physics. Of course, validated physical results are the goal of this project but, as discussed in Sec. V, much more computational testing is needed before the goal can be attained.

We begin by summarizing previous results on the characteristic formulation of numerical relativity in Sec. I. Then issues concerning the theoretical framework of a massive particle, including the two models used here, are discussed in Sec. II. Section II presents, in detail, the computational algorithms. Tests of the code and other example runs are given in Sec. III.

II. SUMMARY OF PREVIOUS RESULTS, AND NOTATION

The formalism for the numerical evolution of Einstein’s equations, in null cone coordinates, is well known [10, 11] (see also [12, 20]. For the sake of completeness, we give here a summary of the formalism, including some of the necessary equations. The version of the gravity code being used here is fully described in [10].

We use coordinates based upon a family of outgoing null hypersurfaces. We let \(u\) label these hypersurfaces, \(x^A (A = 2, 3)\), label the null rays and \(r\) be a surface area coordinate. In the resulting \(x^a = (u, r, x^A)\) coordinates, the metric takes the Bondi-Sachs form [20, 24]

\[
ds^2 = -\left(\epsilon^{\beta\gamma}(1 + \frac{W}{r}) - r^2 h_{AB}U^A U^B\right) du^2 - 2\epsilon^{\beta\gamma}du dr - 2\nu h_{AB}U^B dx^A dx^B, \tag{2.1}
\]

where \(h_{AB} h_{BC} = \delta^B_A\) and \(d\epsilon(\epsilon h_{AB}) = d\epsilon(q_{AB})\), with \(q_{AB}\) a unit sphere metric. We work in stereographic coordinates \(x^A = (\theta, \phi)\) for which the unit sphere metric is

\[
q_{\theta\phi} dx^A dx^B = \frac{4}{F^2}(dq^2 + dp^2), \text{ where } F = 1 + q^2 + p^2. \tag{2.2}
\]

(In previous notation we used \(P = 1 + q^2 + p^2\). Here we change notation to \(F\) because \(P\) now represents pressure, which we cannot denote by \(p\) because that is a stereographic coordinate.) We also introduce a complex dyad \(q^A = \frac{1}{\sqrt{2}}(1, i)\) with \(i = \sqrt{-1}\). For an arbitrary Bondi-Sachs metric, \(h_{AB}\) can then be represented by its dyad component

\[
J = h_{AB} q^A q^B / 2, \tag{2.3}
\]

with the spherically symmetric case characterized by \(J = 0\). We introduce the (complex differential) \(\partial\) and \(\bar{\partial}\) (see [24] for full details), as well as a number of auxiliary variables \(K = h_{AB} q^A q^B / 2, \ U = U^A q_A, \ Q_A = r^2 e^{-\nu} h_{AB} U^B, \ Q = Q_A q^A, \ B = \partial \nu, \ n = \partial J \) and \(k = \partial K\).

The Einstein equations decompose into hypersurface equations, evolution equations and conservation laws. The hypersurface equations form a hierarchical set for \(\nu_r, k_r, \beta_r, B_r, (r^2 Q)_r, U_r, \) and \(W_r\); and the evolution equation is an expression for \((r J)_r\). The explicit form of the equations is given in [10] in the vacuum case; and the matter source terms are stated in [24], except that the matter source term in Eq. 2.1-(31) is incorrect and that equation should read

\[
2 (r J)_r - \left(1 + r^{-1} W \right) (r J)_r = - r^{-1} \left(r^2 \partial_\nu \right) + 2r^{-1} \epsilon^{\beta\gamma} \epsilon^{\delta\epsilon} - \left( r^{-1} W \right)_r J + N_J + 4\epsilon^{\beta\gamma} \epsilon^{\delta\gamma} \epsilon^{\alpha\beta} \left( (J V_{\alpha\beta} - K V_{\alpha\beta})^2 + V_{\alpha\beta}^2 \right), \tag{2.4}
\]

where \(V_{\alpha\beta} = v_A q^A \frac{\partial}{\partial x^\alpha}\), with \(v\); the velocity of the mass \(m\) particle, \(\rho\) and \(P\) its density and pressure and \(N_J\) defined in [10] and [11]. The remaining Einstein equations reduce to conservation conditions which need only be satisfied on the inner boundary, which are automatically satisfied here because the boundary has a simple Schwarzschild geometry.

The null cone problem is normally formulated in the region of spacetime between a timelike or null worldtube \(\Gamma^+\) and \(\Gamma^+\). We represent \(\Gamma^+\) on a finite grid by using a compactified radial coordinate \(x = r/(1 + r)\). The numerical grid is regular in \((x, q, p)\) and consists of two patches (north and south), each containing \(n_x n_q n_p\) gridpoints. The \(x\)-grid covers the range \([0, 5, 1]\). Each angular grid patch extends two grid-points beyond the domain \((q, p) \in [-q_s, q_s] \times [-q_s, q_s]\), with \(q_s \geq 1\). Thus there is an overlap region at the equator with larger overlap for larger \(q_s\).

We denote the Bondi-Sachs metric [20] by \(g_{\alpha\beta}\) and the background metric \((g_{\alpha\beta})\) with \(J = U = \beta = 0, W = -2M/r\) by \(g_{(\text{M)1}\alpha\beta}\). The mass \(M\) of the black hole is normally scaled to \(M = 1\) in simulations.

III. THEORETICAL FRAMEWORK

We have developed two different particle models with rather different conceptual frameworks but implemented with very similar numerical codes. This section describes each of the two frameworks, as well as some other theoretical issues.

A. The \(\delta\)-function model

At the analytic level, a point particle of mass \(m\) at position \(z^a = (u, z^i) = (u, r, z^A)\) has density \(\rho\) and 4-velocity \(v^a\) satisfying

\[
\rho \sqrt{-g} v^a = m \delta (z^i - i), \tag{3.1}
\]
where \( \int \delta(x^i - z^i) dx dq dp = 1 \). We model the \( \delta \)-function on the grid by assigning weights \( w \) to each grid point in a stencil surrounding the particle. In terms of a test function \( \phi \), this requires
\[
\phi(z^i) = \Sigma_I \phi_I w_I \Delta_V
\]
where \( \Sigma_I \) is a sum over a stencil \( I \) of grid points surrounding the particle position \( z^i \) and \( \Delta_V \) is the coordinate 3-volume of the stencil \( I \). We determine the weights \( w_I \) representing the \( \delta \)-function by choosing a set of test functions, e.g., for the stencil of eight points determined by the cell surrounding the particle we choose
\[
\phi = a + a_i (x^i - z^i) + a_{ij}(x^i - z^i)(x^j - z^j) + a_{ijk}(x^i - z^i)(x^j - z^j)(x^k - z^k),
\]
where \( i \neq j \neq k \) so that the \( a \)'s constitute eight arbitrary coefficients. This then gives 8 simultaneous equations to solve for the \( w_I \).

The matter satisfies the exact conservation law \( \nabla_\alpha (\rho \xi^\alpha) = 0 \). This is automatically satisfied, in integral form, by the above grid representation of the density. In this way the time dependence of \( \rho \) is not free but determined by the time dependence of the metric and 4-velocity.

B. The polytropic model

The polytropic model treats the particle as an object of fixed size described by the worldline of its center \( z^i(u) \). The simplest model of a polytrope, which will be used here, is for the case with index \( n = \frac{4}{3} \). Then the density \( \rho \) and the pressure \( P \) are given by
\[
\rho = \frac{m \sin \theta \Delta r}{4 R^2 \Delta \theta}, \quad P = \frac{2 R^2 \rho^2}{\pi},
\]
for \( R \leq R_\ast \), and \( \rho = P = 0 \) for \( R > R_\ast \), where \( R_\ast \) is the radius of the polytrope and \( R \) is a distance from its center, defined as follows. At a point \( x^i = (u, x^i) \), we first define the displacement vector \( \xi^\alpha \) relative to the polytrope's center
\[
\xi^\alpha = 0, \quad \dot{\xi}^\alpha = x^\alpha - z^\alpha(u).
\]
The projection of \( \xi^\alpha \) into the hypersurface orthogonal to the worldline at time \( u \) is
\[
R_\alpha = (g_{\alpha\beta} + v_{\alpha\beta}) \xi^\beta,
\]
with \( g_{\alpha\beta} \) evaluated at \( x^\alpha \), and \( v_{\alpha\beta} \) evaluated at time \( u \). Then \( R \) is defined as the magnitude of the orthogonal displacement,
\[
R = \sqrt{g^{\alpha\beta} R_\alpha R_\beta}.
\]

As usual, the perfect fluid condition is used to set the stress-energy tensor \( T_{\alpha\beta} \).

The polytropic model has the advantage over the \( \delta \)-function model of allowing convergence tests (see Sec. [X]), but it has the disadvantage of being only an approximate model in the following sense. Equation (3.2) is exact only for an isolated sphere in equilibrium in Newtonian theory. In general relativity it is a good approximation only if \( m \ll M \). Furthermore, in the field of a black hole, the polytrope would not preserve its spherical shape but would become tidally distorted. Both these approximations introduce the same type of error - the polytrope's motion is treated as though it were a rigid body but, for the purpose of determining its gravitational field, its stress-energy tensor \( T_{\alpha\beta} \) is modeled as a perfect fluid. Thus, in the approximation being made, there are additional contributions to \( T_{\alpha\beta} \) that are being ignored. This is discussed further in Sec. [X].

C. Particle evolution from approximate conservation laws

The motion of a test particle in a background Schwarzschild geometry satisfies certain conservation laws. For a particle with mass \( 0 < m \ll M \), these conservation laws are not satisfied but they can be useful because they represent quantities that change very slowly. Our strategy is to use the Schwarzschild conservation laws to define approximately conserved quantities, and then compute the evolution of these quantities in the general case. In this process, all background terms cancel out and we are left with expressions involving only small quantities.

For the case of a test particle in the Schwarzschild geometry there is a reflection symmetry plane, the plane of the orbit. Thus the normalized 4-velocity is completely determined by its components \( T^a v_a = v_u \) and \( \Phi^a v_a = v_\phi \), where \( T^a \) and \( \Phi^a \) are the Killing vectors of the Schwarzschild background and \( v_\phi \) is a velocity component with respect to \( (u, r, \theta, \phi) \) null-spherical coordinates. In the general case, \( v_u \) and \( v_\phi \) are approximately conserved.

We neglect internal forces and start with the conservation law \( \nabla_\beta (\rho v^\beta) = 0 \) to obtain
\[
\nabla_\beta (\xi^a v_\alpha v_\beta) = \rho v_\alpha v_\beta \nabla_\alpha \xi^\beta = -\frac{1}{2} g_{\alpha\beta} v_\alpha v_\beta \mathcal{L}_\xi g^{\alpha\beta},
\]
where \( \xi^\alpha \) represents \( T^\alpha \) or \( \Phi^\alpha \). Integration over a worldtube surrounding the particle between times \( u \) and \( u + du \) then gives
\[
m \frac{d v_\alpha}{du} = -\frac{m}{2} v_\alpha v_\beta [\mathcal{L}_\xi g^{\alpha\beta}]_c,
\]
where \( [\mathcal{L}_\xi g^{\alpha\beta}]_c \) is centered about the location of the particle. Partly because of the stereographic coordinates being used, the implementation of Eq. (3.8) is quite technical (see Sec. [X] for details).
D. Background metric

In the $\delta$–function model, it is necessary to renormalize the metric so as to avoid infinities in the equations of motion. The metric occurs through the normalization of the 4-velocity $v_\mu$ and the raising of indices. We take the components $(v_r, v_4)$ to be basic since they represent the pullback of the 4-velocity to the null hypersurface. We renormalize the other components by using the background metric $g_{\mu \nu}$ to raise indices and to normalize the 4-velocity. This avoids the problem of an infinite self-potential energy of the particle and is in keeping with the principle that the energy of the particle only depends on its velocity and position in the Schwarzschild field.

In the polytropic model, the above renormalization is not necessary, but it is convenient and is justified by the same argument. However, in this case, the code can be run either with or without such metric renormalization.

It should be emphasized that this renormalization, or use of $g_{\mu \nu}$ rather than $g_{\alpha \beta}$, applies only to the undifferentiated metric. Metric derivatives that occur in the particle equations of motion are computed using the full metric $g_{\alpha \beta}$ – otherwise radiation reaction could not be included and we would simply be computing the motion of a test particle in the Schwarzschild geometry. Of course, it is the full metric which is evolved by the characteristic algorithm.

E. Caustics

The characteristic evolution code breaks down if caustics develop, which render the null coordinate system employed singular. A rough estimate can be readily obtained by employing the well-known condition for the deflection of light by a massive body such as the Sun. We find as an approximate condition for caustics not to form that

$$\frac{r_p^2}{4m} > r,$$  \hspace{1cm} (3.10)

where in the polytropic model $r_p = R_*$ and in the $\delta$–function model $r_p$ is half of the proper length of an angular edge of the grid cell containing the particle.

IV. COMPUTATIONAL METHOD

A. Overview

The particle method constitutes a complete evolution of the matter and gravity fields. As discussed in section III, the particle can be modeled as either a $\delta$–function or a polytrope. In the $\delta$–function model, the density is distributed among the 8 grid points of the cell containing the particle, according to the procedure described in Sec. III. In the polytrope model, the density and pressure are allocated to each grid-point at which $\rho \neq 0$; in this case, the polytrope spans several grid-cells. In both models, the particle’s density, pressure (if non-zero) and 3-velocity $v_i$ are used to construct the right hand side of the Einstein equations, which are then used to evolve the gravitational field as described in section III.

The gravitational field affects the motion of the particle. The 3-velocity $v_i$ is evolved by using the geodesic equation in the form

$$\frac{dv_i}{du} = -\frac{\Gamma_{\alpha \beta \gamma} v_\alpha v_\beta g^{\alpha \beta} g^{\gamma \epsilon}}{v^\mu g_{\mu \epsilon}}, \hspace{1cm} (4.1)$$

and the particle’s position is evolved by

$$\frac{dz_i}{du} = v_i.$$  \hspace{1cm} (4.2)

The setting of initial data is described in Sec. III below. The worldtube $\Gamma$ at $r = 2M$ is the (past) horizon of a Schwarzschild black hole of mass $M$. Thus the boundary data on $\Gamma$ has the simple analytic form $W = -2M$. \hspace{1cm} (4.3)

B. Details of the computational algorithms

The iterative evolution algorithm proceeds as follows:

1. Start at time $u = u^{(n)}$. The gravitational field $g_{\alpha \beta}^{(n-1)}$ is known over the whole grid and the boundary data supplies $g_{\alpha \beta}^{(n)}$ in a neighborhood of $r = 2M$. The particle’s position $z^{(n)}$ and velocity $v^{(n)}_i$ are also known.

2. Determine the grid-cell $G^{(n)}_P$ containing the point $z^{(n)}$, i.e., determine $a_i$ such that

$$r^{(a_i)} < z^{(n)} < r^{(a_i+1)},$$

$$q^{(a_i)} < z^{(n)} < q^{(a_i+1)},$$

$$p^{(a_i)} < z^{(n)} < p^{(a_i+1)}.$$  \hspace{1cm} (4.4)

This is done on both north and south patches, although if the particle is not in the equatorial overlap region there will be a solution for only one of the patches.

We define

$$\Delta^3 = z^{a_i+1} - z^{a_i}, \hspace{0.5cm} \delta^{(n)} = z^{a_i+1} - z^{(n)},$$

$$\delta^{(n)} = z^{(n)} - z^{a_i}.$$  \hspace{1cm} (4.5)

and we define the weights representing the $\delta$-function at the eight grid-points at the corners of $G^{(n)}_P$ by

$$w(z^{a_i+1}) = \Delta^{(1)} \frac{\delta^{(n)}}{\Delta^{(n)} \Delta^{(n)}}.$$  \hspace{1cm} (4.6)

where $\epsilon_i = \{0, 1\}$. These weights satisfy the requirements stated in section III.

3. Next, we set the density and pressure. In general, this needs to be done on both north and south patches.
• In the $\delta$-function model, the pressure is zero and there is a non-zero density only at the corners of the grid-cell $G_{\rho}^{(n)}$. The density is given by

$$
\rho(x^{(n+1)} + v_{x} r^{(n+1)}) = -m u(x^{(n+1)} + r^{(n+1)}),
$$

(4.7)

where $\Delta V$ is the coordinate-volume of a grid-cell, i.e. $\Delta V = \Delta x \Delta y \Delta z$; and where $\rho$, $u$, and $dv/dr$ are evaluated at $z^{(n)}$.

• In the polytropic model, the density at the grid-point $\rho^{(n)}$ is set by means of Eqs. $35-36$, then the pressure $P$ is set.

4. The Einstein equations are now integrated to find the metric $g_{\alpha\beta}^{(n)}$. The source terms are given in $24$ (where, as already noted, Eq. $25$ should be replaced by Eq. $26$).

5. The formula $g_{\alpha\beta}^{(n)} v_{\alpha} v_{\beta} = -1$ is used to find $v_{u}^{(n)}$; the metric $g_{\alpha\beta}^{(n)}$ is known at the required grid-points and its value at the particle position $z^{(n)}$ is found by taking a weighted average using the weights found in step 4 above.

6. The formula $v_{\alpha} = g_{\alpha\beta}^{(n)} v_{\beta}$ is used to find $v^{(n)}$, again using the weighted average to find $g_{\alpha\beta}^{(n)}$.

7. Equation $13$ is now used to find $z^{(n+1)}$. On the first time-step, this is done by the Euler method and, on subsequent time steps, by the 3-point Adams-Bashforth method, i.e.

$$
z^{(n+1)} = z^{(n)} + \frac{\Delta u}{2} \left( 3 \frac{dz^{(n)}}{du} - \frac{dz^{(n-1)}}{du} \right)
$$

(4.8)

8. We now find $v^{(n+1)}$. The right hand side of Eq. $13$ is evaluated at $z^{(n)}$ by, as usual, finding the value at the grid-points and taking a weighted average using the weights found in step 4 above. The terms in Eq. $13$ are quite complicated and were found using a Maple script, which was also used to generate Fortran code. Details are given in an Appendix. The numerical evolution method is the same as used in step 7.

C. Setting the initial data

In the example runs presented below, the initial gravitational content is prescribed by setting $J = 0$. The code is then evolved for a pre-determined time $u_{S}$, during which the gravitational field produces strong accelerations. However during this time the particle’s velocity and position are not updated. The idea here is that the gravitational field should have relaxed to the correct form by the time $u_{S}$ when the particle is allowed to move. The optimal value of $u_{S}$ has not been determined in a systematic way, but rather runs similar to those in Sec. $10$ and $11$.

$\Box$ indicate that gravitational initialization effects are dissipating by $u_{S} \approx 2$; and so, including a safety factor, we normally take $u_{S} = 5$. It is also possible to set the initial data $J$ by a Newtonian limit condition $12$, the computational implementation of which will be discussed elsewhere.

The code requires the initial velocity as a 1-form $v_1$ but a physical description normally specifies the tangent vector $v_i$. For example, a particle in a circular orbit would have

$$
v' = 0, \quad (v^2 + v_3^2) = \frac{F^2 M}{4\pi r^2 (r - 3M)}
$$

(4.9)

Suppose that we are given $v'_{i}$ rather than $v_{i}$. Initially, when only the background metric is known, $v_{i}$ is constructed from $v'_{i}$ using

$$
g_{i} v' v' = -1
$$

(4.10)

to first determine $v'_{i}$; then $v_{i} = g_{i\beta} v'_{\beta}$.

If the background option is being used (see Sec. $10$), then the setting of $v_{i}$ is complete; if not then, while $u < u_{S}$, the code uses the fact that $v_{\alpha}$ is found at each time step to determine a value of $v_{\alpha}$ such that $v'_{i} = 0$ by an iterative algorithm. Explicitly, we use the secant algorithm

$$
v'_{(i+1)} = v'_{(i)} - \frac{v'_{(i)} f_{3}^{i}(v_{i} v'_{i} - v_{i+1}^{(i)}), v_{i} - v_{i+1}^{(i)}), v_{i}}{v_{i+1}^{(i)} - v_{i}^{(i)}}
$$

(4.11)

where $a$ is the iteration number and $f_{3}$ is a factor (which is 1 in the standard algorithm) that may need to be set to 0.2 or smaller for stable convergence - the difficulty here is that we are solving $v'_{i} = 0$ not as a simple algebraic equation but as an equation whose coefficients change as the metric relaxes.

D. Implementation of the approximate conservation laws

The theoretical basis for approximate angular momentum and energy conservation was discussed in Sec. $8$. We now present details of how this is implemented for (1) the angular momentum in an equatorial orbit, (2) the angular momentum in a polar orbit, and (3) the energy. The code is written so that all of these approximate conservation laws may be used, or not, simply by changing input parameter switches.

Angular velocity in an equatorial orbit

The angular momentum per unit mass

$$
h = q v - p v_{q}
$$

(4.12)

is approximately conserved. In terms of proper time $\tau$ along the particle’s trajectory,

$$
\frac{dh}{d\tau} = v_{\phi} \frac{d\phi}{d\tau} - v_{\eta} v_{\tau} - p \frac{dv_{\eta}}{d\tau}
$$

(4.13)
Now, Eq. (4.14) takes the form
\[
\frac{d}{d\tau} v_A = \frac{z^A}{r} \left( (v_p)^2 + (v_q)^2 \right) + E_A, \quad A = (q, p). \tag{4.14}
\]
where the \( E_A \) contain only small quantities. We also introduce \( \mu^A = (g^{ii} - g^{M}M) v_A \), which represents the difference between raising an index by the full or background metric. Thus,
\[
v_A = \mu^A + \frac{v_A}{\mu^A}. \tag{4.15}
\]
Of course, \( \mu^A = 0 \) if the background option is in use.

Combining Eqs. (4.14), (4.15) and (4.4), we obtain
\[
\frac{dh}{d\tau} = \mu^A v_p - \mu^A v_q + qE_p - pE_q, \tag{4.16}
\]
which is implemented in the code. We extract \( v_A \) from the evolved value of \( h \). This is done by using the constraint that the particle is on the equator, \( q^2 + p^2 = 1 \). Thus \( q^2 + p^2 = 0 \) so that
\[
q \left( \mu^2 + \frac{v_p^2}{r} \right) + p \left( \mu^2 + \frac{v_q^2}{r} \right) = 0. \tag{4.17}
\]
Combining Eqs. (4.16), (4.15) we find
\[
v_q = -\mu^A p + r^2 q (q^2 + p^2) \tag{4.18}
v_p = q \mu^A - r^2 p (q^2 + p^2),
\]
which is implemented in the code. Furthermore, the particle is constrained to follow the equator exactly, and so the particle’s position is corrected according to \( z^A \rightarrow z^A f_e \) with
\[
f_e = \sqrt{\frac{1}{q^2 + p^2}}. \tag{4.19}
\]

Angular velocity in a polar orbit

In the case of polar motion, simplified here to the case \( p = 0 \), the equations analogous to Eqs. (4.14), (4.15) and (4.4) are
\[
h = \frac{F v_q}{2}, \quad \frac{dh}{d\tau} = \frac{F A_q}{2} + q v_q \mu^2, \quad v_q = \frac{2h}{F}. \tag{4.20}
\]

The energy

The energy per unit mass \( v_u \) is conserved along a geodesic in the Schwarzschild background. In this case
\[
v_u S = \frac{h^2 + p^2 + v_p^2 (r^2 - 2Mr)}{2v_p r^2}. \tag{4.21}
\]
We take \( v_u S \), as defined above, to be an approximately conserved quantity. From Eq. (4.4),
\[
\frac{d}{d\tau} v_r = -\frac{h^2}{r^2} - v_p^2 \frac{M}{r^2} + E_1. \tag{4.22}
\]

Using
\[
\frac{dr}{d\tau} = v_r = -v_u S + \left( 1 - \frac{2M}{r} \right) v_r + \mu r, \tag{4.23}
\]
differentiation of Eq. (4.21) leads to
\[
\frac{d}{d\tau} v_u S = \left( 2h \frac{dh}{d\tau} v_r + 2v_p^3 M \tau \mu - 2h^2 v_p \mu r \right. \tag{4.24}
\]
\[
\left. + E_1 (r^3 v_p^2 - r^3 - 2Mr^2 v_p^2 - h^2 r) \right) \frac{1}{2r^3 v_p^2} \]

There is an option in the code to evolve \( v_u S \) by Eq. (4.21). In this case, we extract \( v_r \) from the value of \( v_u S \). This is done by rewriting Eq. (4.21) as a quadratic in \( v_r \). We find
\[
v_r = \frac{v_u S \pm \sqrt{v_u^2 S (1 - \frac{2M}{r}) (1 + \frac{h^2}{r^2})}}{(1 - \frac{2M}{r})}. \tag{4.25}
\]

When the code is evolving \( v_u S \) by Eq. (4.21), at each time step it also evolves \( v_r \) in the usual way. The \( \pm \) in Eq. (4.21) is chosen so that the result for \( v_r \) is closest to the directly evolved value; further, if the square root in Eq. (4.21) is less than some threshold, or imaginary, the directly evolved value of \( v_r \) is not corrected. For a circular orbit of the Schwarzschild background, the square root is exactly zero, and therefore it is difficult to use this option when evolving a circular orbit.

E. Other features of the code

- The only Bondi-Sachs metric variable that is non-zero in the background metric is \( W \). The code treats \( W \) as the sum of the background analytic part (\( W_{an} \)) plus a correction (\( W_{num} \)). The values of \( W_{an} \) and its derivatives are found exactly, and finite differencing is applied only to the part \( W_{num} \). In effect, this also applies to the other metric variables, because their background analytic parts are zero.

- There is an option in the code to use an enlarged stencil in the computation of the (centered) finite differences used in \( \Gamma_{uij} \) in Eq. (4.4). The evolution of the gravitational field is not affected. More precisely, use of this option means that
\[
\frac{df(x_i)}{dx} \approx \frac{f(x_{i+1}) - f(x_{i-1})}{2s \Delta x} \tag{4.26}
\]
with \( i_s > 1 \). This option uses grid-points away from the particle in computing derivatives, and thus smooths them. It is used in the \( \delta \)-function model with \( i_s = 3 \), but not in the polytropic model. The issue is discussed further in Sec. VI.
V. COMPUTATIONAL TESTS AND RESULTS

A. Convergence

The convergence testing was limited to a measurement of various accelerations on the initial null cone, and we have not investigated convergence behavior after a fixed time. The difficulty with convergence testing over an extended time period is the computational resources required for the finest grid, and we defer such testing to future work (see Sec. III).

The tests were made with the particle initialized at $r = 9$ at the north pole with $v^\theta = 0$ and $v^\phi$ set to the value for a circular orbit. The particle mass was $m = 10^{-4}$. The particle velocity was updated directly, and not via approximate conservation laws. The overlap between north and south patches was minimal ($q_s = 1.0$).

The polytropic model was used with $R_0 = 5.0$. The following quantities, all of which are rates of change, were determined on the initial null cone: $|J_w|$, $h_w$, $v_{w,u}$, $v_{w,\tau}$ and $v_{w,\tau}$. The quantities involving $w$-derivatives were found by evolving the code for one time-step and then applying the formula $Q_{w} = (Q_1 - Q_3)/\Delta t$; the quantities involving $\tau$-derivatives are found directly by the code using data only on the initial null cone.

The following grids were used: (a) coarse, $n_x = 41$, $n_q = n_p = 25$; (b) medium $n_x = 81$, $n_q = n_p = 45$; and (c) fine, $n_x = 161$, $n_q = n_p = 85$. In the different grids, $\Delta x$ and $\Delta q$ scale as 4:2:1. The (single) time-step was $\Delta t = 10^{-5}$, which, for all grids, is much smaller than the spatial discretization. Assuming that a quantity $Q$ behaves as $Q = a + b \Delta^p$, it is straightforward to show that

$$n = \log_2 \frac{Q_c - Q_m}{Q_m - Q_f}$$

(5.1)

where $Q_c$, $Q_m$ and $Q_f$ refer to the computed values of $Q$ using the coarse, medium and fine grids, respectively.

Our results are stated in Table I; it is clear that, on the initial null cone, the polytropic model is convergent with the order $n$ at least 1.59.

B. Gravitational radiation

Unfortunately, it is not possible to present any results on gravitational radiation output. The module used in this code for calculating the news was originally developed and tested under conditions in which the fields are well resolved at $T^*$, which is not the case here. For particle applications, the module produces questionable results, such as significant radiation when the gravitational field is static. Improvements in the accuracy of the news module have recently been made but they have not been tested in the present context. Thus it is not yet known whether reliable radiation measurements for a particle source can be made or if perhaps further algorithmic refinements will be needed. Results will be reported elsewhere after the necessary development and testing.

C. Increase $m$ until caustics form

A simple test of the code is to increase the particle mass $m$ until the code crashes due to the formation of a caustic, which is indicated by the metric variable $\beta \rightarrow \infty$. The following test was performed using the $\delta$-function model with initial velocity $v^\theta = 0$, initial position $r = 9$ at the north pole, and discretization $m_x = 41$ and $m_y = m_z = 25$. Equation (6.10) indicates that the critical value of $m$ is $2.25 \times 10^{-2}$. In trial runs, the code behaves properly with $m = 10^{-3}$ but crashes when $m = 10^{-2}$.

D. Whole orbit

This test was performed for both the $\delta$-function and polytropic models. The particle was initialized at $r = 9$, $q = 0$, $p = 1$ with an initial velocity in the $q$-direction of magnitude such that, in the test particle limit, the orbit would be exactly circular. The mass of the particle was taken as $m = 10^{-6}$ and the size taken as $R_0 = 3.0$ in the polytropic model. The grid discretization was $m_x = 121$ and $m_y = m_z = 35$. The time step was $dt = 9.333 \times 10^{-3}$. The code was run with angular grid patch overlap set by $q_s = 1.2$; and with no particle motion until $u_s = 5.0$. In order to achieve a complete orbit, the computation was run until $u = 175$, which required 21,000 time-steps. The background option (see Sec. III) was used. The angular momentum $h$ was evolved but the energy $e_w$ was not evolved.

An important requirement was that the simulations should complete in a reasonable time, and thus there was a limit on the number of grid-points that could be used. Further, in the polytropic model, the requirement that the polytrope should be resolvable places a lower limit on $R_0$. The run was performed for illustrative purposes and, in the polytropic model case, is not physical because a polytrope with the parameters used here would be tidally disrupted.

The results of the computation are shown in Figs. 10-11 for the polytropic and $\delta$-function models. In both cases, the particle inspirals, losing energy and angular momentum, but the effect is much smoother and smaller.
in the polytropic case. Figure 2 shows the time development of the $L_1$ norm of $J_{\nu}$, which measures the rate of change of the gravitational field. Again, the polytropic model exhibits smoother and smaller behavior.

\subsection*{E. Capture of particle by the black hole}

The code parameters were the same as for the previous test, except that in the polytropic model $R_0 = 2.0$, and the particle was initialized at $r = 0$ near the ISCO. The
purpose of the test was to see how the code behaves as the particle approaches the event horizon at \( r = 2 \). In order to shorten the inspiral time the particle was given a small inward radial velocity \( \dot{r} = -0.01 \), and the angular velocity was set to that for a circular orbit in the test particle limit \( (\dot{\varphi} = 0.006225048486, k = 0) \).

In the coordinates being used, as \( r \to 2 \) the evolution variable \( v_r \to \infty \). Thus, because of this coordinate effect, we expect the code to crash at some value of \( r \) just greater than 2. The results of the computation (in the polytropic case) are shown in Figs. 4 to 8. The particle inspirals from \( u = u_\infty (\approx 5) \) until the code crashes at \( u = 186.666 \) with the particle at \( r = 2.00077 \) and \( \dot{v}_r \approx 5,000 \). The particle completed just over two complete revolutions, i.e. its angular position changed by just over \( 4\pi \) radians during the evolution. The particle crossed \( r = 2.1 \) at \( u = 167 \), \( r = 2.01 \) at \( u = 176 \) and \( r = 2.001 \) at \( u = 185 \); thus demonstrating a freezing of radial position, as expected due to the redshift inherent in the \( u \)-coordinate. Throughout the computation, the position of the particle is remarkably smooth. The particle loses energy and angular momentum at a fairly constant rate, until about \( u = 150 \), \( r = 3.2 \). Further, the activity of the gravitational field (as measured by \( \| J_u \| \) ) starts to grow rapidly at this time. We have not analyzed the cause of this effect. As in the whole orbit computation, the performance of the \( \delta \)-function model was much less smooth than that of the polytropic model.

In this case, the \( \delta \)-function particle reached \( r = 2.006 \) at \( u = 174 \) when the code crashed.

**FIG. 6:** Angular momentum per unit particle mass for the capture of a particle (polytropic model) by a black hole.

**FIG. 7:** Energy per unit particle mass for the capture of a particle (polytropic model) by a black hole.

**FIG. 5:** The orbit traced by a particle (polytropic model), initially at \( r = 6 \), as it is captured by a black hole (solid line). Overlaid in the figure is the orbit traced by a particle initially at \( r = 9 \) (dotted line). The central circle indicates the location of the horizon \( (r = 2) \).
F. Speed of the code

The tests were performed on a Linux machine with a single processor running at 1.8GHz. One complete orbit run on a grid of $121 \times 2 \times 35^2$ points takes 21,000 time steps. The run time is about 20 hours. Of course, the run time scales with grid discretization as $\Delta^4$.

VI. CONCLUSION

The paper has described and implemented a particle method for evolving the full Einstein equations using a characteristic evolution code. The method can be expected to be a useful tool in modeling astrophysical situations involving a black hole and another much smaller object. We have demonstrated that the method works in the sense that it computes orbits that are qualitatively reasonable. Two models of a particle were investigated. The polytropic model gives better results in terms of smoothness of the computed motion and exhibited convergence. An important feature of the code is that it is much faster than other codes in which the material object is modeled using relativistic hydrodynamics.

Future work, as detailed below, is envisaged

\begin{itemize}
  \item The gravitational radiation output (Bondi news function) is required, both to supply a waveform and to check the energy balance (the rate of loss of orbital energy $m v_c$ should be of the same magnitude as the radiation power).
  \item The $\delta$-function model has the advantage of simplicity. It offers a physically attractive way to model the motion and exterior gravitational field of an object of sufficiently small mass that its Schwarzschild radius cannot be resolved on the grid. The runs with this model do not crash but the lack of convergence checks on the evolution variables makes it problematic for making physical predictions. Perhaps the errors that arise in estimating the derivative of a function which is essentially singular can be better avoided by a more sophisticated integral approach akin to finite element methods. It is possible that such a treatment might lead to convergence of global quantities such as the radiated power.
  \item The prospects for obtaining reliable physical results with the polytropic model hinge upon several issues:
    \begin{enumerate}
      \item The errors inherent in the model, which were discussed qualitatively in Sec. 4 need to be sharpened to quantitative estimates.
      \item Convergence testing is needed for runs over a significant time period and with physically realistic parameters.
      \item We need to understand the effect of the polytropic radius ($R_\ast$) on the results. There should be some sense in which the particle motion is independent of $R_\ast$. Of course, taking the limit $R_\ast \to 0$ is equivalent to changing from the polytropic to the $\delta$-function model, and this link provides further motivation for the continued investigation of the $\delta$-function model.
    \end{enumerate}
\end{itemize}

In summary, the particle method has the potential to supply validated orbits, including inspirals towards the ISCO and plunges to the black hole, as well as the associated gravitational radiation output.
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APPENDIX A: THE GEODESIC EQUATION

We have used Maple to compute the form of Eq. (10) for the metric $\gamma_{\alpha\beta}$. The formulas are given for the general case; and the formulas when the background option
is being used (see section \ref{sec:diff}) are obtained by setting the undifferentiated metric variables $J$, $\beta$, $U$ to 0 and setting $W$ to $W_{\text{an}}$. In the formulas, the angular part of $v_\ell$, $v_n$ is represented by the spin weighted quantity $V_{\text{ang}} = v_\ell q^n$. Further, for ease of application to the approximate conservation formulas (sections \ref{sec:diff} and \ref{sec:cons}), the formulas are presented with the background quantities (in each case, the first line) shown separately from the perturbative ($E_i$) quantities. The formulas are

\[
\frac{dV_{\text{ang}}}{d\tau} = \frac{(q + ip)\tilde{\mathcal{V}}_{\text{ang}}}{r^2} + \left( -4(q + ip)\tilde{\mathcal{V}}_{\text{ang}}(K - 1) + 4(\partial K)J\tilde{\mathcal{V}}_{\text{ang}}V_{\text{ang}} - 2(\partial J)K\tilde{\mathcal{V}}_{\text{ang}}V_{\text{ang}} - 2(\partial K)JK\tilde{\mathcal{V}}_{\text{ang}}V_{\text{ang}} - 4e^{-2\beta}\nu(\partial J)rJ\tilde{V}_{\text{ang}} + 4e^{-2\beta}\nu(\partial J)rJ\tilde{V}_{\text{ang}} - 2e^{-2\beta}\nu(\partial J)rJ\tilde{V}_{\text{ang}} + 2(\partial K)\tilde{\mathcal{V}}_{\text{ang}}V_{\text{ang}} + 2\nu(\partial J)\tilde{V}_{\text{ang}} + 2\nu(\partial J)\tilde{V}_{\text{ang}} + 2(\partial K)\tilde{\mathcal{V}}_{\text{ang}}V_{\text{ang}} - 4e^{-2\beta}\nu(\partial J)rJ\tilde{V}_{\text{ang}} + 4e^{-2\beta}\nu(\partial J)rJ\tilde{V}_{\text{ang}} + 2e^{-2\beta}\nu(\partial J)rJ\tilde{V}_{\text{ang}} + 2(\partial J)\tilde{V}_{\text{ang}}V_{\text{ang}} - 4e^{-2\beta}\nu(\partial J)rJ\tilde{V}_{\text{ang}} + 4e^{-2\beta}\nu(\partial J)rJ\tilde{V}_{\text{ang}} + 2e^{-2\beta}\nu(\partial J)rJ\tilde{V}_{\text{ang}} + 2(\partial J)\tilde{V}_{\text{ang}}V_{\text{ang}} \right) \frac{1}{4r^2}.
\] 

\begin{equation}
\tag{A1}
\end{equation}

\begin{equation}
\tag{A2}
\end{equation}
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