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Abstract

We investigate the dynamical properties of the polarizable shell-model with a symmetric double Morse-type electron-ion interaction in one ionic species. A variational calculation based on the Self-Consistent Einstein Model (SCEM) shows that a theoretical ferroelectric (FE) transition temperature can be derived which demonstrates the presence of a first-order phase transition for the potassium selenate (K₂SeO₄) crystal around Tc = 91.5 K. Comparison of the model calculation with the experimental critical temperature yields satisfactory agreement.

MIRAMARE – TRIESTE

November 2002

¹ Regular Associate of the Abdus Salam ICTP.
I- Introduction

There have been several ways of describing lattice dynamics of ferroelectricity: (i) The soft mode concept and the conventional anharmonic perturbation techniques. The idea which is of critical importance here is that for a crystal which undergoes a lattice structural transformation from a high-temperature paraelectric phase to a low-temperature ordered ferroelectric phase, the harmonic approximation represents an unstable state of equilibrium and the crystal will be characterized by imaginary harmonic frequencies for a group of optic modes of long wavelength [1,2]. (ii) Order parameter description of the ferroelectric crystal. The concept of the order parameter was originally introduced by Landau [3]. When used to describe lattice structural transformations, the order parameter denotes the degree by which the equilibrium ionic configuration of the less symmetrical (ordered) phase deviates from the ionic configuration of the more symmetrical (disordered) phase. In the disordered phase the order parameter is identically zero, whereas it takes on a non-zero value in the ordered phase, with the transition between the two phases being either continuous (2nd order) or discontinuous (1st order). (iii) Variational treatment of a model ferroelectric. A variational approach is of particular interest from the point of view that it provides a bound on the free energy and at the same time assures that the model crystal occupies a stable state of equilibrium. The first detailed calculations on a model system employing a variational technique were first carried out by Gillis and Koehler [4.5], who determined self-consistently the frequency spectrum of a model crystal exhibiting a displacive transition from a high-temperature NaCl structure phase to a low-temperature distorted rhombohedral phase. The idea which underlies all of the variational approaches is simply that if the low-lying collective excitation spectrum of the crystal is well described by phonons, then one can introduce a trial harmonic Hamiltonian to describe the dynamics of these excitations, with the parameters in the Hamiltonian determined variationally. (iv) Mean field theory. In this approach, the excitation spectrum of the crystal is viewed as a collection of dynamically coupled normal modes of phonon-like character. The self-consistent feature arises from the fact that in an actual crystal lattice each atom feels not the bare potential of the remaining atoms, as in the harmonic approximation, but rather an effective potential which incorporates in some manner an average over the mean positions of all the particles, each of which is treated equivalently [6-11]. (v) One-phonon response function. In ferroelectrics where soft phonon mode behavior is an integral feature of the structural transformation, the inelastic neutron technique provides an important tool for determining the temperature dependence and symmetry of the soft mode both above and below the transition [12].

In the present paper, we give an analytical description of the ferroelectric phase transition in a nonlinear discrete polarizability model where oxygen (O\(^{2-}\)) or chalcogen (S\(^{2-}\), etc.) ions play a central role. In general, the microscopic origin of the ferroelectric phase transition may be found in the intrinsic electronic instability of the (O\(^{2-}\)) ion and its homologues (S\(^{2-}\)), which in ionic compounds are stabilized by long-range coulomb forces only [13]. In our shell-model, the lowest term of the nonlinear
core-shell interaction at the oxygen or chalcogen site is of the double-well potential resulting from a combination of two Morse potentials.

The organization of the paper is as follows. In section II, we present the polarizability model Hamiltonian. In section III, the description of the ferroelectric phase transition is carried out on the basis of the SCEM. The relative displacement and the two trial parameters representing Einstein frequencies of the core and shell atoms respectively are calculated in the general case. The critical ferroelectric phase transition temperature is estimated in section IV in two principal directions: Firstly, when the shell-atom fluctuations are neglected, and secondly in the high-temperature regime. In section V, we consider the model Hamiltonian for certain special cases, namely the core and shell masses are identical, and the harmonic nearest-neighbour interactions shell-shell, core-core are also identical. The analytical expression of the critical ferroelectric phase transition temperature is obtained. Numerical values are estimated for the critical first-order phase transition temperature for the K$_2$SeO$_4$ crystal in section VI. Section VII concludes the paper.

II- The polarizability model Hamiltonian

The model under consideration consists of a monatomic chain of nonlinearly polarizable atoms with harmonic nearest-neighbour interactions, shell-shell $f$ and core-core $f'$, and double-well local core-shell interaction as shown in Fig.1. Two neighboring polarizable atoms are connected by harmonic potentials (core-core and shell-shell) to keep the model as simple as possible. Also, the bonds connecting the core and shell atoms belonging to the same atoms are extremely stretched so that their nonlinearity must not be ignored. Usually, the above double-well local core-shell interaction is chosen in the following quartic form [13,14]

$$V(w_i) = \frac{1}{2} g_2 w_i^2 + \frac{1}{4} g_4 w_i^4$$  (1)

where $g_2 < 0$, $g_4 > 0$, and $w_i = \nu_i - u_i$ is the relative displacement, $\nu_i$ denotes the shell displacement while $u_i$ denotes the core displacement of the $i$th atom. The double-well potential (1) combines harmonic attractive electron-phonon interaction $g_2$ with a stabilizing repulsive electron-two-phonon coupling term $g_4$. The microscopic reasoning for this potential is due to the local instability of the oxygen ion $O^{2-}$ that leads to a volume-dependent and temperature-dependent nonlinear polarizability [13]. Although the physical origin of the double-well potential is well-known, its modelisation by a polynomial function of quartic-type is a severe approximation since minima of this double-well potential as well as the height of its barrier are fixed. For instance, phase transitions in ferroelectric systems are usually connected only with the rearrangements of a few atoms in the unit cell whereas the positions of all others remain unchanged. Examples are the displacements of the Ti ions with respect to the $O_6$ octahedra in BaTiO$_3$, the rotations of the $O_6$ octahedra in SrTiO$_3$, the rearrangement of the...
protons in the double-well potentials of the O—H—O hydrogen bonds in hydrogen bonded ferroelectrics. In those systems, the shape of the nonlinear one-site potential may deviate considerably from that attributed to the local potential, as in the hydrogen-bonded system where the large displacement of the heavy ions can significantly modify the barrier height of the double-well potential associated with the light proton. In this paper, we present some results with the double-well potential \( V(w_i) \) of the double Morse-type potential. As depicted in Fig. 1 the expression of \( V(w_i) \) is then

\[
V(w_i) = V_0 \left\{ \frac{A^2}{4} \left[ \exp(2\alpha w_i) + \exp(-2\alpha w_i) \right] - A \left[ \exp(\alpha w_i) + \exp(-\alpha w_i) \right] \right\},
\]

(2)

where \( V_0, A \) and \( \alpha \) are the positive parameters of the potential. The parameter \( A \) with \( 0 < A < 1 \) is given by the formula [15]

\[
A = 2 \exp \left\{ -\alpha \left[ \frac{R}{2} - r_0 \right] \right\},
\]

(3)

where \( R \) is the distance between the two sublattices (each core and shell atoms); \( \alpha \) and \( r_0 \) are the Morse phenomenological parameters. The constant \( \alpha^{-1} \) fixes the length scale over which the nonlinearity of the potential shows up, while \( V_0 \), which is the dissociation energy, sets the energy scale. The value \( \Delta V = V_0 (1-A^2) \) corresponds to the height of the potential barrier between two minima of the potential given by \( \pm w_0 \), with \( w_0 = (1/\alpha)\text{arccosh}(1/A) \). Figure 1, which gives the shape of the potential \( V(w_i) \) for different values of \( A \), shows that as \( A \) increases the barrier height of the double-well continuously decreases. On the other hand, the minima of the potential vary continuously with \( A \). The idea that the double-well potential can be constructed by placing back to back two Morse potentials goes back to Lawrence and Robertson [16] and Matsushita and Matsubara [17] in the theory of hydrogen bonded ferroelectrics. Various models based on the same idea [15,18-20] have followed these pioneering works. These two Morse potentials have been introduced later by other authors in the context of soliton theories [21-24]. An extension which attempts to combine both dispersion and nonlinearity. Their balance is responsible for the existence of the solitons. The total Hamiltonian \( H \) of the model can be expressed as

\[
H = T + U,
\]

(4)

where the kinetic and potential energies are respectively given by

\[
T = \frac{1}{2M} \sum_i p_i^2 + \frac{1}{2m} \sum_i p_i^2, \quad \text{(5a)}
\]

\[
U = \sum_i \left[ \frac{1}{2} f'(u_{i+1} - u_i)^2 + \frac{1}{2} f' (u_{i+1} - u_i)^2 + V(u_i - u_i) \right], \quad \text{(5b)}
\]

M and m are core and shell masses, \( p_i \) denotes a core momentum of the ith atom of mass M, and \( p_i \) the shell momentum of the ith atom of mass m. The overdot (.) indicates the time derivative.
III- Self-Consistent Einstein Model

In this section, we shall investigate the dynamical properties of ferroelectric phase transition systems with a symmetric double Morse-type potential by using the Self-Consistent Einstein Model in which the theoretical treatment also take into account the quantum nature of the shell and core vibrations.

The basis of SCEM is a variational relation for free energy of the system and most be easily formulated without resorting to a normal mode decomposition. Indeed, we define a trial Hamiltonian which is harmonic in form and then constructs a displaced oscillator trial crystal density matrix, which is quasiharmonic in form and depends on a set of variational force constants, based on this trial Hamiltonian and produced excellent approximations to thermodynamic quantities.

We first assume that the system is well described by the trial Hamiltonian

$$H_0 = \frac{1}{2M} \sum_i^N P_i^2 + \frac{K}{2} \sum_i^N (\delta u_i)^2 + \frac{1}{2m} \sum_i^N p_i^2 + \frac{k}{2} \sum_i^N (\delta \nu_i)^2$$  

represented in terms of the harmonic Einstein oscillators in SCEM [18], where $\delta u_i$ is the vibrational displacement of $i$th core and $\delta \nu_i$ is that of $i$th shell atoms about their equilibrium positions. The parameters $K$ and $k$ are the trial force constants that may be determined by minimizing the trial variational free energy $F_v$ with respect to variations in $K$ and $k$.

We begin by assuming the trial density matrix of the entire crystal to have the form [25,26]

$$\rho_c = \frac{e^{-\beta H_0}}{Z_0},$$  

where $Z_0$ is the partition function for the trial Hamiltonian defined by

$$Z_0 = Tr(e^{-\beta H_0}),$$  

where $\beta=1/k_BT$, $k_B$ being the Boltzmann constant, $T$ the temperature.

With a trial Hamiltonian $H_0$ and a corresponding set of states, the variational free energy for SCEM is defined by

$$F_v = Tr\{\rho_c [H + \beta^{-1} \ln \rho_c] \}$$  

Using (8) and (9) one has the new expression of variational free energy in the form

$$F_v = \langle H \rangle - \langle H_0 \rangle + F_0$$

$$= \langle U \rangle - \frac{K}{2} \sum_{i=1}^N \langle (\delta u_i)^2 \rangle - \frac{k}{2} \sum_{i=1}^N \langle (\delta \nu_i)^2 \rangle + F_0,$$  

where $\langle \ldots \rangle$ indicates the thermal average with respect to the trial harmonic Hamiltonian defined by
\[
\langle \ldots \rangle = \frac{\text{Tr}[\ldots \exp(-\beta H_0)]}{\text{Tr}[\exp(-\beta H_0)]},
\]

and

\[
F_0 = -\beta^{-1} \text{lnTr}[e^{-\beta H_0}],
\]

the free energy corresponding to \( H_0 \).

It can be shown [27-29] that \( F_0 \) provides an upper bound to the free energy corresponding to the original Hamiltonian. With the aid of Eq.(6), one may make use of the familiar properties of harmonic lattice dynamics to evaluate \( F_0 \) as

\[
F_0 = N k_b T \left\{ \ln \left[ 2 \sinh \left( \frac{\hbar W}{2k_b T} \right) \right] + \ln \left[ 2 \sinh \left( \frac{\hbar \omega}{2k_b T} \right) \right] \right\}
\]

(13)

with

\[
W = \sqrt{\frac{K}{M}},
\]

(14)

\[
\omega = \sqrt{\frac{k}{m}}
\]

and where \( N \) is the number of atoms cell.

\( W \) and \( \omega \), which are new trial parameters taking the places of \( K \) and \( k \), represent Einstein frequencies of a core atom and a shell atom, respectively which are related to the mean-square fluctuations of a core \( \langle (\delta u_i)^2 \rangle \) atom and of a shell \( \langle (\delta \nu_i)^2 \rangle \) atom as follows[18,26]:

\[
\frac{K \langle (\delta u_i)^2 \rangle}{2} = \frac{\hbar W}{4} \coth \left[ \frac{\hbar W}{2k_b T} \right]
\]

(15)

\[
\frac{k \langle (\delta \nu_i)^2 \rangle}{2} = \frac{\hbar \omega}{4} \coth \left[ \frac{\hbar \omega}{2k_b T} \right]
\]

(16)

where

\[
\delta u_i = u_i - \langle u_i \rangle
\]

(17)

\[
\delta \nu_i = \nu_i - \langle \nu_i \rangle
\]

\( \langle \nu_i \rangle \) and \( \langle u_i \rangle \) are mean displacements of shell atom and core atom respectively. It is to be note that because of translational invariance the quantities \( \langle \nu_i \rangle \), \( \langle u_i \rangle \), \( \langle (\delta u_i)^2 \rangle \) and \( \langle (\delta \nu_i)^2 \rangle \) are
independent on \( i \). Hence, in the future, the reference to the lattice site will be suppressed; that is
\[
\langle (\delta u)^2 \rangle = \langle (\delta u^2) \rangle, \quad \langle (\delta v)^2 \rangle = \langle (\delta v^2) \rangle, \quad \langle u \rangle = \langle u \rangle \quad \text{and} \quad \langle u_i \rangle = \langle u \rangle.
\]
Calculation of the thermally averaged potential \( \langle U \rangle \) is particularly tedious and so we obtain (see Appendix)
\[
\langle U \rangle = N \left\{ \frac{f'}{\alpha} + \frac{f}{\alpha^2} \left( \frac{A^2}{4} \exp \left( 2(\lambda + \sigma) \right) \left[ \exp \left( 2\alpha \langle w_i \rangle_T \right) + \exp \left( -2\alpha \langle w_i \rangle_T \right) \right] \right) + V_0 \right\}
\]
where, \( \langle w_i \rangle_T = \langle w \rangle_T \) is the thermal equilibrium relative displacement between core and shell atoms, and \( \lambda \) and \( \sigma \) are the fluctuations of shell and core atoms respectively. \( \lambda \) and \( \sigma \) are defined by
\[
\lambda = \alpha^2 \langle (\delta v)^2 \rangle = \frac{\hbar \alpha^2}{2m_0} \coth \left( \frac{\hbar \omega}{2K_b T} \right) \quad \text{(19)}
\]
\[
\sigma = \alpha^2 \langle (\delta u)^2 \rangle = \frac{\hbar \alpha^2}{2M W} \coth \left( \frac{\hbar W}{2K_b T} \right) \quad \text{(20)}
\]
We note that minimizing \( F_v \) with respect to variational parameters in \( H_0 \) produces self-consistent equations for these parameters and the thermally averaged potential \( \langle U \rangle \) is reduced to
\[
\langle U \rangle = f' \frac{\sigma}{\alpha^2} + f \frac{\lambda}{\alpha^2} + V_0 \left\{ \frac{A^2}{2} \exp \left( 2(\lambda + \sigma) \right) \cosh \left( 2\alpha \langle w \rangle_T \right) - 2A \exp \left( \frac{\lambda + \sigma}{2} \right) \cosh \left( \alpha \langle w \rangle_T \right) \right\} \quad \text{(21)}
\]
Using equations (13), (15), (16), and (21) the resulting expression for the free energy is
\[
F_v = F_0 + N \left\{ \frac{f'}{\alpha^2} + \frac{f}{\alpha^2} \left( \frac{\hbar \omega^2 \lambda}{2\alpha^2} - \frac{MW^2 \sigma}{2\alpha^2} \right) + V_0 \frac{A^2}{2} \exp \left( 2(\lambda + \sigma) \right) \cosh \left( 2\alpha \langle w \rangle_T \right) - 2A \exp \left( \frac{\lambda + \sigma}{2} \right) \cosh \left( \alpha \langle w \rangle_T \right) \right\} \quad \text{(22)}
\]
The trial parameters \( W \) and \( \omega \) are variational parameters which may be determined by minimizing \( F_v \) with respect to \( W \) and \( \omega \). Minimizing expression (22) with respect to \( W \) and \( \omega \), yields two equations which have to be solved self-consistently and we obtain
\[
\frac{m\omega^2}{2} = \alpha^2 \left\{ \frac{f}{\alpha^2} + V_0 \left\{ \frac{A^2 \exp(2(\lambda + \sigma)) \cosh(2\alpha\langle w \rangle_T)}{\lambda^2 + \cosh(\alpha\langle w \rangle_T)} \right\} \right\}
\]

(23)

and

\[
\frac{MW^2}{2} = \alpha^2 \left\{ \frac{f}{\alpha^2} + V_0 \left\{ \frac{A^2 \exp(2(\lambda + \sigma)) \cosh(2\alpha\langle w \rangle_T)}{\lambda^2 + \cosh(\alpha\langle w \rangle_T)} \right\} \right\}
\]

(24)

Using equations (19), (20), (23), and (24), the frequencies \( W \) and \( \omega \) are determined as functions of variables \( \langle w \rangle_T \) and \( T \). Next by placing \( \omega = \omega(\langle w \rangle_T, T) \) and \( w = w(\langle w \rangle_T, T) \) into \( F_v \), one can obtain a free energy which is represented as functions of \( \langle w \rangle_T \) and \( T \), that is

\[
F_v = F_v(\langle w \rangle_T, T).
\]

By the use of this free energy, the thermal equilibrium relative displacement \( \langle w \rangle_T \), at zero pressure, is determined by the expression

\[
\frac{\partial F_v}{\partial \langle w \rangle_T} = 0,
\]

\[
\langle w \rangle_T = \begin{cases} 
0 & \text{for } A \geq \exp \left[ \frac{-3}{2}(\lambda + \sigma) \right] \\
\frac{1}{a} \arccosh \left[ \exp \left[ \ln \frac{1}{A} - \frac{3}{2}(\lambda + \sigma) \right] \right] & \text{for } A < \exp \left[ \frac{-3}{2}(\lambda + \sigma) \right]
\end{cases}
\]

(25)

where the approximations for the hyperbolic cosines have been used.

It can be easily seen that Eq. (25) possesses two sets of solutions for the order parameter: \( \langle w \rangle_T = 0 \) corresponds to the paraelectric phase (P.E phase), and \( \langle w \rangle_T \neq 0 \) corresponds to the ferroelectric phase (F.E phase).

**IV- Determination of the critical ferroelectric phase transition temperature.**

We now proceed to the calculation of the critical ferroelectric phase transition temperature in our two-component model. The critical temperature is determined by the condition that the system possesses the same free energy in both phases, that is

\[
F(\langle w \rangle_T = 0, T_c) = F(\langle w \rangle_T = 0, T_c).
\]

(26)

It is also useful to have at hand a quantitative picture of how the transition temperature depends on the model parameters such as the ionic masses and the shell-core linear interaction potential parameters.
At the transition temperature, \( \langle w \rangle_T \) vanishes and then we have approximatively
\[
\langle \sigma + \lambda \rangle_c = \frac{2}{3} \ln \left( \frac{1}{A} \right),
\]
(27)

Using equations (19) and (20), and considering that the variance at the critical point is found from (25) by letting \( \langle w \rangle_T \to 0 \) (Eq.(27)), we obtain a reduced critical temperature which must satisfy the following equation
\[
\frac{4}{3a} \left( \frac{2f f'}{V_0} \right)^{\frac{1}{2}} \ln \left( \frac{1}{A} \right) = h \alpha \left( \frac{f'}{mV_0} \right)^{\frac{1}{2}} \coth \left( h \left( \frac{f}{2m} \right)^{\frac{1}{2}} \frac{1}{k_B T_c} \right)
\]
\[
+ h \alpha \left( \frac{f}{MV_0} \right)^{\frac{1}{2}} \coth \left( h \left( \frac{f'}{2M} \right)^{\frac{1}{2}} \frac{1}{k_B T_c} \right)
\]
(28)

where \( T_c \) is the phase-transition temperature.

We realize that this Eq.(28) doesn’t permits us to derive an analytical expression for \( T_c \) in the general case. Then we shall discuss the properties of these phases on the basis of Eq. (28) [or Eq.(27)] in two principal directions.

IV.1 Case I: The shell-atom fluctuations are neglected.

Hereafter, we neglect the shell-atom fluctuation \( \lambda \) because shell atom is expected to be heavy compared with core atom and its fluctuation is expected to be small enough compared with the core fluctuation \( \sigma \) and hardly exerts any much influence upon the critical phenomena of ferroelectric phase transition. Thus, developing (25), using \( \lambda = 0 \) and then making use of the approximations for the hyperbolic cosines, we obtain
\[
\langle w \rangle_T = \begin{cases} 
0 & \text{for } \sigma \geq \sigma_c \\
\frac{1}{\alpha} \text{arccosh} \left[ \exp \left( \frac{3}{2} (\sigma - \sigma_c) \right) \right] & \text{for } \sigma < \sigma_c
\end{cases}
\]
(29)

where
\[
\sigma_c = \frac{2}{3} \ln \left( \frac{1}{A} \right)
\]
(30)

In order to develop the formula derived above, the following reduced parameters are introduced:
\[ q = \left( \frac{\hbar^2 a^2}{MV_0} \right)^{\frac{1}{2}} \]

\[ \sigma^2 = \frac{m_0 \omega^2}{4a^2V_0} \]

\[ \Omega^2 = \frac{MW^2}{4a^2V_0} \]

\[ t = \frac{k_B T}{V_0} \]

The parameter \( q \), which represents quantum effect magnitude for the core atom, does not originate from the tunneling motion of the core atom but rather from quantum vibrations such as a zero-point oscillation.

By using these parameters, the core atom fluctuations \( \sigma \) can be rewritten by

\[ \sigma = \frac{q}{4\Omega} \coth \left( \frac{q\Omega}{t} \right) \]  

which can also give

\[ t = \frac{q\Omega}{\text{arc} \coth \left( \frac{4\Omega\sigma}{q} \right)} \]  

From Eqs. (23), (24) and (29), when \( \lambda = 0 \) the relative displacement, the frequencies of shell and core atoms, respectively can be obtained as

\[
<w> = \begin{cases} 
0 & \text{for } \sigma \geq \sigma_c \\
\frac{1}{\alpha} \text{ arcosh} \left[ \exp \left( -\frac{3}{2}(\sigma - \sigma_c) \right) \right] & \text{for } \sigma < \sigma_c
\end{cases}
\]

\[ \sigma^2 = \begin{cases} 
\frac{1}{2} \left( \frac{f}{V_0\sigma^2} + A^2 \exp(2\sigma) - A \exp \left( \frac{\sigma}{2} \right) \right) & \text{for } \sigma \geq \sigma_c \\
\frac{1}{2} \left( \frac{f}{V_0\sigma^2} - A^2 \exp(2\sigma) + \exp(-\sigma) \right) & \text{for } \sigma < \sigma_c
\end{cases} \]
\[
\Omega^2 = \begin{cases} 
\frac{1}{2} \left[ \frac{\alpha f'}{\alpha V_0} + \alpha^2 \exp(2\sigma) - \alpha \exp\left(\frac{\sigma}{2}\right) \right] & \text{for } \sigma \geq \sigma_c \\
\frac{1}{2} \left[ \frac{\alpha f'}{\alpha V_0} - \alpha^2 \exp(2\sigma) + \exp(-\sigma) \right] & \text{for } \sigma < \sigma_c 
\end{cases}
\] (36)

Accordingly, the order parameter of this model is the thermal averages of the relative displacement \( \langle w_i \rangle \). The case \( \langle w_i \rangle = 0 \) corresponds also to an undisplaced solution whereas \( \langle w_i \rangle \neq 0 \) corresponds to a displaced one. The variable \( t \) comes from Eq.(31).

Since the statistic properties of the system are not significantly affected, we have from Eq.(30) and (20), the approximate reduced phase transition temperature given by

\[
t_c = \frac{q}{\alpha} \left( \frac{f'}{2V_0} \right)^{\frac{1}{2}} \frac{1}{\text{arccoth} \left( \frac{4}{3} \frac{\alpha f'}{\alpha V_0} \ln \left( \frac{1}{A} \right) \right)}.
\] (37)

Using the relationship between the inverse hyperbolic functions and the logarithm, this expression of the reduced phase transition temperature may be expressed as

\[
t_c = \frac{q}{\alpha} \left( \frac{2f'}{V_0} \right)^{\frac{1}{2}} \frac{1}{\ln \left[ \frac{4\sqrt{2f'} \ln \left( \frac{1}{A} \right) + 3q\alpha\sqrt{V_0}}{4\sqrt{2f'} \ln \left( \frac{1}{A} \right) - 3q\alpha\sqrt{V_0}} \right]}.
\] (38)

It is also interesting to note that the expression for \( t_c \) in the classical limit can be worked out exactly for our model restricting to the simplified assumption made in Eq.(29).

The displacement type phase transition appears in the weak anharmonicity limit. In this case, the height of the potential barrier in the double-well potential (2), \( \Delta V = V_0(1-\alpha)^2 \) is small as compared with the energy of intercell interactions between nearest-neighbors \( \frac{f' w_0^2}{f + f'} \gg \Delta V \), where \( w_0 \) locates the potential minima (case of strong coupling between nearest-neighbors relative to the energy barrier of the double-well potential.) [30, 31]. This corresponds to the displacive regime where the displacement pattern varies smoothly over lattice spacing.

Under some constraints of the model parameters (high-temperature approximation or small quantum effect), an analytical expression for \( t_c \) can be estimated as

\[
t_c = \frac{2}{3} \left( \frac{2f'}{\alpha V_0} \right) \ln \left( \frac{1}{A} \right)
\] (39)

This reduced phase transition temperature has the same form as the one obtained by Konwent on the application of a double-well potential in the theory of ferroelectric phase transition [15]. On the other
hand, the order-disorder type phase transition can takes place in the limit of strong anharmonicity when the potential barrier between two minima of the potential (2) is much greater than the coupling between nearest-neighbors $\Delta V = V_0 \left( 1 - A^2 \right) \gg \frac{f'w_0^2}{f + f'}$.

**IV.2 Case II: High-temperature regime**

In the high-temperature, that is for large $T \left( 2k_B T > h\omega \text{ and } 2k_B T > hW \right)$, the hyperbolic cotangent can be replaced by the reciprocal of its argument. An analytical expression for $T_c$ can then be derived from Eq. (28) which gives,

$$k_B T_c = \frac{4}{3} \frac{f_D}{\alpha^2} \ln \left( \frac{1}{A} \right)$$

(40)

where

$$f_D = \frac{f'f}{f + f'}$$

(41)

This expression of transition temperature is mass independent. Obviously, the magnitude of $T_c$ is mainly determined by the intermolecular shell-shell coupling $f$ and core-core coupling $f'$ and the deformability parameter $A$ which is intimately related to the shell ion polarizability.

A variation in $T_c$ was achieved by changing the depth of the double-well potential given by $A$ (see Fig.8).

**V- Special case**

The solutions obtained in the last section are not valid in the case where $M = m, f = f'$. The Hamiltonian of the model is reduced to the simplified one and we can obtain a more convenient form by introducing new variables that would correspond to normal coordinates in the linear limit. The canonical transformation to new variables $\chi_i = (u_i + v_i)/\sqrt{2} ; \quad y_i = (u_i - u_i)/\sqrt{2}$ is revealing in this special case. Under this transformation, the Hamiltonian becomes

$$H = \sum_i \left[ \frac{1}{2} m_i \chi_i^2 + \frac{1}{2} m_i \chi_i^2 + \frac{1}{2} f (x_{i+1} - x_i)^2 + \frac{1}{2} f (y_{i+1} - y_i)^2 + V\left(\sqrt{2} y_i\right) \right]$$

$$= \sum_i \left[ \frac{1}{2} m_i \chi_i^2 + \frac{1}{2} f (x_{i+1} - x_i)^2 \right]$$

$$+ \sum_i \left[ \frac{1}{2} m_i \chi_i^2 + \frac{1}{2} f (y_{i+1} - y_i)^2 + V\left(\sqrt{2} y_i\right) \right]$$

(42)
The part of the Hamiltonian that depends on the variable $x_i$ is decoupled from the $y_i$ part and corresponds merely to a harmonic chain without substrate potential. Therefore, we henceforth consider only the part of $H$, which depends on $y_i$ [32, 33],

$$H_y = \sum_i \left[ \frac{1}{2} m y_i^2 + \frac{1}{2} f (y_{i+1} - y_i)^2 + V_0 \left\{ \frac{A^2}{4} \left[ \exp \left( 2\sqrt{2}a y_i \right) + \exp \left( -2\sqrt{2}a y_i \right) \right] \right\} - \frac{A}{\sqrt{2a}} \left[ \exp \left( \sqrt{2a} y_i \right) + \exp \left( -\sqrt{2a} y_i \right) \right] \right\}$$

(43)

and describes the dynamics of the ferroelectric phase transition we are interested in. Introducing the SCEM, we have a trial Hamiltonian given by

$$H_0 = \frac{1}{2} \sum_{i=1}^{N} m y_i^2 + \frac{k}{2} \sum_{i=1}^{N} (\delta y_i)^2$$

(44)

The free energy is then

$$F_v = N k_B T \ln \left( \sinh \left( \frac{\hbar \omega}{k_B T} \right) \right) + N \left\{ \frac{\lambda}{\alpha^2} - \frac{\omega^2 \lambda}{2 \alpha^2} + V_0 \left\{ \frac{A^2}{2} \exp \left( 4\lambda \right) \cosh \left( 2\sqrt{2}a \langle y \rangle_T \right) \right\} - 2A \exp \left( \lambda \right) \cosh \left( \sqrt{2}a \langle y \rangle_T \right) \right\}$$

(45)

where $\lambda$ and $\omega$ are given by Eq.(14) and (19).

Using the same approach and considering $\omega$ and $\langle y \rangle_T$ as variational parameters [34, 35], the condition for free energy to be stationary are then equivalent to the following self-consistent equations

$$\frac{\omega^2}{2} = \alpha^2 \left\{ \frac{f}{\alpha^2} + V_0 \left\{ \frac{2A^2}{2} \exp \left( 4\lambda \right) \cosh \left( 2\sqrt{2}a \langle y \rangle_T \right) \right\} \right\}$$

(46)

$$< y >_T = \begin{cases} 0 & \text{for } \lambda \geq \lambda_c \\ \frac{1}{\sqrt{2a}} \arccosh \left\{ \exp \left[ -3(\lambda - \lambda_c) \right] \right\} & \text{for } \lambda < \lambda_c \end{cases}$$

(47)

where

$$\lambda_c = \frac{1}{3} \ln \left( \frac{1}{A} \right)$$

(48)

By Eqs.(46) and (47), the frequency $\omega$ are determined as functions of variable $\langle y \rangle$ and $T$. Thus
\[ \omega^2 = \begin{cases} \frac{1}{2} \left( \frac{f}{V_0 \alpha^2} \right) + A^2 \exp(4 \lambda) - A \exp(\lambda) & \text{for } \lambda \geq \lambda_c \\ \frac{1}{2} \left( \frac{f}{V_0 \alpha^2} \right) - A^2 \exp(4 \lambda) + \exp(-\lambda) & \text{for } \lambda < \lambda_c \end{cases} \]  

(49)

where

\[ \omega^2 = \frac{m \omega^2}{4 \alpha^2 V_0}. \]

In this case, the expression of critical transition temperature is given by

\[ t_c = \frac{q}{\alpha} \left( \frac{f}{2V_0} \right)^{1/2} \frac{1}{\text{arccoth} \left( \frac{2\sqrt{2}}{3qa} \left( \frac{f}{V_0} \right)^{1/2} \ln \left( \frac{1}{A} \right) \right)} \]  

(50)

The high temperature approximation of analytical expression of the reduced ferroelectric phase transition temperature is then

\[ t_c = \frac{2}{3} \frac{f}{V_0 \alpha^2} \ln \left( \frac{1}{A} \right) \]  

(51)

It is important to note that the above expression (51) of the reduced critical transition temperature is equal to the expression (39) divided by two.

Obviously, in this case, the mass independence of the critical phase transition temperature is evident. This theoretical reduced ferroelectric transition temperature \( t_c \) determines the boundary of the region where a non zero value of order parameter becomes stable.

**VI- Application to K$_2$SeO$_4$ crystal**

The conventional model presented in previous sections, based on the anisotropic non-linear polarizability of the oxygen ion and its homologues whose dynamics has been taken into account in terms of a local symmetric double Morse-type potential, can be applied in the ferroelectric phase of K$_2$SeO$_4$. Potassium selenate is the best-known materials of the A$_2$BX$_4$ family having an orthorhombic space group Pna2$_1$. The symbol A represents an alkali-metal ion or equivalent monovalent complex such as NH$_4$ or N(CH$_3$)$_4$+. The symbol BX$_4$ represents a divalent tetrahedral complex such as SeO$_4^{2-}$, ZnCl$_4^{2-}$ or ZnBr$_4^{2-}$. At low temperatures, different but related structure-modulated phases are found along the crystal family [36-41]. Potassium selenate was found to undergo two successive phase transformations at \( T_1 = 129.5 \) K and \( T_c = 93 \) K, the latter being a ferroelectric phase transformation with spontaneous polarization along the c axis [40, 42]. The lock-in transition at 93 K is characterized by a tripling of the unit cell. As pointed
out by Cochran [43], and according to the notation of Kalman et al. [38], the two symmetrically non-equivalent potassium ions $K_\alpha$ and $K_\beta$ and the SeO$_4$ complex are taken to be equivalent. A reduction of the K$_2$SeO$_4$ unit cell to a CsCl-type structure is possible by assuming that the $K_\beta$ ions are negligible, while the $K_\alpha$ ions have twice the mass of the potassium ion. By means of this simplification it is possible to apply the pseudo-one dimensional models to K$_2$SeO$_4$ [44, 45]. The lattice constant a taken in the polarisation direction has been also determined from the experimental inelastic neutron-scattering data [39].

The choice of the value of parameter $f'$ were motivated by the fact that the lock-in phase transition for the potassium selenate which is first order phase transition can only take place when $f'$ is small [46]. The mass $M$ is given by twice the potassium ion mass while the complex SeO$_4$ gives m. We then have the following set of parameters for the K$_2$SeO$_4$ at the phase transition point [14, 47, 48]:

$M = 1.298 \times 10^{-22}$ g;
$m = 2.373 \times 10^{-22}$ g;

$f = 1.183 \times 10^4$ gs$^{-2}$;
$f' = 1.75 \times 10^2$ gs$^{-2}$;

$\alpha = 2.89$ Å$^{-1}$;
$V_0 = 0.03$ eV;
$r_0 = 0.98$ Å;
$N = 100$.

Moreover, numerical studies of the critical phase transition temperature are performed at the different values of A and therefore, we get by this procedure in the case I, for $A = 0.01$, $T_c \approx 92.5$ K, while for $A = 0.0187$, $T_c \approx 80$ K. In the case II, for $A = 0.01$, $T_c \approx 91.5$ K, while for $A = 0.0187$, $T_c \approx 79$ K. The experimental temperature of the lock-in phase transition at zero pressure is 93 K [49]. This value of critical phase transition temperature is small than the experimental value but approach it.

In Figs. 2 are shown the representations of the free energy versus the reduced temperature for different values of the relative displacement $\langle w \rangle_T$. In each case, we realize that the free energy decreases as the temperature increases. Fig. 2a characterizes the ferroelectric phase whereas Fig. 2b refers to the incommensurate-paraelectric regime.

A plot of $t_c$ as a function of the parameter A is shown in Fig. 3. We observe that, $t_c$ decreases very rapidly to zero as A increases. In other words, the influence of the deformability parameter on the critical phase transition temperature is important. Fig. 3b which shows the dependence of the reduced transition temperature $t_c$ on the model parameter R allows us to study it influence on the properties of the ferroelectric crystals. Then, we have notified that phase transition to the ordered phase is possible only if the parameter R is greater than some critical value $R_c$.

In Fig. 4, the curves of the order parameter $\langle w \rangle_T$ against the core fluctuation $\sigma$ are plotted for three values of the parameter A, namely $A = 0.010$, $A = 0.0187$, and $A = 0.050$. When $\sigma < \sigma_c$, the order
parameter is different from zero and decreases slowly to zero as the core fluctuation $\sigma$ increases. This means that the mean relative displacement is different from zero and the shell-atom displacement is also different and greater than the core-atom displacement. Here is the main characteristic of the displaced solution, which corresponds to the ferroelectric phase.

Contrastingly, when $\sigma \geq \sigma_c$, the order parameter is always equal to zero regardless of the core fluctuation. In this case, the shell-atom displacement is always equal to the core-atom displacement. Such a situation characterizes the symmetric disposition of core and shell atoms in the model, which attends to the undisplaced solution.

In Figs.5, the curves of shell frequencies $\omega$ and core frequencies $\Omega$ for different values of the deformability parameter $A$ are plotted against the core fluctuation $\sigma$. When the value of $A$ is small and $\sigma$ is also small ($\sigma < \sigma_c$), the core and shell atoms vibrate locally about one of the two equilibrium sites (see for example Fig.5a and Fig.5b). These vibrations correspond approximatively to the core–shell bond-stretching vibrations softens as $\sigma$ increases, and it becomes too small at $\sigma = \sigma_c$ for the core frequency case. The softening of the vibration near $\sigma = \sigma_c$ is based on the instability of asymmetric stretching vibrations of core-shell bond. When $\sigma$ is large ($\sigma > \sigma_c$), the shell and core atoms oscillate from one equilibrium site to the other thereby making the averaged position of shell atom at the center core-shell bond.

On the other hand, we have represented the relationship between the core fluctuation $\sigma$ and the temperature $t$ (see Fig.6). It appears for the evolution of $\sigma$, that it increases continuously from 0 to $\sigma_c$ according as $t$ increases from zero to $t_1$ and decreases from $t_1$ to $t_c$. Furthermore at $t_c$, an abrupt transition from an asymmetric bond to a symmetric bond appears. This is characterized by a rapid change of direction for the curve (inflexion point). At this point, we can strongly consider the zero-point fluctuation value $\sigma_c$ because it exhibits the geometric isotope effect most remarkably. This zero-point fluctuation is caused by the zero-point oscillation of shell-atom. This isotope effect is not our main problem here and must be treated in the future. For $t > t_c$, the core fluctuation $\sigma$ increases asymptotically and presents the saturation value for large reduced temperature; that is the temperature independence of the core fluctuation is evident.

In Fig.7 is plotted the variation of the temperature with the order parameter value $\langle w \rangle_T$ for different values of $A$. This figure shows that order parameter decreases as the temperature increases. For each value of $A$, the system has three sets of solutions. When $t < t_c$, there is only one solution with $\langle w \rangle_T \neq 0$ corresponding to the ferroelectric phase. When $t_c \leq t \leq t_1$, the equation has three solutions: one with $\langle w \rangle_T = 0$ and two others with $\langle w \rangle_T \neq 0$. 
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When $t > t_1$ there is also one possible solution with $\langle w \rangle_T = 0$. As it is clear, when we analyze the behavior of the free energy near the reduced critical temperature $t_c$, the solution with $\langle w \rangle_T \neq 0$ is unstable for $t \geq t_c$, and only $\langle w \rangle_T = 0$ is a stable solution. This means that the system changes discontinuously by a jump of the order parameter from the ferroelectric phase to the incommensurate-paraelectric phase when the reduced temperature increase from below $t_c$ to above. Thus, the system exhibits a first-order phase transition. It is also observed from Fig. 7 that $t_1$ is the limiting reduced temperature below which the system can be found in the ferroelectric phase. Again from the analysis of the free energy, the ferroelectric phase is metastable but the paraelectric phase is stable in the neighborhood of $t_1$. Hence, the system remains in the paraelectric phase when the temperature drops down to $t_1$. On the other hand, the paraelectric phase is metastable and the ferroelectric phase is stable at $t_c$ and the system remain in the ferroelectric phase as the temperature increases to $t_c$. This implies that $t_c$ is the limiting temperature for the stable paraelectric phase. Therefore paraelectric and ferroelectric phases coexist when the temperature is within the interval $t_c < t < t_1$. We then conclude that within this interval, there exists a temperature at which the stability of the ferroelectric and paraelectric phases are equals. This is the Curie temperature of the first-order phase transition [50].

In Fig. 8 is plotted the variation of the phase transition temperature $T_c$ vs the deformability parameter $A$. We also observe that, $T_c$ decreases very rapidly to zero as $A$ increases.

**VII- Conclusion**

In this paper, we have calculated the critical ferroelectric phase transition temperature of the model based on the local nonlinear chalcogenide ion polarizability. The calculation, which is done on the basis of the Self-Consistent Einstein Model, presupposes that we neglect the shell-atom fluctuation compared with the core-atom fluctuation on the one hand, and in the high-temperature regime, on the other hand. The method was illustrated to $K_2SeO_4$. Good agreement is found for the known experimental critical temperature when $A = 0.010$ for both cases. Of course, this can be applied to other problems of physics of similar nature.
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APPENDIX

In this appendix we present only the main results useful to obtain the expression of the main value of the potential \(<U>\). We consider a thermal average of the generalized potential \(V_G(R + u)\) with respect to the harmonic Hamiltonian where \(R\) is the thermal equilibrium relative displacement and \(u\), the fluctuation about this displacement using Fourier components

\[
V_G(r) = \int_{-\infty}^{\infty} \tilde{V}_G(q)e^{iqr}dq \tag{A1}
\]

and

\[
V_G(q) = \frac{1}{2\pi} \int_{-\infty}^{\infty} V_G(r)e^{-iqr}dr \tag{A2}
\]

By the use of equation (A1), the thermal average potential \(<V_G(R + u)>\) can be expressed as

\[
<V_G(R + u)> = \int_{-\infty}^{\infty} \tilde{V}_G(q)e^{iqR} <e^{iuq}> dq \tag{A3}
\]

Since \(\langle \cdots \rangle\) [defined by Eq. (11)] is the thermal average with respect to the harmonic Hamiltonian and using the following results

\[
\langle u_{2n+1} \rangle = 0,
\]

and

\[
\langle u_{2n} \rangle = \frac{(2n)!}{2^n n!} \langle u^2 \rangle^n,
\]

one can obtain

\[
\langle e^{iuq} \rangle = \exp \left[ -\frac{q^2}{2} <u^2> \right]. \tag{A4}
\]

Then using (A2), (A1) and (A3) yields

\[
<V_G(R + u) = \frac{1}{2\pi} \int_{-\infty}^{\infty} V_G(r) \left[ \int_{-\infty}^{\infty} e^{iq(R-r)} \exp \left( -\frac{<u^2> q^2}{2} \right) dq \right] dr \tag{A5}
\]

where the integral in the large square bracket \([\cdots]\) becomes:

\[
\int_{-\infty}^{\infty} e^{iq(R-r)} \exp \left( -\frac{<u^2> q^2}{2} \right) dq = \int_{-\infty}^{\infty} e^{-<u^2> q^2} \left[ \left( q - \frac{i(R-r)}{<u^2>} \right)^2 \right] \left( q - \frac{i(R-r)}{<u^2>} \right)^2 \tag{A6}
\]

\[
e^{\frac{(R-r)^2}{2<u^2>}} \int_{-\infty}^{\infty} e^{-\frac{q^2}{2}} \left( q - \frac{i(R-r)}{<u^2>} \right) dq
\]

Using the result \(\int_{0}^{\infty} e^{-x^2} dx = \frac{\sqrt{\pi}}{2}\) and after some manipulations the following result can be written
By using Eq. (A7), we finally obtain thermal averaged potential expressed as

$$< V_G(R + u) >= \frac{1}{2\pi < u^2 >} \int_{\infty}^{\infty} V_G(r) \exp \left[ -\frac{(R-r)^2}{2 < u^2 >} \right] \,dr$$

This expression allows us to calculate the thermal average of the total potential energy $<U>$ using expression (5b). This yields the equation:

$$\langle U \rangle = \sum_{j=1}^{N} \left[ \langle f(\delta u_{j+1} - \delta u_j)^2 \rangle + \langle f'(\delta v_{j+1} - \delta v_j)^2 \rangle \right] + \langle V(\langle w_j \rangle_T + \delta v_j - \delta u_j) \rangle$$

where

$$\langle w_j \rangle_T = \langle v_j - u_j \rangle_T \approx \langle v_j \rangle_T - \langle u_j \rangle_T$$

The thermal averages of the right hand side of Eq. (A9) can be concretely calculated by the application of the double Morse-type potential defined by Eq. (2) to $V_G(r)$ in Eq. (A8). This application yields in the following final result:

$$\langle V(R+u) \rangle = V_0 \left\{ \frac{A^2}{2} \exp \left[ 2\alpha^2 \langle u^2 \rangle \right] \cosh(2\alpha R) - 2A \exp \left[ \frac{\alpha^2}{2} \langle u^2 \rangle \right] \cosh(\alpha R) \right\}$$

and we can then obtain the mean value of the interaction potential

$$\langle V(\langle w_j \rangle_T + \delta v_j - \delta u_j) \rangle = 2V_0 \left\{ \frac{A^2}{4} \exp \left[ 2\alpha^2 \left( \langle (\delta v_j)^2 \rangle + \langle (\delta u_j)^2 \rangle \right) \right] \cosh(2\alpha \langle w_j \rangle_T) \right\}$$

Also we have

$$\langle f(\delta u_{j+1} - \delta u_j)^2 \rangle = f \left( \langle (\delta u_{j+1})^2 \rangle + \langle (\delta u_j)^2 \rangle \right)$$

$$\langle f'(\delta v_{j+1} - \delta v_j)^2 \rangle = f' \left( \langle (\delta v_{j+1})^2 \rangle + \langle (\delta v_j)^2 \rangle \right)$$

All these expressions allow us to calculate and to compute the value of the free energy (22).
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Figure Captions

**Fig.1:** Profiles of the total core-shell interaction potential, $V(w)$ plotted as a function of the relative displacement $w$ for three values of the parameter $A$: (a) $A = 0.010$, (b) $A = 0.0187$, and (c) $A = 0.05$.

**Fig.2:** Variation of the free energy $F_v$ vs the reduced temperature $t$ for $\lambda = 0$ for two different regimes: (a) Ferroelectric regime with $\langle w \rangle \neq 0$, (b) Incommensurate-paraelectric regime with $\langle w \rangle = 0$, with $A = 0.010$.

**Fig.3:** (a) Variation of the reduced ferroelectric phase transition temperature $t_c$ vs the potential parameter $A$, (b) The dependence of the reduced transition temperature $t_c$ on the parameter $R$.

**Fig.4:** The core fluctuation dependence of the order parameter $\langle w \rangle_T$ for three values of the parameter $A$: (a) $A = 0.010$, (b) $A = 0.0187$, and (c) $A = 0.050$.

**Fig.5:** The core fluctuation dependence of: (a) the core-atom frequency $\Omega$, and (b) the shell-atom frequency $\varpi$, with $A = 0.010$.

**Fig.6:** Temperature dependence of the core fluctuation $\sigma$ for three values of the parameter $A$: (a) $A = 0.010$, (b) $A = 0.0187$, and (c) $A = 0.050$.

**Fig.7:** Evolution of the order parameter $\langle w \rangle_T$ vs the reduced temperature for three values of the parameter $A$: (a) $A = 0.010$, (b) $A = 0.0187$, and (c) $A = 0.050$.

**Fig.8:** Variation of the ferroelectric phase transition temperature $T_c$ vs the potential parameter $A$ in the high-temperature regime.
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