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ABSTRACT

We present an analysis of the $K^0\bar{K}^0$ system, based on 6380 events, produced in the reactions $\pi^- p \rightarrow K^0\bar{K}^0 n$. Using a one-pion exchange model with absorption we determine the S- and D-wave amplitudes of $\pi^\pi \rightarrow K\bar{K}$. Several $A_2$ production amplitudes were also included in the fits and we conclude that an unnatural parity exchange amplitude, which does not interfere with pion exchange, seems to be present. A branching ratio $\Gamma(f \rightarrow K\bar{K})/\Gamma(f \rightarrow \pi\pi) = 0.029 \pm 0.006$ is determined. With this and other new values of branching ratios we have fitted the $2^+ \rightarrow 0^+ 0^-$ decay rates to the SU(3) relations resulting in $(36.2 \pm 1)^\circ$ for the tensor nonet mixing angle.
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1. INTRODUCTION

In this paper we present an analysis of the $K^0_S K^0_S$ system produced in the forward direction in the reaction $\pi^- p \rightarrow K^0_S K^0_S n$ at a beam momentum of 8.9 GeV/c. The purpose of the experiment was to investigate the production and decay of relatively high-mass resonances with low spin. Since the decay channel consists of indistinguishable particles, only the even partial waves are present. This simplification enables us to reach some conclusions with the relatively modest number of 6380 events.

The process $\pi^- p \rightarrow K^0_S K^0_S n$ is complementary to $\pi^- p \rightarrow K^+ K^- n$ in so far as the isospin $I = 1$ $K\bar{K}$ resonances have amplitudes of opposite sign in the two cases. At our beam energy and at $K\bar{K}$ masses below 1.6 GeV the effective $nK^0$ mass is above the region of prominent $Y^*$ resonances. We may therefore picture the process as a scattering off the meson cloud of the target proton. The amplitude analysis we have performed shows, in fact, that $\pi$ exchange is the dominant mechanism. The data therefore contain valuable information on the inelastic amplitude $\pi^+ \pi^- \rightarrow K^0_S K^0_S$.

The paper is organized as follows. In Section 2 we discuss the experimental procedure, in particular the question of absolute cross-section normalization (including radiative corrections) and of corrections for the acceptance of the apparatus. The data, in the form of unnormalized moments and $t$-distributions, are presented in Section 3 where also their characteristic features are discussed. We interpret the data in terms of an absorptive one-pion exchange model, the details of which are presented in Section 4. The results of fitting this model to the data are given in Section 5. This pion exchange model gives a fair fit to the data over the full mass and $t$-region considered $[M \leq 1.6$ GeV, $|t| \leq 0.5$ GeV$^2$].

Near threshold our data represent a particularly pure sample of pion exchange, and in Section 6 we discuss our results in connection with those on the elastic $\pi\pi \rightarrow \pi\pi$ channel obtained from $\pi^- p \rightarrow \pi^+ \pi^- n$. In the region of the $f$ resonance we expect contributions of $A_2^0$ production to the $K^0_S K^0_S$ channel. We test the compatibility with our data of the various possible $A_2^0$ production amplitudes, of a magnitude derived from experiments on $A_2^0$ production. Models containing such amplitudes are in general compatible with our data and give better fits than the pure pion exchange model. A notable exception is, however, the $m = 0$ unnatural parity exchange amplitudes interfering with pion exchange. Towards the end of Section 6 we present our observations on the partial widths $\Gamma(f \rightarrow K\bar{K})$ and $\Gamma(f' \rightarrow \pi\pi)$, and we include them into a new fit of $2^+$ nonet to $0^-$ nonet transitions.

2. EXPERIMENTAL PROCEDURE

The data on $\pi^- p \rightarrow K^0_S K^0_S n$ at 8.9 GeV/c were taken in an experiment performed at the CERN Proton Synchrotron (PS) using a large magnet spark chamber. The setup was very similar to the one already described. The beam was defined by
a beam telescope containing two threshold Čerenkov counters for identifying the π⁻. A veto counter (scintillator/Pb sandwich) surrounded the 41 cm long H₂ target almost completely. The trigger demanded an incident π⁻, no signal in the veto counter, and at least one charged particle in a counter covering the downstream end of the spark chamber. Out of 116,000 photographs taken, about 12,750 showed a \( V^0 V^0 \) topology. These were measured on a flying-spot digitizer HPD. The digitizations were processed through a chain of programs which performed track recognition, geometrical reconstruction and kinematic hypotheses testing. Most of the events that failed to satisfy one of the \( V^0 \) hypotheses (\( K_S^0 \pi^\pm \pi^\mp, \Lambda + p\pi^-, \Lambda^- + \bar{p}n^+, \) and \( \gamma + Z \rightarrow e^+e^- + Z \)) were measured manually. About 16% of the sample with \( V^0 V^0 \) topology still failed to fit both \( V^0 \)'s (only about a quarter of these may be explained by \( K_L^0 \) and \( \pi^\pm \) decays). We accounted for this sample by a correction factor of \( 1.10 \pm 0.1 \), where the upper error limit corresponds to the assumption that this unfit sample contains the same fraction of \( K_L^0 K_L^0 \) final states as the sample of fits to both \( V^0 \).

The total correction factor for analysis loss, taking into account also unmeasurable photographs and other minor losses, was \( 1.175 \pm 0.12 \). Smaller corrections were applied for accidental anticoincidences (1.03) and for scanning efficiency (1.02). A further correction, which is not usually applied in hadron physics, concerns radiative corrections. Loosely speaking, the charge of the incident fast π⁻ is annihilated in this reaction and this gives rise to the emission of bremsstrahlung. The photons are sharply peaked at an angle of about 15 mrad with respect to the beam direction and hit therefore a veto counter (Pb scintillator sandwich) at almost a right angle. The detection efficiency for such photons, \( \eta_\gamma \), depends therefore only on their energy \( \omega \), a fact that simplifies the computation of radiative corrections for this experiment. We follow the treatment of Etim et al. 3) simplifying their general expression for the relation of measured cross-section \( \sigma_M \) to the "theoretical" cross-section \( \sigma \) by using \( dP(\omega) \) (probability of photon emission in the interval \( \omega \ldots \omega+d\omega \)):

\[
\sigma_M = \int dP(\omega) \left[ 1 - \eta_\gamma(\omega) \right] \times \sigma .
\]

We use their approximation

\[
dP(\omega) = \beta \frac{d\omega}{\omega} \left( \frac{\omega}{E_\pi} \right)^\beta ,
\]

where \( \beta \) is the result of an integration over all photon directions:

\[
\beta = \frac{2}{\pi \cdot 137} \left( \ln \frac{2E_\pi}{\mu} - 1 \right) = 0.01788 ,
\]
$E_\pi$, being the beam energy and $\mu$ the pion mass. The photon detection efficiency $\eta_\gamma$ rises from threshold (0.37 MeV) to 8.5% at 1 MeV (Compton effect). At higher energy it is determined by pair creation and it reaches 84%. The result of the integration is

$$\sigma_{\text{exp}} = 0.896 \cdot \sigma.$$  

We use a correction factor $1.114 \pm 0.02$, where the error reflects the uncertainty on $\eta_\gamma(\omega)$. The large size of this correction is partly due to the high detection efficiency of the veto counter. In the absence of a veto counter, the experiment would be sensitive to an energy imbalance greater than $\Delta E \approx 300$ MeV, and in this case the correction would be about 6%. A corresponding correction has to be applied to experiments which observe $\pi^+\pi^-n$ and $K^+K^-n$ final states with the same energy resolution (and a larger correction for a more performing apparatus).

By reconstruction of the $K_S^0$ trajectories it was possible to determine the interaction vertex with a precision of $\pm 1$ cm along the beam direction. Applying a cut on this coordinate we were able to remove all events produced downstream of the $H_2$ target. Comparing the effect of this cut to the distribution of events obtained with the hydrogen target empty, we determined a correction factor for this cut of 1.028. A further correction is needed for $\delta$-rays produced by the incident $\pi^-$ in the $H_2$ and triggering the veto counters ($1.025 \pm 0.01$).

Other corrections depend on the configuration of the event and have been combined in a weight which is computed for each event. The solid angle of the apparatus is limited by the downstream trigger counter. Events are lost if none of the four pions of the $K_S^0$ decays hits this counter. This correction was studied by Monte Carlo simulation. It was found to be only about 8% on the average and not violently dependent on any variable describing the events; we parametrized it by a simple formula depending on the $K\bar{K}$ mass and on $t$. Events with both $K_S^0$ decaying downstream of the veto counter are therefore detected with more than 90% probability in the mass and $t$-range considered here. The largest contribution to the weight is produced by $K_S^0$ decays inside the veto counter. In order to reduce its fluctuations from event to event, we did not use the reconstructed interaction point for its evaluation, but we took an average over the target length weighted by the beam attenuation in the $H_2$. This correction factor is of the order of 10, but its relative systematic error is less than 3%. Other, smaller corrections, taken together in the weight, are made for: absorption of the incident $\pi^-$ in the $H_2$, absorption of the $K_S^0$ in the $H_2$ and in the veto counter, and triggering of the veto counter by the recoil neutron. The extensive remeasurements by hand (2522 $K_S^0K_S^0n$ events) provide us with a check on possible biases introduced by the automatic measurement followed by pattern recognition. We did not find any bias except perhaps a loss of about 7% in the lowest 20 MeV of the $K_S^0K_S^0$ mass distribution.
We conclude that we do not expect any systematic error larger than 10% in any interval of \(t\), \(K^0_S\phi_S\) mass, or \(K^0_S\) angle within the domain of \(t\) and mass discussed here. One event with weight \(W\) represents a cross-section \(W(1.06 \pm 0.11) \times 10^{-32} \text{ cm}^2\) for \(\pi^- p \rightarrow K^0_S K^0_S n\) (all \(K^0_S\) decay modes). The channel cross-section for \(|t| < 0.5 \text{ GeV}^2\), \(M(K^0_S K^0_S) < 1.6 \text{ GeV}\) is \(\sigma = (6.1 \pm 0.7) \mu\text{b}\).

The dependence of the weight on the \(K^0_S\phi_S\) mass can be seen from Fig. 1 where we present the weighted and the unweighted mass distributions. In Fig. 2 we show the \(t'\) dependence (\(t' = t_{\text{min}} - t\)) of the weight and also its dependence on \(\cos \theta\) (defined in the Gottfried-Jackson frame). The high weight at \(|\cos \theta| \sim 1\) reflects the presence of a \(K^0_S\) that is slow in the laboratory and unlikely to survive the veto counter surrounding the target.

3. THE DATA

In Figs. 1 and 3 to 7 we show the unnormalized moments \(\langle \text{Re } Y^M_L \rangle\) of the \(K^0_S\phi_S\) angular distribution in the Gottfried-Jackson frame. Choosing the \(y\)-axis normal to the production plane, the moments \(\langle \text{Im } Y^M_L \rangle\) should vanish by parity conservation; this is observed. The moments are plotted as a function of the \(K^0_S\phi_S\) mass for two intervals of \(t\): \(|t| < 0.2\) and \(0.2 \leq |t| < 0.5 \text{ GeV}^2\). Since the acceptance is nonvanishing over the full angular range, we computed the moments simply by evaluating \(\langle Y^M_L \rangle = \sum_i W_i Y^M_L(\theta_i, \phi_i)\), \(W_i\) being the weight of event \(i\). The relation between moments and \(K\bar{K}\) density matrix elements is given in the Appendix.

We observe that at small \(t\) the dominating moments are those with \(M = 0\), as expected for \(\pi\) exchange. The absence of a significant signal in \(\langle Y^0_0 \rangle\) and \(\langle Y^0_2 \rangle\) indicates that only the \(\ell = 0\) and \(\ell = 2\) partial waves are important up to a mass \(M(K^0_S K^0_S) = 1.6 \text{ GeV}\). Since \(\langle Y^0_0 \rangle\) vanishes near threshold, the observed enhancement in \(\langle Y^0_0 \rangle\) is produced by the \(\ell = 0\) wave. Since no comparable enhancement exists in the reaction \(\pi^- p \rightarrow K^- K^0 p^+\), we conclude that it has \(\ell = 0\) and \(I = 0\). With these quantum numbers it should represent a rather pure sample of \(\pi\)-exchange events.

The other prominent feature in our data is a resonance structure around \(M(K^0_S K^0_S) = 1.3 \text{ GeV}\). The occurrence in the moment \(\langle Y^0_0 \rangle\) and its mass identify it as \(f\) and/or \(A_2\). Since only the \(f\) can be produced by pion exchange, \(f\) is favoured if the data indicate dominant pion exchange also in this region. We note a qualitative evidence for this by considering the \(t\)-distribution and the energy dependence. In Fig. 8 we show \((\mu^2-t^2) \frac{d\sigma}{dt'}\), \(\mu\) being the pion mass and \(t' = t - t_{\text{min}}\), for the two mass intervals \(M(K\bar{K}) < 1.05 \text{ GeV}\) and \(1.3 \leq M(K\bar{K}) \leq 1.35 \text{ GeV}\). Both distributions are quite similar and show an approximately linear rise for small \(t\) as expected for pion exchange. In Fig. 9 we show the dependence on beam momentum of the cross-section for \(\pi^- p \rightarrow K^0_S K^0_S n\) in the region \(|t| < 0.5 \text{ GeV}^2\) and for the mass bins indicated in the figure. We have obtained these cross-sections in this and
previous experiments\(^5,6\)). Within the large errors, the energy dependence of pion exchange \(P_{\text{lab}}^{-2}\) is compatible with the data for masses \(M(K\bar{K}) < 1.3\) GeV. A less steep energy dependence at higher masses does not necessarily indicate the absence of pion exchange; we have possibly underestimated the acceptance corrections of high-mass events in the previous experiments at lower beam momentum. The main features of the data considered so far are compatible with the dominance of \(\pi\) exchange in this reaction. Owing to absorption, pion exchange is expected to generate \(M = 1\) moments which have essentially the mass dependence of the \(M = 0\) moments but the opposite sign. This is indeed observed (see Figs. 3 and 4) for \(\langle Y_2^0\rangle\) and \(\langle Y_1^1\rangle\) with the exception of the \(1.34 < M(K\bar{K}) < 1.44\) GeV region where \(\langle Y_1^1\rangle\) appears to become positive.

Peaks or shoulders in the mass distribution have also been observed in this region in previous experiments\(^5,6\)). From the present analysis we conclude that the shoulder in the mass distribution (see Fig. 1a) is related to a rapid drop of the \(s\)-wave. The anomaly in \(\langle Y_1^1\rangle\) will be discussed in Section 6.5 in relation to \(A_2\) production.

4. THE MODEL

The qualitative analysis presented in the preceding section justifies the use of a pion exchange model with absorption. Moreover, such models have been used successfully to describe the amplitudes in \(\pi^-p \to \pi^+\pi^-p\)\(^7\) at small \(t\) \((|t| \leq 0.15\) GeV\(^2\)). In this process, exchanges other than pion exchange become significant only at larger momentum transfer. The parametrisation of a possible \(A_2\) production will be discussed below.

In our notation \(J\) and \(m\) describe the \(K^0\bar{\nu}_S\) angular momentum in the Gottfried-Jackson frame, while \(\lambda_i\) and \(\lambda_f\) are the initial and final nucleon helicities; \(F\) are amplitudes of defined exchange parity.

\[
F^\pm_{\lambda_f,\lambda_i} = \frac{1}{2} \left[ F^\pm_{\lambda_f,\lambda_i} \mp (-1)^m F^\pm_{\lambda_f,\lambda_i} \right].
\]

The amplitudes \(F\) contain a pion pole term and a cut term whenever they may contribute. The cut terms describing absorptive corrections are derived with the assumption that the absorption affects the two \(s\)-channel amplitudes \(H_{i+}^{2,1}\) and \(H_{i+}^{2,2}\)\(^8\). Denoting these contributions by \(-F_D C_1\) and \(-F_D C_2\) respectively, we have the following cut amplitudes in the Gottfried-Jackson frame (with the crossing angle \(\chi\) defined in the Appendix):
\[ F_{z,0}^{2,0} \text{ (cut)} = -F_D \left( \frac{1}{2} C_1 \sqrt{6 \sin \chi \cos \chi + \frac{1}{2} C_2 \sqrt{\frac{3}{2}} \sin^2 \chi} \right) \]
\[ F_{z,1}^{2,1} \text{ (cut)} = -F_D \left( \frac{1}{2} C_1 \cos \chi + \frac{1}{2} C_2 \sin \chi \right) \]
\[ F_{z,1}^{2,1} \text{ (cut)} = -F_D \left( \frac{1}{2} C_1 (2 \cos^2 \chi - 1) + \frac{1}{2} C_2 \sin \chi \cos \chi \right) \]
\[ F_{z,2}^{2,2} \text{ (cut)} = -F_D \left( \frac{1}{2} C_1 (-\sin \chi) + \frac{1}{2} C_2 \cos \chi \right) \]
\[ F_{z,2}^{2,2} \text{ (cut)} = -F_D \left( \frac{1}{2} C_1 (-\sin \chi \cos \chi) + \frac{1}{2} C_2 (\cos^2 \chi + 1) \right). \]

We have observed that the contributions to the cut from \( H_{z,1}^{2,1} \) alone (i.e. \( C_2 = 0 \)) do not lead to a satisfactory description of the \( M \neq 0 \) moments in the large \( t \)-region. This can be traced back to a change of sign of \( 2 \cos^2 \chi - 1 \) at \( t = -0.3 \, M^2 (K^0_{S}K^0_{S}) \) and to the \( m = 2 \) terms being too large. Both features can be corrected for by the inclusion of the \( C_2 \) term. We have used, however, the empirical relation \( C_1 = C \cos \chi \) and \( C_2 = C \sin \chi \) which we found compatible with the results of the analysis of \( \pi^- p \rightarrow \pi^+ \pi^- n \). In this way a smooth cut contribution to \( F_{z,1}^{2,1} \) and small amplitudes \( F_{z,2}^{2,2} \) can be obtained without introducing more parameters. Measuring \( C \) in units of the Williams cut, \( F_{z,1}^{2,1} \),

\[
\left. \frac{d^2 \sigma}{\sqrt{-t} d\phi} \right|_{t=\mu^2} = \sqrt{\frac{3}{2}} \frac{\sin \chi \cos \chi}{\sqrt{-t}} \left. \right|_{t=\mu^2}
\]

and providing it with an exponential \( t \)-dependence then leads to the cut terms (with the strength parameter \( C \) as a factor) in the amplitudes given in Eqs. (1). The pion exchange terms are of standard form involving \( 1/(\mu^2 - t) \) and have in addition an exponential \( t \)-dependence. The expressions for nucleon flip amplitudes are:

\[
F_{z,0}^{2,0} = F_S \frac{\sqrt{-t}}{\mu^2 - t} e^{-b_S(\mu^2 - t)}
\]
\[
F_{z,1}^{2,0} = F_D \frac{\sqrt{-t}}{\mu^2 - t} e^{-b_D(\mu^2 - t)} - C \left. \frac{d^2 \sigma}{\sqrt{-t} d\phi} \right|_{t=\mu^2} \sqrt{\frac{3}{2}} \sin \chi \left( 1 - \frac{\sin^2 \chi}{2} \right) e^{-b_C(\mu^2 - t)}
\]
\[
F_{z,1}^{2,1} = F_D \left( -\frac{C}{2} \right) \left. \frac{d^2 \sigma}{\sqrt{-t} d\phi} \right|_{t=\mu^2} e^{-b_C(\mu^2 - t)}
\]
\[
F_{z,2}^{2,2} = F_D \left( -\frac{C}{2} \right) \left. \frac{d^2 \sigma}{\sqrt{-t} d\phi} \right|_{t=\mu^2} \cos^2 \chi e^{-b_C(\mu^2 - t)}
\]
\[
F_{z,2}^{2,2} = 0
\]
\[
F_{z,2}^{2,2} = F_D \left( -\frac{C}{2} \right) \left. \frac{d^2 \sigma}{\sqrt{-t} d\phi} \right|_{t=\mu^2} \frac{1}{2} \sin^2 \chi e^{-b_C(\mu^2 - t)}
\]
The amplitudes of Eqs. (2) give the (small) terms of nucleon non-flip:

\[
F^{0,0}_{++} = F_S \frac{\sqrt{-t}}{u^2 - t} e^{-b_S (u^2 - t)}
\]

\[
F^{2,0}_{++} = F_D \frac{\sqrt{-t}}{u^2 - t} e^{-b_D (u^2 - t)}.
\]

This model has the following essential features:

i) \(F^{2,1}\) is in phase with \(F^{2,0}\); ii) \(|F^{2,1}| \geq |F^{2,1}|\); iii) \(m = 2\) states are negligible except for a small \(F^{2,2}\) term; and iv) \(F^{2,0}\) has, in addition to the pole term, a cut term related to the \(m = 1\) amplitudes. Property (ii) is consistent with magnitude and sign of \(\langle Y^2_2 \rangle\) and \(\langle Y^0_2 \rangle\); (iii) explains the small inequality of \(\langle Y^2_2 \rangle\) and \(\langle Y^0_2 \rangle\) at larger \(t\)-values; (iv) is typical for an absorption model.

5. RESULTS OF FITTING THE MODEL

5.1 Mass independent analysis

The mass region from threshold to 1.65 GeV was divided into bins of 50 MeV (54 MeV for the first bin). \(F_S\) and \(F_D\) were parametrized in terms of the \(I = 0,\)
\(nπ \rightarrow K^0\) S- and D-wave amplitudes, S and D, whose unitarity condition is
\(|S|^2 \leq 1\) and \(|D|^2 \leq 1\). The relation between \(F_S\), \(F_D\), and S, D is given in the
Appendix together with the expression of the differential cross-section in terms of
the amplitudes \(F_{\lambda_1,\lambda_2}^{\pm,\pm}\). The free parameters of the maximum likelihood fit were:
the magnitudes \(|S|\) and \(|D|\), the phase difference \(\phi_S - \phi_D\), the cut parameter C
and the slope parameters \(b_S\) and \(b_D\). The best fit results for \(|t| \leq 0.5\) GeV² are
shown in Fig. 10. The mass bin from 1.35 to 1.40 GeV needed a particular treatment
since, \(\langle Y^1_1 \rangle\) being positive as already noted above, the amplitudes of Eqs. (1)
and (2) result in an unacceptable fit. Since \(\langle Y^1_1 \rangle\) is mainly the interference
term \(F^{0,0}_{++} \cdot F^{2,1}_{++}\), and since there is no evidence for an anomaly in \(F^{0,0}_{++}\) (see
\(\langle Y^0_0 \rangle, \langle Y^0_2 \rangle\)) we assume the anomaly to be produced \(\gamma\) \(F^{2,1}_{++}\). For this mass bin, we
keep C a free parameter in \(F^{2,1}_{++}\) only and fix C, for all other amplitudes, at
0.375, its value found in the neighbouring bins. The best fit parameters shown
in Fig. 10 were obtained in this condition.

The slope parameter \(b_C\) of the cut term was fixed to \(b_C = 0\) as determined in
the mass-dependent fit described below. The phase difference, \(\phi_S - \phi_D\), derived
from \(\cos (\phi_S - \phi_D)\) has, of course, two solutions symmetric about 180°; we show
only the lower branch. We have also tested the presence of a \(\lambda = 4\) wave produced
via pion exchange. For this purpose we have added to the model [Eqs. (1) and (2)]
the amplitudes
\[ \Pi_{++}^{s^0} = F_0 \frac{\sqrt{-t}}{u^2-t} \quad \text{and} \quad \Pi_{++,0}^{s^0} = F_0 \frac{\sqrt{-t}}{u^2-t}. \]

A fit to the data shows that the $\chi = 4$ wave is indeed negligible in the mass region discussed here.

5.2 Mass-dependent analysis

We also examined certain mass-dependent parametrizations in the threshold and resonance region based on the results obtained in Section 5.1.

5.2.1 Resonance region

We have used a mass-dependent parametrization to describe a resonant D-wave and an S-wave which falls above $M(K_S^0 K_S^0) = 1.45$ GeV. Specifically, we used

\[ D = \frac{2m_f \sqrt{\Gamma_f^r(M) \Gamma_f^s(M)}}{m_f^2 - M^2 - iM\Gamma_f^r(M)} \]

|\[ |S|^2 = S_0^2 \left[ \frac{1 - \epsilon}{1 + \exp \left\{ 4(M-m_{s^0})/\Gamma_{s^0} \right\} + \epsilon} \right] \]

\[ \phi_S = \text{arg}(S) = \phi_1 + \phi_2 \left( M - 2m_{s^0} \right)/2m_{s^0}. \]

The expressions (4) and (5) which specify the S-wave are a purely empirical ansatz. The dependence of the partial widths $\Gamma_f^r$ and $\Gamma_f^s$ on the $K_S^0 S^0$ mass $M$ is given in the Appendix. The parameters $C$, $b_S$, $b_D$, and $b_C$ were constants in the fit. The result of this fit, done for $1.17 \leq M \leq 1.60$ GeV, is also given in Table 1; it is displayed as a continuous line in Figs. 1, 3 to 7, and 10. In Fig. 11 the $t$-dependence of the model is compared with the data in three suitable linear combinations of the moments $\langle Y_0^0 \rangle$, $\langle Y_2^0 \rangle$, and $\langle Y_4^0 \rangle$ (see Appendix for their definition).

5.2.2 Threshold region

In this region the S-wave is parametrized by a complex scattering length $a$ and by the phase $\phi_S^0$ at threshold:

\[ |S|^2 = \frac{4q_K \text{Im} a}{1 + 2q_K \text{Im} a + q_K^2 |a|^2} \]

\[ \phi_S = \phi_S^0 + \arctan \left( \frac{q_K \text{Re} a}{1 + q_K \text{Im} a} \right), \]

where $q_K$ is the $K_S^0$ momentum in the $K\bar{K}$ rest frame. The D-wave is assumed to be the low mass tail of the $f$ resonance [see its parametrization Eq. (3)] and $b_D$, $b_C$ were fixed to the values found in 5.2.1. The parameters $C$, $b_S$ are again
constants. Table 2 contains the best fit values obtained in the maximum likelihood fit in the region $M \leq 1.17$ GeV and $|t| \leq 0.5$ GeV$^2$. Re (a) was restricted to be negative. The result of this fit is also shown in Figs. 1, 3 to 7, and 10 (dotted line). The $t$-dependence of this parametrization fitted to the data is shown in Fig. 12. A reasonable agreement is observed throughout the threshold region. As expected from the smallness of the D-wave in the threshold region (see also mass-independent analysis), the phase $\phi_{S-D}$ is very badly determined there. We cannot, therefore, test it against the phase variation of the scattering length Eq. (7); in fact, a constant phase would be an equally good fit.

6. DISCUSSION OF THE RESULTS

Our results can be related to $\pi^-p \rightarrow \pi^+\pi^-n$, in which channel a very high statistics experiment has been reported$^{11}$ and, more directly, to $\pi^-p \rightarrow K^+K^- n$.$^{12,13}$ In contrast to these channels our experiment contains only even partial waves and should therefore yield less ambiguous results. Moreover, the acceptance of our apparatus is more uniform than that of the spectrometer set-up used in $\pi^+\pi^-$ and $K^+K^-$ experiments.

6.1 Inelasticity of the $\pi\pi$ scattering in the $K\bar{K}$ threshold region

Studies of the reaction $\pi^-p \rightarrow \pi^+\pi^-n$,$^7,^{11}$ and $\pi^+p \rightarrow \pi^+\pi^-\Delta^{++}$,$^{14}$ have shown that the $\pi\pi$ S-wave varies rapidly in the vicinity of the $K\bar{K}$ threshold, above which the elasticity $\eta$ drops to less than 0.5. One expects therefore $|S|^2$ to reach values of the order of 0.75 since a) only the $K\bar{K}$ channel seems to be involved, and b) the $K\bar{K}$ S-wave at threshold is mainly $I = 0$ (see also Section 3). We find, however, a peak value of only $|S|^2 = 0.39 \pm 0.05$ in both the mass-dependent and mass-independent fits.

According to more recent analyses$^{15,16}$ of the data of Ref. 11, $n$ does not show the strong decrease found in earlier studies.$^7,^{11}$ In fact, the new values compare well with our estimate of $|S|^2$.

The estimates of $\sigma(\pi^+\pi^- \rightarrow K^+K^-)^{12,14}$, expressed in terms of $|S|^2$, are in general higher than $|S|^2$ derived in this experiment. There is also a notable difference between $\langle Y^0_2 \rangle$ in $K^0_S K^0_S$ and $\langle Y^0_2 \rangle$ in $K^+K^-$. From Fig. 3 we note that $\langle Y^0_2 \rangle$ has a strong negative signal at 1.15 GeV of almost half the magnitude of $\langle Y^0_2 \rangle$. Such a signal is not observed in the moment $\langle Y^2_2 \rangle$ of the $K^+K^-$ state$^{12,13}$. Since the P-wave gives a positive contribution to $\langle Y^0_2 \rangle$, a sizeable P-wave may explain the difference in the moment $\langle Y^0_2 \rangle$; it also tends to increase $\sigma(\pi^+\pi^- \rightarrow K^+K^-)$ with respect to $\sigma(\pi^+\pi^- \rightarrow K^0_S K^0_S)$. It is however, improbable that the P-wave is responsible for the difference of the two cross-sections just above threshold. The shape of our mass spectrum in the threshold region, however, is similar to the $K^+K^-$.
spectrum of Refs. 12 and 13. All $K\bar{K}$ mass spectra have peaks that are less sharp and that are higher above threshold than expected from a K-matrix analysis of the $\pi\pi$ data\textsuperscript{7,11,12}). Since the position of the maximum moves up in mass with decreasing scattering length $|a|$, the $K\bar{K}$ data must result in a smaller value of $|a|$ than the $\pi\pi$ data.

6.2 The phase of the isoscalar S-wave

As long as the $K\bar{K}$ channel can be considered to be the predominant inelastic channel of the $\pi\pi$ S-wave in $I = 0$, the following relation (modulo $\pi$) holds between the phase of this channel $\phi_S$ and the $\pi\pi$ and $K\bar{K}$ scattering phase shifts $\delta^0(\pi\pi)$ and $\delta^0(K\bar{K})$, respectively:

$$\phi_S = \delta^0(\pi\pi) + \delta^0(K\bar{K}) + m\pi. \tag{8}$$

In order to determine $m$ we consider the $K\bar{K}$ threshold where Eq. (8) reduces to

$$\phi_S(\text{th}) = \delta^0(\pi\pi) + m\pi. \tag{9}$$

For an estimate of $\phi_S(\text{th})$ we either extrapolate the mass independent fit values of $\phi_S - \phi_D$ to threshold or we use the scattering length ansatz for this purpose. The result of both methods lies within $150^\circ \leq \phi_S(\text{th}) \leq 250^\circ$, where the lower limit corresponds to Re $a > 0$. We have assumed here that $\phi_D$ is given by the resonance tail of the $f$ meson according to Eq. (3). An additional minus sign in Eq. (3) [uncertainty of this sign would lead to another modulo $\pi$ ambiguity in Eq. (8)] is excluded by the SU(3) analysis\textsuperscript{17}) of the $2^+ \rightarrow 0^-$ decay rates from which it follows that the amplitudes for $f \rightarrow \pi\pi$ and for $f \rightarrow K\bar{K}$ have the same sign.

By comparison with the $\pi\pi$ phase shift results\textsuperscript{7,11,14,16}) $\delta^0(\pi\pi, 1 \text{ GeV}) \approx 180^\circ$, we conclude that we have to choose $m = 0$. If the S-wave near threshold is assumed to be related to the $S^*$, a member of the $0^+$ nonet, this result implies that also the $S^* \rightarrow K\bar{K}$ amplitudes has the same sign as the $S^* \rightarrow \pi\pi$ amplitude. We now use Eq. (8) with $m = 0$ to determine $\phi_S$ at a mass where it is least affected by the ambiguity of $\phi_S - \phi_D$. Figure 10 shows that $|S|^2$ is constant from 1.1 to 1.25 GeV. It was established by fits similar to those described in Sections 5.2.1 and 5.2.2 that indeed no mass dependence is required for the S-wave. The phase value found in this region is $\phi_S = 190^\circ \pm 10^\circ$. At $M = 1.1 \text{ GeV}$, $\phi_D$ is about $15^\circ$. Taking into account, for the error limits, the ambiguity of $\phi_S - \phi_D$ we therefore conclude that

$$180^\circ \leq \phi_S \leq 210^\circ \text{ at } M = 1.1 \text{ GeV}. \tag{10}$$

With the use of Eq. (8) we can, given $\delta^0(\pi\pi)$, determine $\delta^0(K\bar{K})$. The recent $\pi\pi$ phase-shift analysis presents two different solutions at 1.1 GeV with $\delta^0(\pi\pi) = 245^\circ$ and $\approx 200^\circ$. With these two values we find, respectively,

$$-65^\circ \leq \delta^0(K\bar{K}) \leq -35^\circ$$

and

$$-20^\circ \leq \delta^0(K\bar{K}) \leq +10^\circ.$$
Conversely, from the scattering length fit [see Eq. (6)] which determines \( \text{Im} \ a \) and \( |a| \) we can evaluate \( \delta_0^0(\text{KK}) \) and predict \( \delta_0^0(\pi\pi) \). We find \( \delta_0^0(\text{KK}) = -55^\circ \) or \( = +55^\circ \) for \( \text{Re} \ a < 0 \) or \( \text{Re} \ a > 0 \), respectively. The increment of \( \delta_0^0(\pi\pi) \) above threshold has its sign opposite to that of \( \delta_0^0(\text{KK}) \). Since the \( \pi\pi \) phase shift increases in this region, we prefer \( \text{Re} \ a < 0 \) and conclude from Eq. (8) that

\[
235^\circ \leq \delta_0^0(\pi\pi) \leq 265^\circ \quad \text{at} \; M = 1.1 \text{ GeV}.
\]

6.3 The S-wave above 1.1 GeV

The magnitude of the S-wave (Fig. 10) does not fall off above the threshold region but has a comparable value up to \( M = 1.4 \) GeV. This behaviour disagrees with those \( \pi\pi \) phase-shift results for which the elasticity increases rapidly from the dip above the threshold to the \( f \) region \(^{7,11}\). From the smallness of the background under the \( A_2 \) peak in \( \pi^-p \rightarrow K^+K^0p \) \(^4\), which is pure \( I = 1 \), we conclude that this difference can probably not be explained by an \( I = 1 \) contribution to \( K^2K^0 \)

\[ S \bar{S} S \]

In fact, some of the recent phase-shift solutions already mentioned \(^{15,16}\) show a mass dependence of the elasticity up to 1.4 GeV which is quite compatible with the behaviour of the S-wave we observe.

6.4 S-wave slope and absorptive corrections

Our S-wave slope \( b_S \) is well determined in the threshold region, which is almost purely S-wave (see Fig. 10). The slope is considerably below the value of about 4.5 \((\text{GeV/c})^{-2}\) found in a phase coherent analysis of the \( \pi\pi \rightarrow \pi\pi \) channel \(^7\) at 17.2 GeV/c. The difference is too large to be explained by shrinkage of the \( \pi \) exchange. We agree, however, with the value of the cut strength \( C \) found in elastic \( \pi\pi \) scattering \(^7\). As seen in Fig. 10, the fit requires a value for \( C \) which decreases from threshold to the \( f \) region.

6.5 D-wave production

From the qualitative analysis presented in Section 3 and from the goodness of the fit 5.2.1 we conclude that a possible \( A_2 \) contribution to the D-wave has to be considerably smaller than that of the \( f \). Since there are a number of possible amplitudes for \( A_2 \) production, interfering with \( f \) production amplitudes, we cannot determine them within the statistics of our data. In this situation we use experiments where \( A_2 \rightarrow \rho\pi \) has been observed, in order to estimate the amount of \( A_2 \) production in our experiment. We then check whether the corresponding \( A_2 \) signal is compatible with our data. By doing this we also hope to improve our fit in two respects: a better description of the anomaly in \( \langle Y_2 \rangle \) (discussed in Section 3) and better agreement of our \( f \) resonance parameters with those obtained in \( \pi^-p \rightarrow \pi^+\pi^-n \) (where the \( A_2 \) is absent). We find our resonance mass about 10 MeV higher and the width about 25 MeV lower than those estimated for the \( f \) by Estabrooks et al. \(^7\). These differences might be significant because we used
the same method of analysis, in particular the same formula for the energy dependence of the partial widths (see Appendix) of Ref. 18).

To our knowledge the most detailed results on $A_2^0$ production have been obtained in the charge symmetric process $\pi^+n \rightarrow A_2^0 p$ at 4 GeV/c\(^{19}\). We scale from 4 GeV/c to our beam momentum using $p_{\text{lab}}^{-2}$ for unnatural parity exchange and $p_{\text{lab}}^{-1}$ for natural parity exchange. An energy dependence of $p_{\text{lab}}^{-2}$ has been found for the cross-section of $A_2$ production with charge exchange\(^{19}\); the same energy dependence was found for the fraction of the charged $A_2$ production cross-section induced by unnatural parity exchange\(^{20}\). The observation that $I = 0$ exchange is mostly of natural parity while $I = 1$ exchange tends to be of unnatural parity\(^{21}\) together with $\sigma(\text{unnatural}) \propto p_{\text{lab}}^{-2}$\(^{20}\) confirms the result of Ref. 19.

To get an impression of the size of the $A_2$ production, we have computed the $t$ distribution of the moment combination $M_1$ under the assumption that the D-wave is due only to $A_2$ production in the mass interval $1.27 < M(K\bar{K}) < 1.37$ GeV. The result is shown in Fig. 11 as a dotted line. We have obtained this result by replacing the density matrix element $\rho_{00}^{22}$ of fit 5.2.1 with the corresponding quantity for $A_2$ production derived\(^{22}\) from the 4 GeV/c $\pi^+n$ experiment\(^{18}\). This unnatural parity $A_2$ production is seen to be non-negligible; its relative size increases with $|t|$.

We shall now discuss the compatibility of the following four possible $A_2$ production amplitudes with our data:

i) $A_2$ production, $m = 0$, by B exchange interfering with the dominant $\pi$ exchange;

ii) $f$ production via $A_2$ exchange and $A_2$ production via $\rho$ exchange, $m = 1$, interfering with each other and with the pion cut;

iii) $A_2$ production, $m = 0$, by unnatural parity exchange, not interfering with $\pi$ exchange [$Z$ exchange\(^{23}\)];

iv) $A_2$ production, $m = 1$, by B exchange.

We have parametrized the amplitudes corresponding to model (i) by

$$
\tilde{F}^{2,0}(\pi,B) = \tilde{F}^{2,0}(\pi) \left[ 1 - i x u \tan \left( \frac{\pi}{2} t - \mu^2 \right) \right] \exp \left( -i \frac{\pi}{2} [a_B - a_\pi] \right) \times
$$

$$
\exp \left[ - \left[ b_B - b_\rho \right] \left[ \mu^2 - t \right] \right] \times Z(f,A_2)
\right),
$$

(10)

*) We have checked our absolute mass measurement on the $K_S^0$ mass which we find at $m = 0.497 \pm 0.0005$ GeV, the FWHM of the distribution is 14 MeV. The error on the invariant $K_S^0K_S^0$ mass in the $f$ region is estimated at $\Delta M = +7$ MeV.

**) We use $\Gamma(A_2 \rightarrow K\bar{K}) = 4.7$ MeV\(^{22}\) and $\Gamma(f \rightarrow K\bar{K}) = 4.1$ MeV (see Table 1) and therefore $\Gamma(A_2 \rightarrow K\bar{K})/\Gamma(f \rightarrow K\bar{K}) = 1.15.$
where

$$Z(f, A_2) = \frac{m_f^2 - i m_e \Gamma_f(Y) - M^2}{m_{A_2} - i m_{A_2} \Gamma_{A_2}(M) - M^2},$$

and

$$\alpha_B - \alpha_{\pi} = -0.25.$$

Duality arguments\(^{23}\)) suggest that \(|b_B - b_D|\) (the difference in the D-wave slopes of B exchange and \(\pi\) exchange) is small and that \(x_u \approx 1\). We have also estimated these two parameters from \(\rho_{00}\) data observed in \(\pi^+ n \rightarrow A_2^0 p\)\(^{18}\)) and found \(|x_u| \approx 2.2\) and \(b_D \approx 5\ \text{GeV}^{-2}\). Using Eq. (10) we have performed fits similar to 5.2.1 both with the values of \(b_D, x_u\) derived from duality\(^{21}\)) and from experiment\(^{18}\)). Both fits were found to be unacceptable. A further fit with \(x_u\) being a free parameter resulted in \(x_u = 0\). The reason for the rejection of the new term in Eq. (10) was found to be the t-dependence of the phase implied by Eq. (10), which phase is incompatible with the S-D interference of our data. Moreover, this type of \(f-A_2\) interference does not result in such a shape of the \(f-A_2\) peak that a larger \(f\) width is needed to fit the data. We have checked this point in a fit where the extra phase introduced by Eq. (10) was suppressed in order to make the model more sensitive to the \(f-A_2\) interference.

The natural parity exchanges corresponding to the \(A_2\) production amplitude (ii) give an additional term to \(F^{21}_+(\text{cut}, A_2, \rho)\) \(\text{Eq. (1)}\) similar to the one in \(F^{20}_-(\pi, B)\), Eq. (10), i.e.

\[F^{21}_+ (\text{cut}, A_2, \rho) = F_D \left\{ \frac{C}{2} \frac{d^2}{dt^2} \right \} e^{-b_C (u^2 - t)} + \eta \left[ 1 - i x_n \tan \left( \frac{\pi}{2} \alpha_{\rho, A_2} \right) \right] Z(f, A_2) \times \]

\[\times (-t') e^{-i(\pi/2)(\alpha_{\rho, A_2} - \alpha_{\pi})} e^{\rho_{\rho, A_2} t} \right\}. \tag{11}\]

We estimate from the results on \(f\) production in \(\pi^- p \rightarrow \pi^+ n\) at 17.2 GeV/c\(^{19}\)) the following parameter values: \(b_{\rho, A_2} = 2.5\ \text{GeV}^{-2}\), \(\gamma = 2\ \text{GeV}^{-3}\); and from the data on \(d^2 \sigma/\text{d}t\ in \pi^+ n \rightarrow A_2^0 p\)\(^{18}\)) \(\eta x_n \approx 4\ \text{GeV}^{-3}\) and \(b_{\rho, A_2} = 1\ \text{GeV}^{-2}\). From duality, one predicts\(^{21}\)) again \(x_n \approx 0.1\). Since in the analogous case of \(p-\omega\) production by natural parity exchange a larger value of \(x_n\) has been found\(^{23}\)), we may also expect \(|x_n| > 1\) here.

In a fit using the amplitude of Eq. (11) we have set \(b_{\rho, A_2} = 2.5\ \text{GeV}^{-2}\), \(x_n = 2\); \(\gamma\) was a free parameter. This resulted in an improved fit (the logarithm of the likelihood increased by 8 to 9 units); we observe that the improvement is due to a better agreement of the model with the data in the moments \((Y_2^2), (Y_4^2)\), and \((Y_6^2)\) in the region \(0.2 < |t| < 0.5\ \text{GeV}^2\). The best fit value of \(\gamma\) depends on
the parameter $\alpha_{p}A_{2} - \alpha_{n}$. Choosing $\alpha_{p}A_{2} - \alpha_{n} = 0.5$ we find $\eta = 2.2 \pm 0.5$ GeV$^{-3}$, i.e. $\pi_{n}^{\star} = (4.4 \pm 1)$ GeV$^{-3}$. This compares well with the estimate deduced from the $\pi^+n$ experiment$^{18}$. Our data therefore are in agreement with this small component of $A_{2}^0$ produced by natural parity exchange.

As $A_{2}^0$ production by B exchange with $m = 0$, interfering with f production by $\pi$ exchange, seems to be excluded by our data, we have also performed a fit mentioned under (iii), i.e. we have added incoherently unnatural parity exchange. In fact, unnatural parity exchange in $\pi^- p + A_{2}^0 n$ with $m = 0$ can be either totally coherent or totally incoherent with the $\pi$ exchange in $\pi^- p + fn$, depending on the signature. While the B meson is a good candidate for such mesons with odd signature, the representative of the other class, e.g. the Z meson with $J^{P} = 2^{-}1^{+}$, has appeared so far only in theoretical papers$^{23}$. For a fit we have used Eq. (10) and the values of the parameters given there. We have retained the dependence of Eq. (10) but removed from the expression of $d^{3}\sigma/(dt d\Omega)$ all interference terms containing $x_{u}$. We observe an improvement in the fit (the logarithm of the likelihood increases by 5.5 with respect to the fit 5.2.1 of Section 5). Moreover, $m_{f}$ and $\Gamma_{f}$ now tend to shift towards the values found in $\pi^- p \rightarrow \pi^+ n$ : $\Delta m_{f} = -4$ MeV and $\Delta \Gamma_{f} = +10$ MeV. Our data therefore seem to support unnatural parity exchange not interfering with $\pi$ exchange. This constitutes some evidence that at least part of the $\pi^+ n \rightarrow A_{2}^0 p$ cross-section is due to Z exchange.

The compatibility test, mentioned under (iv) of a $m = 1$ unnatural parity exchange amplitude for $A_{2}^0$ production is motivated by the anomaly in $\langle Y_{4}^1 \rangle$ in the 1.35 GeV region. A contribution to $\langle Y_{4}^1 \rangle$ implies interference of this amplitude with the dominant $\pi$-exchange amplitude and B exchange is therefore appropriate. For this model calculation we have replaced $\bar{F}_{\pi}^{2,1}(\text{cut},B)$ of Eq. (1) by

$$\bar{F}_{\pi}^{2,1}(\text{cut},B) = \bar{F}_{\pi}^{2,1}(\text{cut}) \left[ 1 + y e^{i\psi} Z(f,A) \right],$$

where $y$ is an effective strength parameter of B exchange. From the experiment $\pi^+ n \rightarrow A_{2}^0 p$ we estimate $y \approx 0.4$. In a fit containing Eq. (12) we find $\psi = 140^\circ \pm 15^\circ$ which is consistent with B exchange. We have plotted the result of the fit in Fig. 4c as a dashed line. The effect of including Eq. (12) into the model is seen to go in the right direction as also witnessed by the increase of the logarithm of the likelihood by 8 units. Better fits to $\langle Y_{4}^1 \rangle$ can be obtained with larger values of $y$; however, discrepancies appear in $\langle Y_{4}^2 \rangle$ in this case.

6.6 The branching ratio $f \rightarrow KK$

With Eq. (3) and the expression of the differential cross-section given in the Appendix we determine from our data the product of branching ratios $(\Gamma_{f}^{\pi}/\Gamma_{f}) \cdot (\Gamma_{f}^{K}/\Gamma_{f})$; its value is given in Table 1. Using $x = \Gamma_{f}^{\pi}/\Gamma_{f} = 0.83 \pm 0.05$ $^{22}$
we deduce

$$\frac{\Gamma_f^K}{\Gamma_f^\eta} = 0.029 \pm 0.006,$$

where the error is mainly due to the uncertainty on the cross-section normalization.

This branching ratio is, within errors, compatible with the world average compiled by the Particle Data Group\textsuperscript{[22]}. A recent measurement of $\Gamma(f \rightarrow 4\pi)/\Gamma(f \rightarrow \text{all})$ gave $0.11 \pm 0.02_{\text{stat}} \pm 0.03_{\text{sys}}$ \textsuperscript{[24]} [under the assumption that the $4\pi$ decay goes mainly via $\rho\rho$]. An even higher value of the same quantity, $0.19 \pm 0.06$, has been found in an experiment on $\pi^+\pi^- \rightarrow f_0^{++}$\textsuperscript{[25]}. These measurements indicate a near saturation of the inelasticity expected from $x = 0.83$\textsuperscript{[22]} by $f \rightarrow 4\pi$, in agreement with our comparatively low $K\bar{K}$ branching ratio.

An SU(3) estimate of this branching ratio, based on other, well-measured, $2^+ \rightarrow 0^- 0^-$ decay rates, has resulted in $\frac{\Gamma_f^K}{\Gamma_f^\eta} = 0.04 \pm 0.015_{\text{stat}}$\textsuperscript{[17]}. Our result is also compatible with this value.

6.7 The decay rate $\Gamma(f^* \rightarrow \pi\pi)$

This subject has been discussed in a recent letter\textsuperscript{[26]}. We mention it here for completeness and for presenting an updated SU(3) fit for all $2^+ \rightarrow 0^- 0^-$ decay rates.

As in the case of the $f$, we can determine from our data the ratio

\begin{equation}
\left(\frac{\Gamma_f^{\pi\pi}}{\Gamma_f^{f'}}\right) / \left(\frac{\Gamma_f^{K}}{\Gamma_f^{f'}}\right).
\end{equation}

Conversely to the case of the $f$, $\Gamma_f^{\pi\pi}$, is here the small decay rate (the production channel). We estimate a conservative upper limit (see Ref. 26) by assuming the total $D$-wave at the $f'$ mass, as obtained in the mass-independent fit 5.1 to be due to $f'$ production. Comparing $|D|^2$ of the $f$ peak with $|D|^2$ of the $f'$ mass we find (see Fig. 10b) for the ratio $R$:

\begin{equation}
R = \frac{\Gamma_f^{\pi\pi}}{\Gamma_f^{f'}} \left(\frac{\Gamma_f^{K}}{\Gamma_f^{f'}}\right)^{-1} \leq \frac{1}{3}.
\end{equation}

This result is independent of our cross-section normalization and it is also model-independent except for the assumption that $f$ and $f'$ have the same production mechanism.

For a numerical estimate of $f'$ production we have added to the $D$-wave amplitude Eq. (3) a Breit-Wigner amplitude for the $f'$ \textsuperscript{(*)}. For a fit to the data we found an amplitude of a sign opposite to that of the $f$ and of a strength given by

\begin{equation}
R = \begin{pmatrix} 0.04 & +0.05 \\ -0.03 & -0.03 \end{pmatrix}.
\end{equation}

\textsuperscript{(*)} In order to make the fit independent of the $S$-wave phase, which is unknown in this region, we have retained the $D$-wave phase of Eq. (3) in the expressions of $S$-$D$ interference.
In the fits described below, we have taken $R = 0.04$ as the central value and $R = 1/3$ [Eq. (13a)] as its two standard deviation upper limit.

We have used this result to determine a new value of the mixing angle in the $2^+$ nonet in a fit of all available $2^+ \rightarrow 0^0$ decay rates to the SU(3) relations. Further experimental inputs to this fit were $\Gamma(f \rightarrow K\bar{K})$ (see Section 6.6), a recently published upper limit of $\Gamma(f \rightarrow \eta\eta)$ \(^{27}\), and the decay rates and upper limits given by the Particle Data Group \(^{22}\). We have also taken into account the mixing angle of the pseudoscalar nonet. This leads to four terms in the amplitudes for $2^+ \rightarrow 0^0$ [a(T + PP)] which we defined symbolically by

$$a(T + PP) = A \cdot \text{Tr}(T(P,P)) + B \cdot \text{Tr} \cdot \text{Tr}(PP)$$

$$+ C \cdot \text{Tr} \cdot P \cdot \text{Tr}(TP) + D \cdot \text{Tr} \cdot P \cdot \text{Tr} \cdot P \cdot \text{Tr} \cdot P \cdot \text{Tr}$$

The $3 \times 3$ matrices $T, P$ describe the members of the tensor and pseudoscalar nonet, respectively \(^{28}\). In particular, $f$ and $f'$ are in this notation

$$|f\rangle = \frac{1}{\sqrt{2}} \cos (\theta_C - \theta_2) |T_1^1 + T_2^2\rangle + \sin (\theta_C - \theta_2) |T_3^3\rangle$$

$$|f'\rangle = \frac{1}{\sqrt{2}} \sin (\theta_C - \theta_2) |T_1^1 + T_2^2\rangle - \cos (\theta_C - \theta_2) |T_3^3\rangle$$

where $\theta_C$ is the ideal mixing angle ($\tan \theta_C = \sqrt{1/2}$). The states $\eta$ and $\eta'$ have a similar form in terms of the matrix $P$ and the mixing angle $\theta_0$. The first term of the decay amplitude, with the coefficient $A$, obeys the Zweig rule \(^{29}\); all other terms violate it. We have used the usual barrier penetration and phase-space factor $q^5/M$, where $M$ is the mass of the decaying particles and $q$ the c.m.s. momentum of its decay products.

The input to the fit of the partial widths and their best fit values are shown in Table 3. The best fit values of the $f$ and $K^{**}$ decay rates are smaller than the experimental ones, while the converse is true for the $A_2$ decay rates. In order to be more independent of the total widths, we have performed a second fit with the error on the total widths of $A_2$, $K^{**}$, and $f'$, increased by a factor of 2, and in which branching fractions were fitted whenever possible. The result of this fit is also shown in Table 3.

A fit of all six parameters of the decay amplitudes ($A$, $B$, $C$, $D$, $\theta_2$, $\theta_0$) results in large errors on $C$, $D$, and $\theta_0$ which involve the singlet of the pseudoscalar nonet. For the other parameters we find $A = 0.795 \pm 0.031$, $B = -0.018 \pm 0.03$, and $\theta_2 = (36.3 \pm 1.9)^{\circ}$. The amplitude violating the Zweig rule turns out to be compatible with zero and at most a few percent of the total $2^+ \rightarrow 0^0$ amplitude. When we set $B = C = D = 0$, we find $\theta_2 = (36.2 \pm 1)^{\circ}$ and $\theta_0 = (-10.6 \pm 3.3)^{\circ}$ with
\( \chi^2 = 3 \) for 7 degrees of freedom (see Table 3). The tensor nonet mixing angle \( \theta_2 \) is compatible with the ideal angle \( \theta_C = 35.26^\circ \). From the observation made above, that a fit of an \( f' \) amplitude to our data results in its sign being opposite to the \( f \) amplitude we would expect \( \theta_2 < \theta_C \). The fit to the decay rates depends linearly on \( \theta_2 \) only in the expression of \( \Gamma(f \to K\bar{K}) \) in which increasing \( \theta_2 \) leads to a decreasing width, i.e. \( \theta_2 < \theta_C \) predicts a \( \Gamma(f \to K\bar{K}) \) larger than the experimental input.

The value of the pseudoscalar mixing angle \( \beta_0 = (-10.6 \pm 3.3)^\circ \) is in good agreement with \( |\beta_0| \) derived from the quadratic Gell-Mann/Okubo mass formula \( ^{17} \) and with \( \theta_0 \approx -10^\circ \) found in an analysis of pseudoscalar electromagnetic decays \( ^{30} \).
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APPENDIX

A) Density matrix elements

Writing the $K\bar{K}$ angular distribution $W(\Omega)$ in terms of the $K\bar{K}$ density matrix elements,

$$W(\Omega) = \sum_{l_1, l_2, m_1, m_2} Y_{l_2}^{m_2}(\Omega) \rho_{l_2 l_1}^{m_2 m_1} Y_{l_1}^{m_1}(\Omega)$$

leads to the following expressions for the moments $(Y_L^M)$:

$$\langle Y_0^0 \rangle = \frac{1}{\sqrt{4\pi}} \left\{ \rho_{00}^{20} + \rho_{00}^{22} + 2 \rho_{11}^{22} + 2 \rho_{22}^{22} \right\}$$

$$\langle Y_2^0 \rangle = \frac{1}{\sqrt{4\pi}} \left\{ 2 \text{ Re } \rho_{00}^{20} + \frac{2}{\sqrt{5}} \rho_{00}^{22} + \frac{2}{\sqrt{7}} \rho_{01}^{22} - \frac{4}{\sqrt{7}} \rho_{11}^{22} - \frac{4}{\sqrt{5}} \rho_{22}^{22} \right\}$$

$$\langle Y_4^0 \rangle = \frac{1}{\sqrt{4\pi}} \left\{ \frac{6}{7} \rho_{00}^{22} - \frac{8}{7} \rho_{01}^{22} + \frac{2}{7} \rho_{22}^{22} \right\}$$

$$\langle \text{ Re } Y_2^1 \rangle = \frac{1}{\sqrt{4\pi}} \left\{ 2 \text{ Re } \rho_{10}^{20} + \frac{2}{\sqrt{5}} \text{ Re } \rho_{10}^{22} + \frac{2}{\sqrt{7}} \text{ Re } \rho_{21}^{22} \right\}$$

$$\langle \text{ Re } Y_4^1 \rangle = \frac{1}{\sqrt{4\pi}} \left\{ \frac{2}{\sqrt{30}} \text{ Re } \rho_{10}^{22} - \frac{2}{\sqrt{7}} \text{ Re } \rho_{22}^{22} \right\}$$

$$\langle \text{ Re } Y_2^2 \rangle = \frac{1}{\sqrt{4\pi}} \left\{ 2 \text{ Re } \rho_{20}^{20} - \frac{4}{\sqrt{7}} \text{ Re } \rho_{20}^{22} - \frac{1}{\sqrt{30}} \text{ Re } \rho_{21}^{22} \right\}$$

$$\langle \text{ Re } Y_4^2 \rangle = \frac{1}{\sqrt{4\pi}} \left\{ \frac{2}{\sqrt{15}} \text{ Re } \rho_{20}^{22} - \frac{2}{\sqrt{10}} \text{ Re } \rho_{21}^{22} \right\}$$

$$\langle \text{ Re } Y_2^3 \rangle = -\frac{1}{\sqrt{4\pi}} \left\{ \sqrt{7} \rho_{20}^{22} \right\}$$

$$\langle \text{ Re } Y_4^3 \rangle = \frac{1}{\sqrt{4\pi}} \sqrt{\frac{10}{7}} \rho_{22}^{22}$$

B) Crossing angle $\chi$

$$\cos \chi = \frac{\left[ s + M^2(K\bar{K}) - m_n^2 \right] \left[ t + M^2(K\bar{K}) - \mu^2 \right] - 2M^2(K\bar{K}) \cdot \Delta}{\lambda_1 \left[ s, M^2(K\bar{K}), m_n^2 \right] \lambda_2 \left[ t, M^2(K\bar{K}), \mu^2 \right]}$$

$$\sin \chi \geq 0$$

$$\Delta = M^2(K\bar{K}) - \mu^2 + m_n^2$$

$$\lambda_k(x_1, x_2, x_3) = \left[ x_1^2 + x_2^2 + x_3^2 - 2x_1x_2 - 2x_1x_3 - 2x_2x_3 \right]^k_1$$
C) Normalization

\[
\frac{d^3\sigma(K^0\bar{K}^0, \ell \text{ even})}{dt d\Omega} = \frac{1}{(4\pi)^{4\ell}} \frac{q_{K\bar{K}}}{2m_p^2} \sum_{\lambda_{f}\lambda_{i}} \sum_{\ell_{f}\lambda_{i}} F_{\ell_{f}\lambda_{f}}^{m_1; \ell_{i}\lambda_{i}} \frac{1}{|T|^2} |Y^m(i\ell)|^2
\]

\[
F_S = \sqrt{2} \frac{\sqrt{g^\tau}}{4\pi} \frac{(4\pi)^2 M_{KK}}{(q_{\pi\pi} q_{KK})^{1/2}} \sqrt{\frac{1}{3}} S
\]

\[
F_D = \sqrt{2} \frac{\sqrt{g^\tau}}{4\pi} \frac{(4\pi)^2 M_{KK}}{(q_{\pi\pi} q_{KK})^{1/2}} \sqrt{\frac{1}{3}} \sqrt{5} D
\]

\[|S|^2 \leq 1, |D|^2 \leq 1 \text{ by unitarity}\]

D) Energy dependence of partial widths

\[
D_2(x) = 9 + 3x^2 + x^n, \quad R_f = 3.5 \text{ (GeV)}^{-1}
\]

\[
\Gamma_f^{\pi}(M) = \Gamma_f^{\pi} \left( \frac{q_{\pi\pi}(M)}{q_{\pi\pi,f}} \right)^5 \frac{D_2(q_{\pi\pi,f} R_f)}{D_2(q_{\pi\pi}(M) R_f)}
\]

\[
\Gamma_f^{K}(M) = \Gamma_f^{K} \left( \frac{q_{KK}(M)}{q_{KK,f}} \right)^5 \frac{D_2(q_{KK,f} R_f)}{D_2(q_{KK}(M) R_f)}
\]

The total widths \(\Gamma_f^{\pi}(M)\) and \(\Gamma_f^{A_2}(M)\) have the mass dependence of the \(\pi\pi\) and \(\rho\pi\) channel, respectively.

E) Moment combinations \(M_1, M_2, M_3\)

\[
M_1 = \sqrt{4\pi} \left\{ \frac{2}{5} \langle \gamma_0 \rangle + \frac{7}{10} \langle \gamma_0 \rangle \right\}
= \rho_{00}^{22} + \frac{2}{5} \rho_{00}^{00} + \rho_{22}^{22}
\]

\[
M_2 = \sqrt{4\pi} \left\{ \frac{3}{10} \langle \gamma_0 \rangle - \frac{7}{20} \langle \gamma_0 \rangle \right\}
= \rho_{11}^{22} + \frac{3}{10} \rho_{00}^{00} + \frac{1}{2} \rho_{22}^{22}
\]

\[
M_3 = \sqrt{4\pi} \left\{ \frac{1}{2\sqrt{5}} \langle \gamma_0 \rangle - \frac{1}{2} \langle \gamma_2 \rangle + \frac{1}{4\sqrt{5}} \langle \gamma_4 \rangle \right\}
= -\text{ Re} \rho_{00}^{20} + \frac{1}{2\sqrt{5}} \rho_{00}^{00} + \frac{\sqrt{5}}{2} \rho_{22}^{22}
\]

These combinations have the property that the density matrix elements \(\rho_{00}^{20}, \rho_{00}^{22},\) and \(\rho_{11}^{22}\) become separated. The moment \(M_2\) is very suitable for the study of the \(S\)-wave cross-section at small \(t\).
Table 1
Result of the mass-dependent fit 5.2.1 in the resonance region

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_f$</td>
<td>1282 ± 5 MeV</td>
</tr>
<tr>
<td>$\Gamma_f$</td>
<td>159 ± 10 MeV</td>
</tr>
<tr>
<td>$(\Gamma_f^\pi/\Gamma_f)\cdot(\Gamma_f^K/\Gamma_f)$</td>
<td>0.020 ± 0.004</td>
</tr>
<tr>
<td>$S_0^2$</td>
<td>0.29 ± 0.03</td>
</tr>
<tr>
<td>$m_S$</td>
<td>1494 ± 6 MeV</td>
</tr>
<tr>
<td>$\Gamma_S$</td>
<td>71 ± 15 MeV</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>0.0 ± 0.05</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>142° ± 8°</td>
</tr>
<tr>
<td>$\phi_2$</td>
<td>208° ± 18°</td>
</tr>
<tr>
<td>$c$</td>
<td>0.48 ± 0.05</td>
</tr>
<tr>
<td>$b_S$</td>
<td>1.57 ± 0.2 GeV^{-2}</td>
</tr>
<tr>
<td>$b_D$</td>
<td>0.31 ± 0.15 GeV^{-2}</td>
</tr>
<tr>
<td>$b_C$</td>
<td>0.33 ± 0.35 GeV^{-2}</td>
</tr>
</tbody>
</table>

Table 2
Result of the mass-dependent fit 5.2.2 in the threshold region

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>a</td>
</tr>
<tr>
<td>Im $a$</td>
<td>1.36 ± 0.15 GeV^{-1}</td>
</tr>
<tr>
<td>$\phi_0^S$</td>
<td>255° ± 15°</td>
</tr>
<tr>
<td>$b_S$</td>
<td>1.7 ± 0.15 GeV^{-2}</td>
</tr>
<tr>
<td>$(\Gamma_f^\pi/\Gamma_f)\cdot(\Gamma_f^K/\Gamma_f)$</td>
<td>0.030 ± 0.01</td>
</tr>
<tr>
<td>$c$</td>
<td>0.7 ± 0.07</td>
</tr>
</tbody>
</table>
Table 3

SU(3) fit to the $(J^P) 2^+ \rightarrow 0^0$ decays. The decay rates are given in GeV units. Best fit a): Input values from PDG table Ref. 22, from Ref. 27 and from this work; the last entry is the product of $f' \rightarrow \pi\pi$ and $f' \rightarrow K\bar{K}$ decay rates (symbolically indicated as $9\cdot10$). Best fit b): enlarged errors on total decay rates and use of ratios as indicated by the decay rate code numbers.

<table>
<thead>
<tr>
<th>Decay rate</th>
<th>Input to fit</th>
<th>Best fit a)</th>
<th>Input to fit</th>
<th>Best fit b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $f \rightarrow \pi\pi$</td>
<td>$1 0.141 \pm 0.026$</td>
<td>$1 0.105$</td>
<td>$1 0.141 \pm 0.026$</td>
<td>$1 0.120$</td>
</tr>
<tr>
<td>2 $f \rightarrow K\bar{K}$</td>
<td>$2 0.0041 \pm 0.0012$</td>
<td>$2 0.0036$</td>
<td>$2/1 0.029 \pm 0.006$</td>
<td>$2 0.0040$</td>
</tr>
<tr>
<td>3 $f \rightarrow \eta\eta$</td>
<td>$3 0 \pm 0.0012$</td>
<td>$3/1 0 \pm 0.0036$</td>
<td>$3 0.0152 \pm 0.0035$</td>
<td>$3 0.0004$</td>
</tr>
<tr>
<td>4 $A_2 \rightarrow \pi\pi$</td>
<td>$4 0.0152 \pm 0.002$</td>
<td>$4 0.0154$</td>
<td>$4 0.152 \pm 0.0035$</td>
<td>$4 0.0182$</td>
</tr>
<tr>
<td>5 $A_2 \rightarrow K\bar{K}$</td>
<td>$5 0.0047 \pm 0.0005$</td>
<td>$5 0.0054$</td>
<td>$5/4 0.309 \pm 0.046$</td>
<td>$5 0.0061$</td>
</tr>
<tr>
<td>6 $A_2 \rightarrow \eta\eta$</td>
<td>$6 0 \pm 0.0005$</td>
<td>$6 0.0006$</td>
<td>$6/4 0 \pm 0.067$</td>
<td>$6 0.0007$</td>
</tr>
<tr>
<td>7 $K^{**} \rightarrow K\pi$</td>
<td>$7 0.055 \pm 0.006$</td>
<td>$7 0.046$</td>
<td>$7 0.055 \pm 0.012$</td>
<td>$7 0.052$</td>
</tr>
<tr>
<td>8 $K^{**} \rightarrow K\eta$</td>
<td>$8 0.002 \pm 0.002$</td>
<td>$8 0.0004$</td>
<td>$8 0.002 \pm 0.0025$</td>
<td>$8 0.00036$</td>
</tr>
<tr>
<td>9 $f' \rightarrow \pi\pi$</td>
<td>$9 \cdot 10 (14 \pm 70) \times 10^{-6}$</td>
<td>$9 0.0002$</td>
<td>$9+10+11 0.05 \pm 0.02$</td>
<td>$9 0.00007$</td>
</tr>
<tr>
<td>10 $f' \rightarrow K\bar{K}$</td>
<td>$10 0.040$</td>
<td>$9 \cdot 10 \over (9+10+11)^2 0.0008 \pm 0.0029$</td>
<td>$10 0.046$</td>
<td></td>
</tr>
<tr>
<td>11 $f' \rightarrow \eta\eta$</td>
<td>$11 0.0065$</td>
<td>$11 0.0069$</td>
<td>$\theta_0 = (-9.6 \pm 4.1)^o, \theta_2 = (35.9 \pm 2.1)^o, \chi^2/d.o.f. = 8/6$</td>
<td>$\theta_0 = (-10.6 \pm 3.3)^o, \theta_2 = (36.2 \pm 1)^o, \chi^2/d.o.f. = 3/7$</td>
</tr>
</tbody>
</table>
Figure captions

Fig. 1 : Unnormalized moments \( \langle Y_0^b \rangle \): a) for \( |t| \leq 0.2 \) GeV\(^2\), and b) for \( 0.2 \leq |t| \leq 0.5 \) GeV\(^2\). The ordinates are in units of events per 10 MeV \( \left[ \langle Y_0^b \rangle = (1/\sqrt{4\pi}) \cdot (dN/dM) \right] \). The histogram refers to the data without weight; note the change of scale in the ordinate. The solid and dotted curves are the results of fits 5.2.1 and 5.2.2, respectively. These fits are discussed in the text.

Fig. 2 : The weight used for correcting the acceptance as a function of \( t \) and \( \cos 0 \). The mass intervals (in GeV) are: histogram a, \( M < 1.2 \); b, \( 1.2 < M < 1.4 \); and c, \( 1.4 < M < 1.6 \).

Fig. 3 : Unnormalized moments \( \langle Y_2^b \rangle \) and \( \langle Y_4^b \rangle \) for \( |t| \leq 0.2 \) (a,c) and \( 0.2 \leq |t| \leq 0.5 \) GeV\(^2\) (b,d). The ordinates are in units of weighted events per 10 MeV as explained in the Appendix. The solid and dotted curves are the results of fits 5.2.1 and 5.2.2, respectively (see text). The dashed line in \( \langle Y_4^b \rangle \) is discussed in Section 6.5.

Fig. 4 : Unnormalized moments \( \langle Y_0^c \rangle \) and \( \langle Y_1^c \rangle \) (see Fig. 3).

Fig. 5 : Unnormalized moments \( \langle Y_2^c \rangle \) and \( \langle Y_4^c \rangle \) (see Fig. 3).

Fig. 6 : Unnormalized moments \( \langle Y_3^c \rangle \) and \( \langle Y_5^c \rangle \) (see Fig. 3).

Fig. 7 : Unnormalized moments \( \langle Y_6^c \rangle, \langle Y_7^c \rangle, \langle Y_8^c \rangle, \) and \( \langle Y_9^c \rangle \) for \( |t| \leq 0.2 \) GeV\(^2\) (see Fig. 3).

Fig. 8 : \( t \)-dependence of \( (d\sigma/dt')(\mu^2-t)^2 \) at threshold (top) and in the resonance region (bottom). \( M \) is the \( \pi K \) mass in GeV; \( q_{\pi K} \) is the pion momentum in the c.m.s. of \( \pi K \). The ordinate is in arbitrary units.

Fig. 9 : Energy dependence of \( \sigma(\pi^- p \rightarrow K_S^0 K_S^0 n) \) derived from this and previous \(^4, 5\) experiments. The differential cross-section has been integrated over \( 0 \leq |t| \leq 0.5 \) GeV\(^2\) and over the mass bins indicated. The dashed lines indicate the \( p_{lab}^2 \) dependence.

Fig. 10 : Results of fitting the model to the data: magnitude and relative phase of S- and D-wave \( (|S|^2, |D|^2, \phi_S, \phi_D) \), cut strength parameter (C) and slope of S- and D-wave \( (b_S, b_D) \). The points are the result of a mass-independent fit (see Section 5.1). The solid and dotted lines refer to the mass-dependent fit in the resonance and in the threshold region, respectively (discussed in Section 5 under 5.2.1 and 5.2.2).
Fig. 11: Momentum transfer dependence of the moment combinations M1, M2, M3 defined in the Appendix. The full curves are the result of fit 5.2.1; the dashed curve for M1, 1.27 \leq M(KE) \leq 1.37 \text{ GeV}, indicates the effect of A_2 production (see text, Section 6.5).

Fig. 12: Momentum transfer distribution in the threshold region. The curves are the result of the fit described in Section 5.2.2.
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- Graphs a, b, c, d show plots of $\langle Y_0^0 \rangle$ and $\langle Y_8^1 \rangle$ vs. $M(K\bar{K}), \text{GeV}$.
$d\sigma / dt' \propto (\mu^2 t')^{1/2}$

$M(K\bar{R}) \leq 1.05$

$1.3 \leq M(K\bar{R}) \leq 1.35$
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