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Abstract

A new interaction, plasma redshift, is derived, which is important only when photons penetrate a hot, sparse electron plasma. The derivation of plasma redshift is based entirely on conventional axioms of physics, without any new assumptions. The calculations are only more exact than those usually found in the literature. When photons penetrate a cold and dense electron plasma, they lose energy through ionization and excitation, through Compton scattering on the individual electrons, and through Raman scattering on the plasma frequency. But when the plasma is very hot and has low density, such as in the solar corona, the photons lose energy also in plasma redshift, which is an interaction with the electron plasma. The energy loss of a photon per electron in the plasma redshift is about equal to the product of the photon’s energy and one half of the Compton cross-section per electron. This energy loss (plasma redshift of the photons) consists of very small quanta, which are absorbed by the plasma and cause a significant heating. In quiescent solar corona, this heating starts in the transition zone to the solar corona and is a major fraction of the coronal heating. Plasma redshift contributes also to the heating of the interstellar plasma, the galactic corona, and the intergalactic plasma. Plasma redshift explains the solar redshifts, the redshifts of the galactic corona, the cosmological redshifts, the cosmic microwave background, and the X-ray background. The plasma redshift explains the observed magnitude-redshift relation for supernovae SNe Ia without the big bang, dark matter, or dark energy. There is no cosmic time dilation. The universe is not expanding. The plasma redshift, when compared with experiments, shows that the photons’ classical gravitational redshifts are reversed as the photons move from the Sun to the Earth. This is a quantum mechanical effect. As seen from the Earth, a repulsion force acts on the photons. This means that there is no need for Einstein’s Lambda term. The universe is quasi-static, infinite, everlasting and can renew itself forever. All these findings thus lead to fundamental changes in the theory of general relativity and in our cosmological perspective.
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Compton scattering consists of scattering of one incident photon on one electron, and it results in only one out-going photon. The cross section is about $\Phi_C = 6.65 \cdot 10^{-25}$ cm$^2$. Only a very small amount of recoil energy is transferred to the electron. The ‘double Compton scattering’ consists of one incident photon scattered on one electron and results in two out-going photons. The cross section is very small, or about $\Phi_C/137$. The ‘multiple Compton scattering’ is also very small and consists of one incident photon scattered on one electron and results in multiple (three or more) out-going photons. Both double and multiple Compton scattering cross sections are quantum mechanical effects and could not be deduced in classical physics. Coherent scattering on the electrons of atoms is usually called Rayleigh scattering when the initial and final states of the electrons are the same. But if the initial and final electronic states differ, the corresponding incoherent scattering is often called either Raman scattering or Stokes scattering. All these processes are well known, and not a subject of this article. When the photons scatter on the plasma electrons in thermal equilibrium, the redshifts produced by these processes are small and usually insignificant. If the scattering electron
moves relative to the observer, we get a Doppler shift, but that does not change the nature of the interactions.

The plasma-redshift theory, that is deduced in this article distinguishes itself from all the processes mentioned above. It is about the interaction of one incident photon with a great many electrons in the plasma. The theory for this scattering has never been dealt with before. The plasma redshift is related to ‘double Compton scattering’ and ‘multiple Compton scattering’, but it distinguishes itself from these processes, because it is a new multiple scattering process on a great many electrons (not only one electron, as in double and multiple Compton scattering). Although incoherent, it is not related to Raman scattering, or incoherent scattering on the plasma frequency. The plasma redshift can usually be deduced using classical physics methods, but it requires quantum mechanics to derive the relevant damping. If classical physics damping were used, the cross section would be zero.

In Compton scattering, an incident photon with wavelength of 500 nm transfers energy of about $1.6 \cdot 10^{-30} \hbar \nu$ to the plasma per electron. The corresponding energy transferred to the plasma in the plasma redshift is about 200,000 times larger, or $3.3 \cdot 10^{-25} \hbar \nu$ per electron. Compared with heating by Compton scattering, the heating by plasma redshift is very large and important for explaining the heating of the solar corona, the corona of galaxies and the intergalactic plasma. This interaction is very important, although it has been overlooked in the past.

Heitler (see, in particular, sections 23 and 33 of [1]) estimated that when one of the photons emitted in ‘double Compton scattering’ (or ‘multiple Compton scattering’) is far in the infrared, the cross section becomes large and approaches infinity as infrared photon energy approaches zero. When higher order effects are taken into account, Heitler found the integrated cross section to be finite. Gould [2] has made refined calculations with essentially the same result. The results of both Heitler and Gould are based on the incorrect assumption that the photon interacts with only one electron. However, when one of the outgoing infrared photons is far in the infrared, the interaction in a hot, sparse plasma involves always many electrons. Collective effects are then very important and make this cross section much larger and significant in hot, sparse plasmas, such as those in the coronas of stars, while it is usually insignificant in cold, dense laboratory plasmas and in the denser and colder chromospheres of stars.

We should realize that the solution of the infrared problem by Heitler and Gould in case of a sparse hot plasma is incorrect, because they assumed that in the infrared limit the double and multiple Compton scattering involves only one electron. That never happens in a hot sparse plasma, when the emitted and absorbed photons are very soft. In this case the interaction always involves great many electrons, even in the sparsest plasma of intergalactic space. Their assumed cross section must then be replaced by plasma-redshift cross section, which is deduced in this paper.

In the hot, sparse plasmas of stars’ coronas, the electrons keep each other at distances, which are very long compared with their de Broglie wavelengths. The exchange effects, which play a role only over distances shorter or comparable to the de Broglie wavelengths, are therefore of little or no importance in the hot, sparse plasmas that we are dealing with in the following discussion. Within reasonable boundaries all the electrons have different energy levels. The quantum numbers of angular moments in the interactions between the electrons are large. We may, therefore, treat these sparse and hot plasmas either quantum mechanically or semiclassically. The quantum-mechanical equation for polarization of the plasmas by light is for $\hbar \omega \ll m_e c^2$ identical with the semiclassical equation.

In section 2, we deduce the cross section for the redshift in a plasma free of magnetic fields. Some of the details of the theory are shown in Appendix A. The cross section for the plasma redshift depends on the photon width and the damping in the plasma. In section 3, we elaborate on how the damping in the electron plasma varies with plasma temperature and also how the damping and the density affect both the coherence effects and the cross section for the plasma redshift of photons. It is shown how the plasma redshift varies with the wavelength, electron temperature and density. Only when the wavelength is less than a certain cut-off wavelength, which depends on the electron temperature and density, is the plasma redshift significant. In section 4, we give examples of how the magnetic field affects the plasma redshift and the cut-off wavelength for the redshift. This is especially important for explaining some of the phenomena in the Sun, such as the flares, loops and arches. Also important for explaining the phenomena is the theory for transforming
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magnetic field energy to heat, which is developed in Appendix B. The transformation is often initiated and accelerated by the plasma-redshift heating. In sections 5.1 to 5.12, we compare the plasma-redshift theory with observations in the Sun, the Milky Way, and the intergalactic space. These comparisons lead to fundamental changes in the theory of general relativity, and in our cosmological perspective. The changes in the theory of general relativity include a reversal of the gravitational redshift of photons, which causes a significant modification of the equivalence principle. The solar redshift experiments show clearly this reversal. The reversals of photons’ redshifts are discussed in sections 5.6.2 and 6. The changes in the cosmological perspective include replacing the big-bang model with a seemingly static model of the universe, because the plasma redshift leads to a hot intergalactic plasma, which can explain the entire cosmological redshift and the microwave background. Furthermore, the reversal of photons’ redshifts makes it possible that the universe is seemingly static without Einstein’s Lambda term. In section 7, we suggest additional experiments for confirming the findings. In section 8, we give a summary and conclusions.

2 Energy loss of photons as they penetrate a plasma

For a photon’s field moving along the x-axis, we can at \( x = 0 \) normalize the Poynting vector, \( S \), to the energy flux of one photon, \( \hbar \omega_0 = \hbar \omega_0 \), per second and per square cm in vacuum, where \( \hbar \) is the Planck constant. Even in a vacuum, the photon is never infinitely sharp but consists of a distribution of frequency components as indicated by

\[
S = \hbar \omega_0 \frac{\gamma}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega}{(\omega - \omega_0)^2 + \gamma^2/4},
\]

where \( \gamma \) is the photon width [1]. For the dielectric constant \( \varepsilon = (n - i\kappa)^2 = 1 \) and therefore the refraction index \( n = 1 \) and absorption coefficient, the imaginary part \( \kappa = 0 \), this form of the field in the photon also follows from Eq. (3) below, which follows from Eq. (A29) in the Appendix A. When the photon penetrates a plasma, the photon’s virtual field will be modified by the dielectric constant \( \varepsilon = (n - i\kappa)^2 \). From the solution, Eq. (A15), to the dynamical Eq. (A12) of the Appendix A, we get that the polarization is given by Eq. (A18). From the polarization, we derive that the dielectric constant is

\[
\varepsilon = \left( 1 - \frac{\omega_p^2}{\omega^2 + \beta^2 \omega_0^2} \right) - i \frac{\beta \omega_p^2}{\omega^2 + \beta^2 \omega_0^2},
\]

where \( \omega_p = \sqrt{4\pi e^2 N_e/m_e} \) is the plasma frequency, and where \( \beta \omega_0^2 \) is the radiation damping in the hot sparse plasma.

We set the magnetic permeability equal to 1. As shown in Eq. (A29) of Appendix A, we get from Eq. (1) and Eq. (2) at distance \( x \) that

\[
S = \hbar \omega_0 \frac{\gamma}{2\pi} \int_{-\infty}^{\infty} \frac{n}{\varepsilon \bar{\varepsilon}} \frac{\exp \left( -2\kappa \omega_0 \right)}{\left( \gamma^2/4 + (\omega - \omega_0)^2 \right)} d\omega,
\]

where \( \bar{\varepsilon} \) is the complex conjugate of \( \varepsilon \).

We differentiate this expression with respect to \( x \) and get that the photon’s energy loss per cm is given by

\[
\frac{dS}{dx} = -\hbar \omega_0 \gamma \int_{-\infty}^{\infty} \frac{2\kappa \omega n}{\varepsilon \bar{\varepsilon}} \frac{\exp \left( -2\kappa \omega_0 \right)}{\left( \gamma^2/4 + (\omega - \omega_0)^2 \right)} d\omega.
\]
For $x$ equal to 0, the energy loss per cm is then

$$\frac{dS}{dx} = -\frac{\hbar \omega_0 \gamma}{2\pi c} \int_{-\infty}^{\infty} \frac{2\kappa \omega n}{\varepsilon \varepsilon (\gamma^2/4 + (\omega - \omega_0)^2)} \, d\omega.$$  \hspace{1cm} (4)$$

From Eq. (2), see also Eq. (A22), we derive that

$$\frac{2\kappa n \omega}{\varepsilon \varepsilon} = \frac{\beta \omega^4 \omega_p^2}{(\omega_p^2 - \omega^2)^2 + \beta^2 \omega^4}.$$

and when we insert this expression into Eq. (4), we get that the photon’s energy loss per cm is

$$\frac{dS}{dx} = -\frac{\hbar \omega_0 \gamma}{2\pi c} \int_{-\infty}^{\infty} \frac{\beta \omega_p^2 \omega^4}{\varepsilon \varepsilon [(\omega_p^2 - \omega^2)^2 + \beta^2 \omega^4]} \, d\omega.$$  \hspace{1cm} (5)$$

The right side of Eq. (5) can be integrated in the complex plane along the x-axis from $-\infty$ to $+\infty$ and then counterclockwise along the semicircle in the upper half plane. The integral along the semicircle is zero. The integral in Eq. (5) is then equal to $2\pi i$ times the sum of the residue of the poles in the upper half-plane, where $i$ is the notation for the imaginary component. For

$$\omega_q = 0, \quad \alpha = 0, \quad \beta \gg \beta_0, \quad \omega_0 \gg \omega_p, \quad \beta \omega_p \ll 1, \quad \gamma \ll \omega_0,$$

the four poles in the upper plane are given by (see Eq. (A33) of Appendix A)

$$\omega = \begin{cases} 
\alpha = + \omega_p + i \frac{\beta \omega_p^2}{2} \\
\beta = - \omega_p + i \frac{\beta \omega_p^2}{2} \\
\epsilon = + i \frac{1}{\gamma} \left[1 + (\beta \omega_p)^2\right] \\
\gamma = + \omega_0 + i \frac{\beta \omega_0^2}{2} 
\end{cases}.$$  \hspace{1cm} (6)$$

From Eqs. (5) and (6), we get that

$$\frac{dS}{dx} = -\hbar \omega_0 \frac{8\pi}{3} r_e^2 N_e \left[ \gamma \frac{2}{\gamma_0} + \frac{\gamma}{2\gamma_0} + \frac{\gamma}{2\gamma_0} \cdot \frac{\beta \omega_0^2}{(1 + (\beta \omega_0)^2)} + \frac{1}{(1 + (\beta \omega_0)^2)} \right],$$  \hspace{1cm} (7)$$

where $\beta \omega_p^2/c = (8\pi/3) r_e^2 N_e = 6.65 \cdot 10^{-25} N_e$ is the Compton cross section per cm of photon path when $N_e$ is the electron density per cubic cm, and where $\beta_0 = 2e^2/(3m_e c^3) = 6.266 \cdot 10^{-24}$ is the classical damping constant and $\gamma_0 = \beta \omega_0^2$ the classical damping for the incident photon.

The last term inside the brackets, corresponding to the pole $d$ in Eq. (6), is identical to the quantum mechanical Compton scattering cross section for soft photons, as deduced by Heitler [1]. In the Compton scattering, we set damping constant equal to the classical damping constant and the dielectric constant equal to 1, as Heitler did, because in the sparse plasmas of our interest the incident photon interacts with only one electron. If the electron were bound in an atom with other electrons, we would get Rayleigh scattering.

The two first terms inside the brackets, correspond to the poles $a$ and $b$ in Eq. (6). These poles correspond to Raman scattering on the plasma frequency, $\omega_p$. In the treatment above, the oscillator strengths are positive as we assumed that they were in the ground state. In the actual hot plasma of our interest the plasma oscillators are usually in thermodynamic equilibrium, and we have then about equal number of positive and negative oscillator strengths. In thermodynamic equilibrium the emission and absorption cancel each other. Nevertheless, these interactions cause small angular
scattering, which are insignificant in practically all experiments of our interest, because the densities of the plasmas of our interest are usually very low. However, they can affect the observations of most distant supernovas as Eq. (52) shows.

The third term inside the brackets, the plasma-redshift term, corresponds to pole $c$, the pole on the imaginary axis. The plasma-redshift term is a new cross section term and the focus of our interest in this article. It is due to loss (emission and absorption) of very low frequency components in the photon field. This cross section has been overlooked in the past, most likely because when the damping factor $\beta$ in the radiation damping, $\beta\omega_0^2$, is close to the classical value of $\beta_0$, as it is in an ordinary laboratory plasma, this third term is practically zero and the cross section insignificant. However, in a hot, sparse plasma both the damping factor, $\beta$, and the collective effects are very large; and this plasma-redshift term becomes significant. As mentioned in the introduction, this term is also related to the emission of very soft quanta in double and multiple Compton scattering. Those familiar with the deduction of Cherenkov radiation, which is emitted when fast charged particles penetrate dielectrics, may also find some resemblance between plasma redshift and Cherenkov radiation. The classical mechanics cannot treat properly the radiation damping terms. We must therefore use quantum mechanics to determine the damping. It then can be seen that $\beta$ can be very large in a hot, sparse plasma. In the third term inside the brackets of Eq. (7), the value of $1/(\beta\omega_0)$ is then very small. The plasma-redshift cross section becomes then equal to $3.326 \cdot 10^{-25} (\gamma/\gamma_0) N_e$ per cm of the photon path. In the following section 3, we will see how $\beta$ changes with temperature and density of the plasma, and with the wavelength of the incident light.

### 3 Damping factor $\beta$ and the cut-off wavelength for plasma redshift

#### 3.1 Semi-classical treatment of the collision damping

The collision damping $\alpha$ in Eq. (2) is often equated with $2/\tau$, where $\tau$ is the time between collisions; see Comment A4 in Appendix A. From the stopping theory for charged particles we know that also the frequencies of the Fourier field of the incident particles determine the energy transfer in the collisions. The collision factors $\alpha = 2/\tau$, and $\alpha + \beta\omega^2 = \beta\omega^2$ depend on the frequency $\omega$ of the fields’ Fourier components of the colliding electrons (see discussion below Eq. (A12) in the Appendix A). For being effective in disturbing the oscillation of an electron in the Fourier field of the incident photon, the Fourier harmonic of the colliding electrons must have about the same or higher frequency as the photon.

For example, the root $d$ in Eq. (6) corresponds to the center (principal) frequency, $\omega_0$, of the incident photon field. For disturbing the oscillation of the electron at the frequency $\omega_0$, the frequency of the collision field must be about equal to or greater than $\omega_0$. From the stopping theory of charged particles, we know that the energy absorbed per colliding electron in a small increment $dp$ of the impact parameter $p$ is proportional to $\{[xK_1(x)]^2 + [(x/\gamma)K_0(x)]^2\}(dp/p)$, where $K_0(x)$ and $K_1(x)$ are the modified Bessel functions of zero and first order, $x = p\omega_0/\gamma v$, and where $\gamma$ in this case is the relativistic factor $\gamma = 1/\sqrt{1 - \upsilon^2/c^2}$, which is not to be confused with the same notation for the radiation damping. Niels Bohr deduced these relations in 1913 and 1915 [3]. In the following, we will assume that this relativistic factor, $\gamma$, is about equal to one, which eliminates any confusion about the notations. The quantity within the braces is about equal to one for $x = \rho\omega_0/\gamma v < 1$, and for $x \geq 1$, it falls off exponentially. When we integrate over all values of $p$, we get that the energy loss per second from the colliding incident electrons is for relativistic factor $\gamma \approx 1$

$$\frac{dE}{dt} = \frac{4\pi e^2 N_e}{m_e v} \left[ \ln \frac{m_e v^2}{\delta \cdot h\nu} - \frac{\delta_1 v^2}{2 c^2} \right] = 7.3425 \cdot 10^{-10} N_e \frac{m_e v^2}{1.147 \cdot h\nu} - \frac{0.815 v^2}{2 c^2} \text{erg s}^{-1},$$

where $\delta = 1.147$ and $\delta_1 = 0.815$. In case of a proton collision, we must add the term $\ln 2$ within the brackets, and replace the electron density, $N_e$, with the proton density, $N_p$.

In the solar corona, we may have that $N_e \approx 5.5 \cdot 10^7 \text{ cm}^{-3}$, and $T \approx 2 \cdot 10^6 \text{ K}$, which corresponds to $v = 9.536 \cdot 10^8 \text{ cm s}^{-1}$, and $m_e v^2 = 517.044 \text{ eV}$. We get for $h\nu \approx 4 \text{ eV}$ that $dE/dt \approx 2 \cdot 10^{-10} \text{ erg s}^{-1}$, which corresponds to a photon energy $E \approx 4 \text{ eV}$.
which is small compared with $\gamma_0 h\nu \approx 2.3142 \cdot 10^8 \cdot 6.4087 \cdot 10^{-12} = 1.4831 \cdot 10^{-3}$ erg s$^{-1}$, where $\gamma_0 = 6.266 \cdot 10^{-24} \cdot \omega^2$ is the classical damping. Usually, we have that the quantum mechanical damping, $\gamma$ is in the range of $0.1 \gamma_0 \leq \gamma \leq 10 \gamma_0$. The Compton scattering in the corona is therefore not affected by the collision damping. Similar estimates show that the collision broadening does not affect the Compton scattering low in the transition zone, and much less in interstellar and intergalactic space where the densities are much lower.

When the frequency, $\nu_0$, of the incident photon is very low, the value of $dE/dt$ becomes larger, and the value of $\gamma_0 = 6.266 \cdot 10^{-24} \cdot \omega^2$ smaller. For example, for $h\nu \leq 4 \cdot 10^{-4}$ eV, the collision broadening will affect the Compton scattering depending on the density.

The incident photon consists of a broad spectrum of frequencies as shown in the integrand of Eq. (1). The low frequency components of the photon may act on several electrons coherently. The corresponding classical damping, $\gamma_0 = 6.266 \cdot 10^{-24} \cdot \omega^2$, is then emitted coherently from several electrons, which therefore magnifies the corresponding damping contribution. These low energy components cannot keep up with the photon’s higher frequencies, and are ripped off the photon and absorbed in the plasma. This is similar to the Cherenkov radiation from charged particles penetrating dielectrics. We usually think of the Cherenkov radiation as being all emitted, but a part of the Cherenkov radiation, the part that is close to the resonance, is actually absorbed immediately, just like the damping in the pole $c$ of Eq. (6), which results in the third term within the brackets of Eq. (7). The forces within the photon recreate the removed low-frequency components, just like the Fourier harmonics of the field of the charged particles are regenerated after being removed as Cherenkov radiation. We will in the following establish the exact condition for this damping to become significant. We will have to treat the phenomena in accordance with quantum mechanics in the following subsection.

3.2 The plasma electron as a harmonic oscillator

It can be shown in many ways that when the plasma is disturbed, the forces within the plasma will result in characteristic oscillations with eigenfrequency $\omega_p$. For example, we see this frequency in the dielectric constant given by Eq. (A20) and therefore in displacement given by Eqs. (A15), and in the polarization given by Eq. (A18), and therefore in Eq. (2), (5), and (6). For $\omega_q = 0$, the plasma frequency, $\omega_p$, is the principal frequency for absorption in Eq. (5). Each electron will oscillate as a classical oscillator with a restoring force proportional to the displacement $r$. The electron will oscillate as a classical oscillator due to the polarization with the restoring force $m\ddot{r} = -kr$ and the frequency $\omega = \sqrt{k/m}$. For each plasma electron, we have that $k = 4\pi N_e e^2$. The force $m\ddot{r} = -kr = -4\pi N_e e^2 r$ corresponds to the polarization given by Eq. (A18). When we solve the classical equation $m\ddot{r} = -kr = -4\pi N_e e^2 r$, the solution is that of a classical harmonic oscillator with the frequency $\omega = \sqrt{k/m} = \sqrt{4\pi N_e e^2/m}$. The plasma frequency $\omega_p$ is defined by Eq. (A21). For $\omega_q = 0$ it is the characteristic eigenfrequency for each plasma electron, as Eq. (5) shows.

The forced oscillations of the electron will result in the usual radiation damping. The positive ions will also act like harmonic oscillators, but their radiation damping is much smaller, because of their larger mass.

We can then treat the electron plasma quantum mechanically. The plasma consists of great many oscillators. For the electrons in a hot plasma the Hamiltonian for each oscillator is given by

$$H_0 = H_0^0 + \frac{1}{2} m_e\omega^2_q \dot{r}r = -\frac{\hbar^2}{2m_e} \nabla^2 + \frac{1}{2} m_e\omega^2_q \dot{r}r,$$

where $\omega_q$ is principally any frequency in the plasma and $r$ is given by Eq. (A15). The plasma frequency $\omega_p$ is the dominant frequency, however, and we will usually replace $\omega_q$ by $\omega_p$. This non-relativistic Hamiltonian does not take into account the effects of magnetic fields, which will be treated subsequently.

The solutions corresponding to the Hamiltonian given by Eq. (8) are well known. The energy levels when we include the finite lifetime of the states are

$$E_\lambda = E_{n,l} = \left(\Lambda + \frac{3}{2}\right) \hbar \left(\omega_q - i\frac{\beta\omega^2_q}{2}\right),$$

where $\Lambda$ and $\beta$ are positive integers.
where \( \Lambda = 2n + l \) and where \( n \) and \( l \) can be any of the whole numbers: 0, 1, 2, .., .. The imaginary part of the frequency is included to indicate the finite lifetime of the states and the magnitude of the damping. In the case of magnetic fields, we must, in addition to the radial quantum number \( n \) and the angular quantum number \( l \), take into account the third quantum number \( m \).

When the magnetic field is zero, the states are degenerate; that is, several states can have the same energy for \( \Lambda > 1 \). For example, for the states \( \Lambda = 4 \), we have \((n, l) = (2, 0), (1, 2) \), or \((0, 4) \). These three states in turn have the multiplicity of 1, 5, and 9, respectively, for a total of 15 states.

More generally, for each quantum number \( \Lambda \), the total number of states is \((\Lambda + 1)(\Lambda + 2)\). These three states in turn have the multiplicity of 1, 5, and 9, respectively, for a total of 15 states.

\[
\text{The radiation-damping factor } \beta \text{ may deviate significantly from the classical value } \beta_0. \text{ In the transitions from a state } \Lambda \text{ to all final states, the energy emitted is given by}
\]

\[
I(\omega_q) = \hbar \omega_q A_{n,l} = \frac{4e^2 \omega_q^4}{c^3} \frac{\hbar}{2m_0\omega_q} \left[ n_x + n_y + n_z \right]
\]

\[
= \hbar \omega_q \frac{2\omega_q^2}{3m_0c^3} = \hbar \omega_q \beta_0 \omega_q^2 = \hbar \omega_q \beta \omega_q^2,
\]

where \( \beta = \Lambda \beta_0 \) can be very large. In hot plasmas, practically all the oscillators are highly excited. Their average \( \Lambda \) values are about \( \Lambda = 3kT/(\hbar \omega_q) \), and Einstein’s \( \Lambda \) coefficients, \( A_{\Lambda-\Lambda-1} = \beta \omega_q^2 = \Lambda \beta_0 \omega_q^2 \), are therefore large. The radiation loss given by the redshift term in Eq. (7) then becomes relatively large and significant. In good plasmas \( \omega_p \) is the dominant frequency, and we can therefore replace \( \omega_q \) by \( \omega_p \).

For evaluating the value of this redshift term, we need to average it over all states in the hot plasma. The number of possible states in a hot plasma with quantum number \( \Lambda \) is

\[
g_\Lambda = \frac{(\Lambda + 1)(\Lambda + 2)}{2} \approx \frac{\Lambda^2}{2}.
\]

The statistical energy distribution of the oscillators in thermal equilibrium is given by

\[
n_\Lambda = \frac{g_\Lambda}{\exp(\alpha + \Lambda \hbar \omega_p/(kT)) - 1} \approx \frac{g_\Lambda \exp(-\alpha)}{\exp(\Lambda \hbar \omega_p/(kT))}.
\]

The last approximation is valid because \( \exp(\alpha) \) is very large in hot and sparse plasmas, which in turn means that the Boltzmann, Fermi-Dirac, and Bose-Einstein statistics all render the same result. The normalized distribution function for the oscillator strengths is then given by

\[
P(n_\Lambda) d\Lambda = \left( \frac{\hbar \omega_p}{kT} \right)^3 \frac{\Lambda^2}{2} \exp\left( -\frac{\Lambda \hbar \omega_p}{kT} \right) d\Lambda.
\]

The cut-off frequency for the plasma redshift can be determined by weighing the third term inside the brackets of Eq. (7) by the normalized distribution function, Eq. (13). For \( \beta \omega_0 = \Lambda \beta_0 \omega_0 = x \), and \( a = \hbar \omega_p/(\beta_0 \omega_0 kT) = 3.65 \times 10^5 \lambda_0 \sqrt{\nu}/T \), we get

\[
F_1(a) = a^3 \int_0^\infty \frac{(x^2 - 1)x^4}{(x^2 + 1)^2} \exp(-ax) dx.
\]

When we integrate Eq. (14) over the parameter \( x = \beta \omega_0 = \Lambda \beta_0 \omega_0 \), we get

\[
F_1(a) = a^3 \left[ \frac{1}{a^3} - \frac{1.5}{a} + 2 f(a) - \frac{a}{2} g(a) \right] = \left[ 1 + 2 a^2 \left( a f(a) - 0.75 - \frac{a^2}{4} g(a) \right) \right],
\]

where the functions \( f(a) \) and \( g(a) \) are given by

\[
f(a) = \int_0^\infty \frac{\exp(-ax)}{x^2 + 1} dx \text{ and } g(a) = \int_0^\infty \frac{x \exp(-ax)}{x^2 + 1} dx.
\]
For numerical values of $f(a)$ and $g(a)$, see reference [4]. The numerical values for the oscillator strength function, $F_1(a)$, are shown in Table 1.

In Eq. (7), we can then replace the product of $N_e$ and the third term within the brackets by $N_e \cdot F_1(a)$, which is a measure of the oscillator strength in the plasma redshift term, the third term inside the brackets in Eq. (7). Table 1 shows that $F_1(a)$ is close to 1 for small values of $a$, or for high frequencies $\omega_0$, or for small wavelengths $\lambda_0$ in cm of the incident radiation. From the definition of $a = \frac{\bar{h}\omega_p}{\beta_0 \omega_0 kT} = 3.651 \cdot 10^5 \frac{\lambda_0 \sqrt{N_e}}{T}$, we have that the photon’s cut-off wavelength is

$$\lambda_0 = \frac{2\pi c}{\omega_0} = 2.739 \cdot 10^{-6} a \frac{T}{\sqrt{N_e}}. \quad (15)$$

From Table 1, we can find the oscillator strength for a given value of $a$. For example, for $a \leq 1.163$, we have that $F_1(a) \geq 0.5$, or that the oscillator strength is $\geq 50\%$, where the 50\% cut-off wavelength, $\lambda_{0.5}$, for the redshift is determined by inserting 1.163 for $a$ into Eq. (15). We get

$$\lambda_{0.5} = 2.739 \cdot 10^{-6} \cdot 1.163 \frac{T}{\sqrt{N_e}} = 3.185 \cdot 10^{-6} \frac{T}{\sqrt{N_e}} \text{ cm} = 318.5 \frac{T}{\sqrt{N_e}} \text{ Å}. \quad (16)$$

The 90\% and 10\% oscillator strengths are obtained for $a$ equal to 0.344 and 2.671, respectively. The corresponding 90\% and 10\% cut-off wavelengths are obtained by inserting the corresponding values for $a$ into Eq. (15).

When we in Eq. (7) replace $dS$ by $d\bar{\omega}$ and $\omega_0$ by $\omega$, and when we consider only the redshift term, the third term within the brackets, while disregarding the first, second, and fourth term within the brackets, we get

$$- \frac{d\bar{\omega}}{h\omega} = \frac{4\pi}{3} r_e^2 N_e \gamma_0 \frac{\gamma}{\gamma_0} F_1(a) dx. \quad (17)$$

When we then integrate each side and set $\lambda - \lambda_0 = \Delta\lambda$, we get

$$- \int_{\omega_0}^{\omega} \frac{d\omega}{\omega} = \ln \left( \frac{\omega_0}{\omega} \right) = \ln \left( 1 + \frac{\Delta\lambda}{\lambda_0} \right) = \ln (1 + z) = 3.326 \cdot 10^{-25} \int_0^R F_1(a) \frac{\gamma}{\gamma_0} N_e dx, \quad (18)$$

where $\Delta\lambda/\lambda = z$.

Once the redshift is initiated in the transition zone to the solar corona, the redshift heating (due to absorption of the far infrared Fourier components of each photon) causes relatively rapid temperature increase and density decrease. Below 50\% cut-off, given by Eq. (16) for $a = 1.163$, the oscillator strength function, given by Table 1, is less than 50\%, and above the 50\% cut-off it is more. By averaging, we can often for each wavelength set the oscillator strength function equal to 1 above the 50\% cut-off and equal to zero below the 50\% cut-off.
In the middle of the transition zone to the solar corona, we have (see the discussion in section 5.1) that $T \approx 500,000$ K, and $N_e \approx 5 \cdot 10^{10}$ cm$^{-3}$. These values correspond to $T N_e \approx 5 \cdot 10^{14}$ K cm$^{-3}$. From Eq. (16) we get for these values that the 50% cut-off wavelength is 500 nm; that is, photons with wavelength shorter than 500 nm will be redshifted more than 50% of the maximum redshift. Above the cut-off limit the temperature usually increases sharply and the density continues to decrease until the entire solar spectrum is redshifted.

Detailed analysis shows that for a quiescent corona, the redshift heating exceeds the X-ray and recombination cooling in the transition zone to the corona. This causes the temperature to increase to about two million degrees (see sections 5.1 and 5.2). Below this maximum temperature, a significant fraction of the heating in the upper transition zone leaks by conduction into the lower transition zone and helps compensate the greater recombination cooling. The unevenness in the heat conduction and the effects from the magnetic field cause some turbulence in the transition zone. For shorter frequencies, the cut-off penetrates deeper into the transition zone. For example, for about the same pressure, we get from Eq. (16) that when $T \approx 200,000$ K, the 50% cut-off wavelength is $\lambda_{0.5} \approx 121.5$ nm = 1215 Å.

### 3.3 Photon width

We see from Eq. (18) that the redshift is proportional to the photon width, $\gamma$. Different broadening effects broaden the photon width. For example, at the center of the solar disk, where the pressure in the line forming elements is greatest, the measured photon-width, $\gamma = \gamma_i$, of the Na I 589.592 nm resonance-line is about 17 times the classical width, $\gamma_0 = \beta_0 \omega^2 = 6.266 \cdot 10^{-24} \omega^2$, which in this case is about equal to the quantum mechanical width of the photons from the undisturbed sodium atom. However, we have also that after the emission, when the photon penetrates and interacts with the electron plasma, the photon’s initial width should approach the photon width, $\gamma_0$, which is the natural quantum mechanical and classical width of photons interacting with an electron plasma. We do not know exactly how fast the redistribution of the frequencies within the photon takes place, or how fast the photon width approaches the classical width, $\gamma_0$; but we assume that the small incremental change in the width on the stretch $dx$ is proportional to the difference in the actual width and the final classical width and proportional to the plasma redshift. We set

$$d\gamma = -\frac{\xi (\gamma - \gamma_0) \omega}{\gamma_0} \frac{4\pi r^2}{3} N_e dx,$$

where $\gamma_0$ is the classical width as well as the quantum mechanical width of photons penetrating and interacting with the electron plasma. In Eq. (19), $\xi$ is an adjustment factor, and its value is to be determined experimentally. (When we have a better theory for the forces within the photon, we may be able to determine this factor theoretically, but at this stage we suggest that it be determined experimentally. A rough estimate for the resonance line of Na-I in the Sun indicates that $\xi$ is about 0.25). From Eq. (19) we determine $\gamma$ as a function of $x$, and insert that value into Eq. (18). For oscillator strength function $F_1 (a)$ equal to 1, Eq. (18) takes the form

$$\ln (1 + z) = 3.326 \cdot 10^{-25} \int_0^R N_e dx + \frac{\gamma_i - \gamma_0}{\xi \omega} = 3.326 \cdot 10^{-25} \int_0^R N_e dx + \frac{\delta \lambda_0 - \delta \lambda_0}{\xi \lambda},$$

where $\gamma_i$ s$^{-1}$, or $\delta \lambda_0$ cm, are the initial photon widths Stark broadened, or broadened by collisions and pressure, while $\gamma_0 = \beta_0 \omega^2 = 6.266 \cdot 10^{-24} \cdot \omega^2$ s$^{-1}$, or $\delta \lambda_0 = 0.118$ mÅ, are the final photon widths, which are equal to the classical photon widths and independent of the pressure. The second term on the right side of Eq. (20) is often a small correction to the first term. For small redshifts, such as those in the corona of the Sun and in stars, it is usually significant and varies from line to line depending on the initial line strength and on the collision broadening and Stark broadening.

In the Sun, the collision broadening is small for some of the lines. The redshift for these lines increases strongly from the center to limb, because the integration path in the corona is longer as we approach the limb and because the second term is small. For these lines the center-to-limb variation
is large, as we will see in section 5.6. For other lines the collision broadening is large. The second term on the right side of Eq. (20) is then large at the center of the solar disk, but it decreases usually as we get closer to the limb due to the lower pressure in the line forming elements. The second term of these lines is then large at the center than at the limb. This may partially cancel the center to limb variation caused by the first term. The center to limb variations give us therefore good opportunity to check the theory against observations, as we will see in section 5.6.

The second term of Eq. (20) is also very important in collapsars, such as the White Dwarfs, because of the large pressure broadenings, which causes the second term to be a large fraction of the total redshift. When we perform the integration that results in Eq. (20), we can see that column density that results in the second term is relatively small, or the total redshift. When we perform the integration that results in Eq. (20), we can see that column density that results in the second term is relatively small, or the total redshift. We cannot discern the center-to-limb effect in the collapsars, but the redshift will vary from line to line depending on the photon width, which is caused mainly by pressure broadening (including Stark broadening).

Another interesting characteristic, is that even when the column density in the corona, the first term on the right side of Eq. (20), is relatively small, the second term is important as it requires only small column density, or only about \( \int N_c \, dx \approx 10^{18} \). The electron density integral in interstellar space is large enough. The collapsar would therefore show plasma redshift, even if they had little or no corona, such as a relatively cold collapsar. This gives us another method to compare the theoretical prediction with observations; see section 5.6.4.

\[ 4 \text{ Effect of magnetic fields} \]

In sections 2 and 3, we disregarded magnetic fields mainly because exact calculations that include their effects lead to significant complications. Had we included the magnetic fields from the start, we might have lost sight of the simplicity and basic nature of the plasma redshift. When the photon’s polarization is in the direction of the magnetic field, the dielectric constant is largely unchanged; however, when it is in a plane perpendicular to the magnetic field, the dielectric constant is affected significantly. Polarization produced by an external force in one direction may then cause a force on the charge in other directions. The isotropic dielectric constant can be replaced by an anisotropic dielectric tensor. This tensor complicates the mathematical treatment. We must then solve Maxwell’s equations together with the constitutive relations for current and magnetization in three dimensions.

We are mainly interested in phenomena involving exchange of small energy quanta or low frequencies. From Maxwell equations and plane wave equations for the fields, we derive the homogeneous wave equation \( k \times (k \times e) + k_0^2 e = 0 \), where \( k \) is the wave vector, \( e \) the polarization vector of the electromagnetic wave and \( \varepsilon \) is the dielectric tensor (see, for example, Sturrock 1994 [5]). The dispersion relation for waves propagating parallel to the magnetic field in the \( z \) direction is

\[
\begin{vmatrix}
\varepsilon_{xx} - \frac{k^2}{k_0^2} & \varepsilon_{xy} & \varepsilon_{xz} \\
\varepsilon_{yx} & \varepsilon_{yy} - \frac{k^2}{k_0^2} & \varepsilon_{yz} \\
\varepsilon_{zx} & \varepsilon_{zy} & \varepsilon_{zz}
\end{vmatrix} = 0. \tag{21}
\]

Due to the rotational symmetry and definition of the axes, and because an electric field when in the direction of the \( z \)-axis produces no coupling to the other axes, we have that: \( \varepsilon_{xx} = \varepsilon_{yy} = -\varepsilon_{yx}, \varepsilon_{xz} = \varepsilon_{zx} = 0, \) and \( \varepsilon_{xy} = -\varepsilon_{xy} = 0. \) In the very long wavelength limit, we make the approximation that the wave vector \( k \) is independent of the dielectric constant. We can then write the dielectric tensor in the form

\[
\begin{pmatrix}
1 - \frac{\omega_p^2 \omega}{\omega(\omega^2 - \omega_e^2)}, & i \frac{\omega_p^2 \omega_e}{\omega(\omega^2 - \omega_e^2)}, & 0 \\
-i \frac{\omega_p^2 \omega_e}{\omega(\omega^2 - \omega_e^2)}, & 1 - \frac{\omega_p^2 \omega}{\omega(\omega^2 - \omega_e^2)}, & 0 \\
0, & 0, & 1 - \frac{\omega_p^2}{\omega_e}
\end{pmatrix}, \tag{22}
\]
where \( \omega_c = eB / (mc) \) is the cyclotron frequency, and where \( \dot{\omega} = \omega - i\beta\omega^2 \). From Eq. (21) we have that
\[
\left[ (\varepsilon_{xx} - k^2/k_0^2)^2 - \varepsilon_{xy}\varepsilon_{yx} \right] \varepsilon_{xx} = 0. \tag{23}
\]

The root \( \varepsilon_{zz} = 1 - \omega_p^2 / (\omega\dot{\omega}) = 0 \), or \( \omega_p^2 = \omega^2 - i\beta\omega^3 \) corresponds to the plasmon oscillation along the z-axes. For the other roots we have
\[
\left( \frac{k}{k_0} \right)^2 \approx \varepsilon_{xx} \pm \sqrt{\varepsilon_{xy}\varepsilon_{yx}} \approx 1 - \frac{\omega_p^2}{\omega(\omega \pm \omega_c)}. \tag{24}
\]

In the case when the minus sign in the denominator is valid, we have for \( 0 < \omega \ll \omega_c \) and for \( \omega\omega_c \ll \omega_p^2 \), that \( v_{ph}/c = k_0/k \approx \sqrt{\omega\omega_c}/\omega_p^2 \approx \sqrt{\omega}/(4\pi e c N_e) \), where \( v_{ph} \) is the phase velocity of the helicons traveling along the magnetic field lines or of the whistler waves in the ionosphere. Our main interest, however, is the photon’s attenuation factor. We get:
\[
\frac{2n\omega}{\varepsilon \varepsilon_{xx}} = \frac{\beta\omega^4\omega_p^2}{(\omega_p^2 - \omega^2 \pm \omega\dot{\omega})^2 + \beta^2\omega^6}. \tag{25}
\]

The main result is that the magnetic field splits each of the poles for the dielectric constant in the complex plane into two poles if the photon’s polarization is perpendicular to the field. In the upper plane, seven poles would then replace the four poles given by Eq. (6). But the sum of the oscillator strengths and the sum of the residues are the same as in a plasma free of magnetic fields.

At lower temperatures it often can be assumed that the dielectric constant is constant and equal to one. We can set the magnetic field \( H \) equal to a rotation of a vector potential, \( \mathbf{H} = \text{curl} \mathbf{A} \). To the Hamiltonian operator (8), we must add two terms given by
\[
\frac{ie\hbar}{mc} \mathbf{A} \cdot \text{grad} + \frac{e^2}{2mc^2} \mathbf{A}^2 = -\frac{e}{2mc} \mathbf{H} \cdot \mathbf{L} + \frac{e^2}{8mc^2} \mathbf{H}^2 r^2 \sin^2 \theta, \tag{26}
\]
where \( \mathbf{A} = (1/2) \mathbf{H} \times \mathbf{r} \) and \( \mathbf{L} = \mathbf{r} \times \mathbf{p} \) are the vector potential and the angular momentum of a centrally bound electron, respectively, and \( \theta \) is the angle between \( \mathbf{r} \) and \( \mathbf{H} \). The charge \( e \) of the electron is a negative number. We could in the usual way also add the electron spin term \( -e\mathbf{H} \cdot \mathbf{S} / (mc) \). At very low field strengths and low temperatures, the usual quantum mechanical calculations for bound electrons show that the angular momentum term and the spin dominate the second term. The energy levels given by Eq. (9) will then split up into many very close states defined by the quantum number \( m \), and the states become nondegenerate.

For strong fields in plasmas at high temperatures (large \( \mathbf{r} \)), the second term on the right side of Eq. (26) dominates. In hot plasmas the first term and the spin term can then usually be disregarded. The displacement and the line widths are then proportional to \( B^2 \). For large \( B \) and \( \mathbf{r} \) in hot plasmas, the problems can also be treated semiclassically. The electrons lose energy as they encircle the magnetic field lines. This energy loss corresponds to an increase in the transition rates in the usual way. The corresponding increase in the damping factor \( \beta \) can be taken into account by multiplying Eq. (16) by a factor given by
\[
F_B = \left( 1 + b \frac{\omega_i^2}{\omega_p^2} \right) \approx \left( 1 + 1.3 \cdot 10^5 \frac{B^2}{N_e} \right), \tag{27}
\]
where in the nonrelativistic approximation, we have set \( b = 4/3 \), and where \( \omega_c \) and \( \omega_p \) are the cyclotron and plasma frequencies, respectively, \( B \) the field in gauss units, and \( N_e \) is the electron density in \( \text{cm}^{-3} \). When applying this factor to Eq. (16) we get for the 50% cut-off wavelength that
\[
\lambda_{0.5} = 3.185 \cdot 10^{-6} \left( 1 + 1.3 \cdot 10^5 \frac{B^2}{N_e} \right) \frac{T}{\sqrt{N_e}}. \tag{28}
\]
At extremely high temperature, we must include a factor that takes into account relativistic effects. However, for the redshift in the solar corona and in most astrophysical plasmas, this factor, which is about \( \left[ 1 + (1 - \dot{\omega}^2/c^2)^{-1/2} \right]/2 \), is not important.
5 Comparing plasma-redshift theory with experiments

Comparison of the plasma-redshift theory with an experimental finding often requires a thorough review of the experimental design and extensive calculations. In sections 5.1 to 5.12, we will discuss briefly applications of the plasma-redshift theory, and compare its predictions with the observations.

5.1 Transition zone to solar corona and the region of spicules

The plasma redshift is significant for light with a wavelength less than a certain wavelength \( \lambda_{0.5} \), which depends on the temperature, density and the magnetic field in accordance with Eq. (28). According to Vernazza et al. [6], the product of density and temperature in the transition zone to the solar corona is \( N_e T \approx 5 \cdot 10^{14} \text{ cm}^{-3} \text{ K} \). When the temperature is 500,000 K, the electron density \( N_e \approx 10^9 \text{ cm}^{-3} \), and the magnetic field \( B \) equal to zero, we get from Eq. (28) that photospheric light with wavelength less than cut-off wavelength \( \lambda_{0.5} = 500 \text{ nm} \) is plasma redshifted. If the magnetic field \( B \) is 20 gauss, the cut-off wavelength increases by 5%; and if \( B \) is 100 gauss the cut-off wavelength increases by 130%. That is, the cut-off wavelength increases as the magnetic field increases. We have also that the cut-off wavelength \( \lambda_{0.5} = 500 \text{ nm} \) reaches deeper into the transition zone, as the magnetic field increases.

The notation \( \lambda_{0.5} \) means that the redshift is 50% of its maximum value. Shorter wavelengths will be redshifted more than 50% and longer wavelengths less than 50%. A more detailed evaluation is obtained by using Eq. (18) and by determining for each wavelength the value of the function \( F_\lambda (a) \), which is given by Eq. (14) and Table 1. The plasma redshift of a photon means that the photon loses energy. This energy loss consists of low energy quanta, which are immediately absorbed (evanescent) in the plasma and cause a corresponding increase in the plasma temperature. According to Eq. (28), shorter wavelengths can be redshifted at lower temperature and or at higher densities. For the magnetic field \( B \) about equal to zero, the cut-off for the shorter wavelengths is deep in the transition zone, and the cut-off for the longer wavelengths is high in the transition zone. For this reason, we have that short-wavelength light is plasma redshifted slightly more than the long-wavelength light. However, the transition zone is short so usually this is a small effect on the measured redshift, except for the very short-wavelength light. Thus, the cut-off zone for the photospheric light is not sharp. Besides the external light from the photosphere, we must sometimes take into account also the internal short wavelength light in the plasma. This internal light in the plasma, mostly short wavelength light, below the \( L_\alpha \)-limit, often has high intensity and high optical density.

The region of spicules covers the upper chromosphere, where \( 2 \cdot 10^4 \leq T \leq 2 \cdot 10^5 \text{ K} \), and the transition zone, where \( 2 \cdot 10^5 \leq T \leq 7 \cdot 10^5 \text{ K} \). The height of the spicules region is from about 2,150 km to about 15,000 km above the photosphere. As described by Feldman et al. [7], Friedman [8], Hollweg [9], and Goodman [10], this region is broader than the corresponding region in the models by Vernazza et al. [6]. The models by Vernazza et al. assume that the isothermal surfaces are stratified horizontally, while in fact they may sometimes be nearly vertical and roughly parallel to the surfaces of the spicules between huge plasma-redshift heated “bubbles”, as described in the following paragraphs.

The upper chromosphere is highly ionized and contains internally rather high intensity short-wavelength radiation emitted from highly excited states, including those of hydrogen and helium. The pressures, temperatures, and densities in the plasma fluctuate. In a small hot spot, a “bubble”, the temperature may be about 100,000 K and the electron density \( N_e \approx 4 \cdot 10^9 \text{ cm}^{-3} \), while the surrounding regions, the “walls” of the “bubble”, contain slightly denser and colder plasma. The denser “walls” may emit more of the internal light, which may bounce back and forth across the hot region. The plasma-redshift heating is a first-order process in density, while the cooling processes are second order in density. The plasma redshift causes, therefore, the short-wavelength photons to deposit some of their energy in the less dense hot spots, the bubbles. The cooling due to recombination emission in the denser and colder “walls” is compensated to a lesser extent by the redshift heating. The plasma redshift enhances, therefore, temperature inhomogeneity and makes the hot low-density region, the “bubble”, hotter, while the denser surrounding regions, the “walls”, become colder. According to Eqs. (16) and (28), the 50% cut-off wavelength for the above-mentioned density
and temperature and for low magnetic fields is initially in the hot, low-density region about 50.3 nm; and the analogous 10% cut-off wavelength, corresponding to $a = 2.671$ in Table 1, is about 116 nm. A magnetic field will increase the cut-off wavelength. In the bubbles, the very short wavelength internal light in the plasma may then initiate significant plasma-redshift heating.

The magnetic field enhances therefore the temperature inhomogeneity. In addition, the conversion of field energy to heat is strongest in the hot regions (see Appendix B). As the kinetic energy of a particle increases, its diamagnetic moment increases. This fact in turn reduces the H-field inside the hot low-density region and partially transforms the field energy to heat, while the fields from the diamagnetic moments inside the bubble combine to strengthen the H-field in the colder high-density region, the “walls”.

As the temperature in the hot region increases, some of the light from the photosphere will also be plasma redshifted, first the short-wavelength light, and then the longer-wavelength light. The plasma redshift deposits then a fraction of the photospheric photon energy in the “bubbles” in the transition zone, and accelerates conversion of magnetic field energy to heat.

A rough estimate of the plasma-redshift heating from the photosphere is obtained from the integrated intensity $I(R)$ over all directions of solar light penetrating each location in the transition zone and the corona. The light intensity from the photosphere decreases with $R$ as

$$I(R) \approx I_0 2\pi \left(1 - \sqrt{1 - R_0^2/R^2}\right)^2 = 2\pi T^4 \left(1 - \sqrt{1 - R_0^2/R^2}\right) = 1.29 \times 10^{11} \left(1 - \sqrt{1 - R_0^2/R^2}\right) \text{erg cm}^{-2}\text{s}^{-1}, \quad (29)$$

where $R_0$ is the solar radius. Low in the transition zone, we have that the parenthetical factor is close to 1, but farther away it approaches $0.5(R_0/R)^2$. In the transition zone, we can multiply Eq. (29) by the redshift given by Eq. (18) per cm of integration, and get for the photospheric light that

$$\frac{dQ_{\text{heat}}}{dt} = I(R) \frac{\delta\lambda}{\lambda} = 1.29 \times 10^{11} \left(1 - \sqrt{1 - R_0^2/R^2}\right) 3.326 \times 10^{-25} F_1(a) \frac{\gamma}{\gamma_0} N_e \text{erg cm}^{-3}\text{s}^{-1}, \quad (30)$$

where $\delta\lambda/\lambda$ is the redshift per cm of the plasma. This redshift heating density can be compared with net cooling density from recombination emission and X-ray emission, which according to Sutherland and Dopita [11] has a maximum cooling density of about $4.5 \times 10^{-22} N_i N_e \text{erg cm}^{-3}\text{s}^{-1}$ at a temperature of about 180,000 K, where $N_i = 0.917 N_e$ is the number density of positive ions. At lower and higher temperatures the cooling rate is lower. Below the temperature of about 30,000 K, and above about 800,000 K, the rate of cooling is less than $10^{-22} N_i N_e$. We will see later that the excess redshift heating in the corona leaks into the transition zone and that the conversion of magnetic heating is significant and may double the redshift heating in the transition zone. However, even when we disregard this additional heating, we see that the redshift heating given by Eq. (30) about balances the recombination emission and X-ray cooling, when the temperature is about one million degrees and the electron density $4.7 \times 10^8 \text{cm}^{-3}$ and $(\gamma/\gamma_0) F_1(a) \approx 1$.

The initial photon width $\gamma_1$ is often large due to broadening by collisions with neutral atoms, Fourier field components of charged particles, the Stark effect, and stimulated emissions. Holweger [12] found that the initial photon widths of the sodium resonance lines 588.995 and 589.592 nm, which are formed high in the photosphere, are about 0.202 pm. This width is about 17 times the classical photon width of 0.0118 pm. We do not know the average photon width, but for many lines it is between 1 and 20 times the classical width. The second electron in the important H−-species is loosely bound and sensitive to collision broadening by neutral atoms, by the Fourier field harmonics of the fast moving electrons, and also by stimulated emissions and absorptions. Many of the Ca-II and Mg-II lines have very broad photon widths, while some weak lines have small photon widths. In the balance of heating and cooling, we should consider also other processes, and different modes of heat transport. However, other authors, such as Vernazza et al. [6], have done so. The present focus is to evaluate only the photon-width portion directly related to the plasma redshift, which has not been considered by others.
The increase in redshifts due to broadenings of photon widths is significant in the transition zone, but less in the corona, because in the corona the photon width is close to the classical width. This estimate is based on comparison of observed redshifts of Fraunhofer lines with Eq. (20). Presently, this estimate is imprecise and will have to be improved as the photon widths become better determined. The heating by conversion of the magnetic field is most important in the spicules region, as discussed in Appendix B, because the field is stronger and because the mutual induction between the diamagnetic moments of the charged particles and the currents creating the magnetic field is larger low in the transition region than high in the corona.

The redshift experiments indicate that the second term on the right side of Eq. (20) is on the order of $10^{-6}$. The integrated heating derived from this second term is then on the order of $1.29 \cdot 10^{11} \cdot 10^{-6} = 1.3 \cdot 10^5$ erg cm$^{-2}$s$^{-1}$, which is deposited mainly in the transition zone. In addition, we have the heating from the first term, which can be obtained by integrating the first term on the right side of Eq. (20) along the line of sight from the observer to the different points on the solar disk. Much of the heating by this term, about $1.1 \cdot 10^5$ erg cm$^{-2}$s$^{-1}$, leaks by conduction into the transition zone, as we show in section 5.2. The total plasma-redshift heating in the spicules region and in the corona is then about $2.4 \cdot 10^5$ erg cm$^{-2}$s$^{-1}$.

In addition to this direct plasma-redshift heating, we have heating by conversion of the magnetic field to heat, which is often initiated by the plasma redshift, as described in Appendix B. The magnetic heating consists of two major contributions:

1. The conversion of magnetic field energy to heat. This conversion is often induced by the increase in the diamagnetic moments caused by the redshift heating. The increase in the diamagnetic moments induces electromotive forces that oppose the magnetic field and the currents that generate it. This effect is most prominent in the hot bubbles between the spicules in the transition zone.

2. The repulsion of the diamagnetic moments by the outward decreasing magnetic field. This repulsion is important for accelerating the solar wind, as shown in section 5.3.

The plasma redshift has a tendency to create “bubble” like structures in the upper chromosphere, because the plasma redshift is a first-order process in the electron density, while the cooling processes are second (or higher) order processes in the density. The plasma redshift therefore enhances the inhomogeneity in temperature. Initially, the “internal” light in the plasma in the upper chromosphere contributes to the plasma redshift and the unevenness in temperature. This “internal” light is rich in high-energy, short-wavelength photons from the Lyman series in hydrogen and helium transition lines, as hydrogen and helium are highly ionized in the upper chromosphere. Subsequently, as the temperature in the hot “bubbles” increases, also the light from the photosphere is redshifted in the “bubbles”. If for a moment, we disregard the recombination cooling, and the heating by the magnetic field, the plasma-redshift heating in the transition zone according to Eq. (30) is for $(\gamma/\gamma_0) F_1 (a) \approx 10$ about equal to $dQ_{\text{heat}}/dt \approx 4.3 \cdot 10^{-13} N_e$ erg cm$^{-3}$s$^{-1}$. The rate of heating is then about

$$\frac{dT}{dt} \approx \frac{4.3 \cdot 10^{-13}}{1.917 \cdot \frac{a}{k}} \approx 1000 \text{ K s}^{-1},$$

(31)

where $k$ is the Boltzmann constant. The “bubble” temperature would then reach 500,000 K in about 500 seconds, which is on the order of the time for the formation of the spicules (see p. 124 of reference [8]). It takes the spicules about 270 seconds to fall freely 10,000 km. During the latter part of the “bubble” formation, the conversion of magnetic field energy to heat is relatively large, and the rate of heating of the “bubbles” increases exponentially as the “bubbles” explode to the surface and into the corona. A spicule consists of the colder plasma in the walls of the bubbles. This colder plasma is squeezed 5 to 15 km out into the transition zone and the lower corona by the expanding “bubbles” [8]. The spicule then falls down, which causes significant pressure variations and turbulence in this region. The “bubbles” are filled with a hot, fully ionized plasma as they open up into the corona.

The heating produced by the conversion of the magnetic field varies with strength of the field. If a field of 10 gauss is embedded in the plasma with a density of $N_e = 10^{10}$ cm$^{-3}$, it could heat the...
plasma to about million degrees. If such a field in a bubble with a height of 10,000 km is destroyed every 1000 seconds the heating would be about $4 \cdot 10^6$ erg cm$^{-2}$ s$^{-1}$. The magnetic field in the transition zone is estimated to be usually in the range of 1 to 10 gauss. Similarly, if a field of 2 gauss in a bubble with a height of 10,000 km is embedded in the plasma density of $N_e = 10^{10}$ cm$^{-3}$, and converted to heat every 1000 seconds, it would correspond to an energy flux of $1.6 \cdot 10^5$ erg cm$^{-2}$ s$^{-1}$. The conversion of magnetic energy is likely to fluctuate, and to correspond to an energy flux, which is usually between $1.6 \cdot 10^5$ and $4 \cdot 10^6$ erg cm$^{-2}$ s$^{-1}$.

The repulsion of a diamagnetic moment in an outward decreasing magnetic field is pronounced throughout the transition zone and the corona. At high altitudes, the magnetic field is primarily responsible for the outward acceleration of the solar wind. If the solar wind at the distance of the Earth is $S_{215R_0} = N_p v_p = 3 \cdot 10^8$ cm$^{-2}$ s$^{-1}$, the energy flux at the solar surface required for overcoming the gravitational potential is about $0.53 \cdot 10^5$ erg cm$^{-2}$ s$^{-1}$. This assumes that helium and trace elements account for 20% of the proton energy requirements. If the solar wind has helium and trace elements equal to their concentration in the Sun, the required energy flux would be 17% higher. Usually, the kinetic energy of the particles in the solar wind increases. When the proton velocity has increased to about 600 km per second, the kinetic energy flux corresponds to about $0.53 \cdot 10^5$ erg cm$^{-2}$ s$^{-1}$. The total of potential and kinetic energy in the solar wind is then about $1.1 \cdot 10^5$ erg cm$^{-2}$ s$^{-1}$. In the quiescent corona, the total energy flux from the redshift heating, the magnetic heating (corresponding to conversion of 2 gauss of field energy to heat), and from the input into the solar wind is about $(2.4 + 1.6 + 1.1) \cdot 10^5 = 5.1 \cdot 10^5$ erg cm$^{-2}$ s$^{-1}$. During flares the conversion of magnetic field energy to heat can be much greater, as described in section 5.5.

According to McWhirter et al. [13] and Withbroe [14, 15] the estimated energy input for the quiescent corona, including the energy needed to drive the solar wind, is about $4 \cdot 10^5$ to $6 \cdot 10^5$ erg cm$^{-2}$ s$^{-1}$.

### 5.2 Solar corona

The energy transport from the lower and cooler solar atmosphere to the hotter transition zone and corona has remained a puzzle, as the plasma-redshift theory has not been available. Several papers have dealt with the subject; see [13-27]. For explaining the observations, the different authors have tried to assume that some mechanisms deposited energy. They have suggested that sound waves or acoustic flux, Alfvén waves, electrical currents, magneto-hydrodynamic turbulence, etc. transferred energy to the corona. These explanations may be partially correct and do not necessarily conflict with the present explanation. For example, the turbulence created by the redshift-heated bubbles produces chocks and acoustic fluxes that transplant some of the energy. However, these acoustic fluxes should not be considered the primary cause, but ancillary to the primary cause, which is the plasma-redshift heating followed by conversion of magnetic field energy to heat. Recently, reconnection of the field lines has also been mentioned. Also this reconnection is more a phenomenological description than a causal explanation. The reconnection is due to the redshift heating of the plasma followed by conversion of the magnetic field energy to heat as described in Appendix B.

We will for a moment assume that in the transition layer and lower corona the densities are diffusion controlled and determined mainly by the gravitational potential and the temperature. We have then that

$$N_e = \frac{N_0 T_0 R_0}{T R} \exp \left[ \frac{GM_S \mu m_H}{k T R_0} \left( \frac{R_0}{R} - 1 \right) \right]$$

where $N_e$ in cm$^{-3}$, $T$ in K, and $R$ in cm are the electron density, temperature, and radius to the solar center. At the bottom of the corona, the same quantities are indicated with subscript zero. $G$ is the gravitational constant, $M_S$ is the solar mass, and $\mu = 0.61$ the average molecular weight relative to the proton mass. The exponential factor accounts for the effect of the gravitational potential. The dependence of $R$ in the factor before the exponential factor is derived from the diffusion equation with proper boundaries. Other authors usually disregard this $R$ dependence, but it is significant. (When we discuss the solar wind in section 5.3, we will see that we must modify this equation and take into account the outward force on the diamagnetic moments. But for the moment we use this
Figure 1: The lower and upper curves correspond to different pressure in the transition zone, $N_e T = 4 \cdot 10^{14}$ and $5 \cdot 10^{14}$ cm$^{-3}$ K, respectively. The solar wind flux at the distance of the Earth is assumed to be $N_e v_p = 3.2 \cdot 10^8$ cm$^{-2}$ s$^{-1}$. The magnetic field in the transition zone is assumed to be 5.5 and 6.3 gauss, and to decrease nearly inversely with the square of the radius to solar center.

For deriving the electron distribution from Eq. (32), we must know the temperature as a function of $R$. We can compare the temperature distribution as measured by Sturrock, Wheatland and Acton [22, 23] in the most important region from 1.01 to 2 solar radii with that derived from the plasma-redshift heating and the magnetic heating.

Fig. 1 shows how the electron temperature varies below 3 solar radii when the pressure in the transition zone corresponds either to $N_e T = 4 \cdot 10^{14}$, or to $5 \cdot 10^{14}$ cm$^{-3}$K. Most of the measured temperatures by Sturrock, Wheatland and Acton are between the two curves.

In models A to F of the solar atmosphere by Vernazza et al. [6], the product of temperature and electron density varies from $2.4 \cdot 10^{14}$ K cm$^{-3}$ to $1.1 \cdot 10^{15}$ K cm$^{-3}$ at $T = 447,000$ K. In the model C the product is $5.4 \cdot 10^{14}$ at the same temperature. These values, especially the ones for model C, are consistent with measurements of temperatures and densities low in the corona as determined by Sturrock et al. [22] and Wheatland et al. [23], who for two points low in the quiescent corona found the product to be $4.79 \cdot 10^{14}$ at a temperature of $1.33 \cdot 10^6$ and $4.26 \cdot 10^{14}$ at a temperature of $1.64 \cdot 10^6$ K.

In Table 2, we list the electron temperature and density values for the entire corona. We have assumed that in the middle of the transition zone $T = 475,000$ K, and $N_e = 10^9$ cm$^{-3}$. We also assumed that the magnetic field $B$ is so low that it does not affect the cut-off wavelength as given by Eq. (28), but it contributes to the heating. In these examples, Spitzer’s conductivity [28] is assumed to be $\kappa = 10^{-6} T^{3/2}$. The electron densities in Table 2 are also shown in Fig. 2. The calculations can be refined. The values listed in Table 2 are approximate values for the temperatures and electron densities as functions of the radii to solar center. For this discussion, the values should not be considered theoretically deduced values, but rather some values in fair agreement with experiments. The values serve only as a reference for the discussion and for helping us understand what is going on. However, the temperatures and pressures are consistent with the values observed by Sturrock,
Table 2  Temperatures and electron densities in the quiescent solar corona as a function of distance.

<table>
<thead>
<tr>
<th>Distance $r/R_0$ in units of solar radius $R_0$</th>
<th>Temperature $T$ in degrees</th>
<th>Electron densities $N_e$ in cm$^{-3}$</th>
<th>Distance $R/R_0$ in units of solar radius $R_0$</th>
<th>Temperature $T$ in degrees</th>
<th>Electron densities $N_e$ in cm$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.001</td>
<td>$5.70 \times 10^5$</td>
<td>$7.45 \times 10^8$</td>
<td>2.02</td>
<td>$3.35 \times 10^6$</td>
<td></td>
</tr>
<tr>
<td>1.002</td>
<td>$8.81 \times 10^5$</td>
<td>$4.73 \times 10^8$</td>
<td>2.8</td>
<td>$2.89 \times 10^6$</td>
<td></td>
</tr>
<tr>
<td>1.005</td>
<td>$1.10 \times 10^6$</td>
<td>$3.65 \times 10^8$</td>
<td>3.0</td>
<td>$2.54 \times 10^6$</td>
<td></td>
</tr>
<tr>
<td>1.01</td>
<td>$1.27 \times 10^6$</td>
<td>$2.99 \times 10^8$</td>
<td>3.2</td>
<td>$2.12 \times 10^6$</td>
<td></td>
</tr>
<tr>
<td>1.02</td>
<td>$1.45 \times 10^6$</td>
<td>$2.38 \times 10^8$</td>
<td>3.4</td>
<td>$1.78 \times 10^6$</td>
<td></td>
</tr>
<tr>
<td>1.05</td>
<td>$1.69 \times 10^6$</td>
<td>$1.60 \times 10^8$</td>
<td>3.6</td>
<td>$1.55 \times 10^6$</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>$1.88 \times 10^6$</td>
<td>$1.03 \times 10^8$</td>
<td>5.0</td>
<td>$7.36 \times 10^5$</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>$2.06 \times 10^6$</td>
<td>$5.49 \times 10^7$</td>
<td>6.0</td>
<td>$1.85 \times 10^5$</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>$2.14 \times 10^6$</td>
<td>$3.40 \times 10^7$</td>
<td>7.0</td>
<td>$8.12 \times 10^4$</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>$2.17 \times 10^6$</td>
<td>$2.29 \times 10^7$</td>
<td>8.0</td>
<td>$4.45 \times 10^4$</td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td>$2.19 \times 10^6$</td>
<td>$1.23 \times 10^7$</td>
<td>10.0</td>
<td>$1.81 \times 10^4$</td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>$2.19 \times 10^6$</td>
<td>$7.67 \times 10^6$</td>
<td>30.0</td>
<td>$6.16 \times 10^2$</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>$2.17 \times 10^6$</td>
<td>$5.85 \times 10^6$</td>
<td>60.0</td>
<td>$1.23 \times 10^2$</td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>$2.14 \times 10^6$</td>
<td>$4.72 \times 10^6$</td>
<td>100.0</td>
<td>$3.77 \times 10^1$</td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>$2.09 \times 10^6$</td>
<td>$3.92 \times 10^6$</td>
<td>215</td>
<td>$6.38$</td>
<td></td>
</tr>
</tbody>
</table>

Wheatland and Acton [22, 23], and with the pressure in the transition zone as estimated by Vernazza et al. [6]. The values reported in the literature [13-23] depend on time of observation, but during quiescent corona they are in reasonable agreement with those in Table 2.

According to Eq. (28), the 50% cut-off wavelength is about 478.5 nm when the temperature is 475,000 K, electron density $10^9$ cm$^{-3}$, and the magnetic field only a few gauss. The cut-off wavelength increases as the temperature increases and the density decreases. At 1.005 solar radii the temperature is about 1,100,000 K, the electron density about $3.65 \times 10^8$ cm$^{-3}$, and the cut-off wavelength about 1,833.8 nm. For this estimate the solar radius, $R_0$ is assumed to extend to 475,000 K.

The plasma-redshift heating in the upper layers covers the entire solar spectrum and is in excess of the recombination cooling and X-ray cooling. Most of the excess heat transferred to the plasma by redshift of photons will leak by heat conduction into the transition zone.

When we multiply the first term on the right side of Eq. (20) by the right side of Eq. (29) and disregard the second term on the right side of Eq. (20), we have that the plasma-redshift heating is

$$\frac{dQ_{\text{heat}}}{dt} = 1.29 \times 10^{11} \left( 1 - \sqrt{1 - \frac{R_0^2}{R^2}} \right) \cdot 3.326 \times 10^{-25} N_e,$$

$$= 4.3 \times 10^{-14} N_e \left( 1 - \sqrt{1 - \frac{R_0^2}{R^2}} \right) \text{ erg cm}^{-3} \text{ s}^{-1},$$

(33)

where the electron density, $N_e$, is in cm$^{-3}$. The second term of Eq. (20) and the transformation of the magnetic field energy to heat are most important in the transition zone, as discussed in section 5.1.

The plasma-redshift heating obtained by Eq. (33) may be compared with the dominant cooling processes, which are due to recombination emissions and X-ray emissions. Sutherland and Dopita [11] have estimated the cooling rate. They find for the temperature range $8 \times 10^8 \leq T \leq 1.8 \times 10^9$ that the cooling rate is given by $dQ_{\text{heat}}/dt \approx 10^{-22} N_e$ erg cm$^{-3}$ s$^{-1}$, where for solar abundance of helium and trace elements the number density of positive ions is $N_i \approx 0.917 N_e$.

From Table 2, we get for the temperature and the electron density at 1.005 solar radii that the cooling rate is $3.35 \times 10^{-14} N_e$ erg cm$^{-3}$ s$^{-1}$. According to Eq. (33), the redshift heating at the same location is $3.87 \times 10^{-14} N_e$ erg cm$^{-3}$ s$^{-1}$. Thus, the plasma-redshift heating, disregarding the second term in Eq. (20) and the conversion of the magnetic field to heat, is slightly greater than the cooling.
Figure 2: The curve corresponds to $N_e T = 4.75 \cdot 10^{14}$ cm$^{-3}$K at the cut-off in the transition zone. The solar wind flux at the distance of the Earth is assumed to be $N_e v_p = 3.2 \cdot 10^8$ cm$^{-2}$s$^{-1}$. The magnetic field in the transition zone is assumed to be 6 gauss, and to decrease nearly inversely with the square of the radius to solar center. The hump around 4 to 5 solar radii is not well defined and is very sensitive to pulsations in the transition zone and the strength of the magnetic field. It is in this example enhanced to remind us that this is an unstable region, where the proton temperature can occasionally drop significantly and cause relatively high densities. Beyond this distance, the solar wind accelerates and causes the density to fall off more steeply.

From Table 2, we get for the temperature and the electron density at 1.1 solar radii that the cooling rate is $0.945 \cdot 10^{-14} N_e$ erg cm$^{-3}$s$^{-1}$. According to Eq. (33), the redshift heating at the same location is $2.5 \cdot 10^{-14} N_e$ erg cm$^{-3}$s$^{-1}$. The plasma-redshift heating at this location is thus about 2.7 times greater than the cooling. The excessive heating leaks by conduction into the transition zone. These heating estimates disregard the second term in Eq. (20) and the conversion of the magnetic field to heat. The actual heating is, therefore, greater and more heat leaks into the transition zone. This surplus heating over cooling continues to more than about 1.5 solar radii, and the excessive heat leaks by conduction into the transition zone.

At higher temperatures the recombination cooling decreases significantly, according to Sutherland and Dopita [11]. The plasma-redshift heating then far exceeds the cooling by recombination emissions and X rays. However, because of the lower densities high in the corona (beyond 1.5 solar radii), the cooling from solar wind becomes significant. The lifting of the solar wind in the gravitational field requires energy. Lower in the corona and in the transition zone the gravitational field is stronger, but the high densities dominate the solar wind density, and the energy transferred to the solar wind is an insignificant fraction of the total cooling. High in the corona, the cooling by the solar wind flux is important. This cooling is reduced significantly by the repulsion of diamagnetic moments in the outward decreasing magnetic field, as discussed in section 5.3. The gravitational cooling by the solar wind, nevertheless, results in a maximum temperature, which is usually between 1.9 and 2.6 million degrees at distances of about 1.8 to 2.0 solar radii. In Table 2 the maximum temperature, about $2.2 \cdot 10^6$ K, corresponds to a solar wind flux of $N_p v_p = 3.2 \cdot 10^8$ cm$^{-2}$s$^{-1}$ at the distance of the Earth. The maximum temperature in the quiescent corona varies with the redshift heating, solar wind flux, and the heat conductivity coefficient, which varies with the strength and direction of the magnetic field. Spitzer’s conductivity coefficient [28] was used for estimating the values in Table 2.
The temperature profile is obtained by an iteration method. The electron temperatures and the variations with height, as shown in Table 2 and Fig. 1, are similar to the average temperatures measured by Wheatland, Sturrock and Acton [22, 23], who examined the temperatures in the inner corona using long-exposure Yohkoh images of two regions of quiet corona. Interestingly, for explaining their data they assumed “ad hoc” deposition of energy in the higher layers of the corona. The excess energy then leaked into the transition zone. Their “ad hoc” method for explaining the temperature variations between 1.1 to 1.8 solar radii mimics to some extent the deposition of energy by the plasma-redshift heating. They, of course, could not explain how this heating came about. But their experimentally determined relation is consistent with the predictions of the plasma-redshift theory.

5.3 Solar wind

It has been difficult to explain many of the phenomena associated with the solar wind in the quiescent corona. For example, it has been difficult to explain why the solar wind accelerates outwards. Sheeley Jr. et al. [24] observed “white light images”, which are believed to be associated with the solar wind from quiescent corona, accelerate outwards from a position of about 5 solar radii to about 30 solar radii and beyond. Wang et al. [25] observed similar phenomena closer to the Sun. The outward acceleration of the solar wind continues beyond the position of the Earth, according to Withbroe, the solar wind velocities are higher in the coronal holes [14, 15]. Withbroe estimated the solar wind flux to be usually between about $N_p v_p = 2.7 \times 10^8$ and about $3.2 \times 10^8 \text{ cm}^{-2} \text{s}^{-1}$. He also found that the mass flux in the solar wind varies much less than the particle density; that is, when the particle density increases, the velocity decreases.

Some have tried to explain the acceleration as caused by Alfvén waves. However, the velocity $v = B/\sqrt{4\pi \rho}$ of the Alfvén waves at about the distance of the Earth is much lower than that of the observed solar wind. Close to the Earth the magnetic field B is usually less than 0.0001 gauss and the density usually about 5 protons per cubic cm. The mass density including solar abundance of helium is then $1.17 \times 10^{-24}$. The corresponding velocity of the Alfvén waves is $8.2 \times 10^8 \text{ cm s}^{-1}$, while the measured solar wind velocity, according to Gosling [16] usually exceeds $4 \times 10^7 \text{ cm s}^{-1}$. As Parker [20] and Spangler and Mancuso [29] have shown, the Alfvén waves are unlikely to be significant for heating of the solar corona.

In the following discussion, we will show that both the plasma-redshift heating and the repulsion of the diamagnetic moments by the magnetic field (see Eq. (B10) of appendix B) are important for explaining the observations.

If the solar wind flux at the distance of the Earth is $S_{215R_0} = N_p v_p = 3 \times 10^8 \text{ cm}^{-2} \text{s}^{-1}$, then the corresponding flux, $S_R$, at $R$ is equal to the flux $S_{215R_0}$ multiplied by the factor $(215R_0/R)^2$. The increase, $dq_g$, in gravitational potential energy, $q_g$, of the flux per height increment $dR$ in cm is then

$$\frac{dq_g}{dR} = \frac{GMS_4\mu m_p}{R^2} \left(\frac{215R_0}{R}\right)^2 S_{215R_0} \approx 2.54 \times 10^{-15} \left(\frac{R_0}{R}\right)^4 S_{215R_0} \text{ erg cm}^{-3} \text{s}^{-1},$$

(34)

where we have assumed 5% abundance of helium in the solar wind, and $\mu = 1.2$ instead of the frequently used factor of 1.4, which corresponds to 10% helium.

At 1.1 solar radii, the gravitational cooling by the solar wind is, according to Eq. (34), about $5.2 \times 10^{-7} \text{ erg cm}^{-3} \text{s}^{-1}$, which is about 20% of the plasma-redshift heating alone. The plasma-redshift heating at this location, according to Eq. (33) and Table 2, is 5 times greater or about $2.58 \times 10^{-6}$. This estimate disregards the conversion of magnetic field energy to heat, which low in the corona is usually significant. Thus, at this location and below it, the cooling by solar wind is only a small fraction of the plasma-redshift heating, and even smaller fraction of the entire heating. The X-ray emission heating at 1.1 solar radii, according to Sutherland and Dopita [11], is $9.7 \times 10^{-7}$. The excess heating leaks by conduction in to the transition zone.

At about 1.6 solar radii, the gravitational cooling by the solar wind is according to Eq. (34) about $1.16 \times 10^{-7}$. The plasma-redshift heating at this location is according to Eq. (31) and Table 2 also about $1.16 \times 10^{-7}$. This estimate disregards the conversion of magnetic field energy to heat, which
often may be significant. The radiation cooling at the same location is according to Sutherland and Dopita about $1.4 \cdot 10^{-8}$.

Beyond about 1.6 solar radii, the gravitational cooling by the solar wind dominates the plasma-redshift heating. Nevertheless, the temperature continues to increase and reaches maximum of about 2.2 million degrees at about 1.8 solar radii. Beyond about 5 solar radii the solar wind accelerates although the gravitational cooling exceeds the plasma-redshift heating. For explaining these apparent contradictions, we need to take into account not only direct conversion of magnetic field to heat, but also two important forces.

1. We must take into account that plasma redshift transfers the energy to the electrons, and that the energy-transfer from the electrons to the protons is a very slow process. The light and hot electrons therefore diffuse outwards ahead of the protons and build up an electrical field, which drags the protons outwards or upwards in the gravitational field of the Sun.

2. We must take into account the repulsion of diamagnetic moments by the magnetic field, which is described quantitatively in Eq. (B10) of Appendix B. Low in the corona, this magnetic repulsion force decreases the gravitational cooling significantly. High in the corona, beyond about 5 solar radii, the outward diamagnetic repulsion force exceeds the gravitational attraction force and causes outward acceleration of the solar wind.

### 5.3.1 The stopping power

The stopping power is about $9.3 \cdot 10^{-11}$ erg s$^{-1}$ for a 1000 eV incident electrons penetrating a hot electron plasma with temperature of about one million degrees and an electron density of $N_e = 10^7$ cm$^{-3}$. According to the conventional theoretical estimates, the stopping power is only about $1.2 \cdot 10^{-11}$ erg s$^{-1}$. The conventional theory includes energy transfer to the plasma frequency, but not to the very low frequencies corresponding to the root $c$ in Eq. (6). This root is important only in very hot, sparse, non-degenerate plasma. The rate of energy loss of 1000 eV electrons (even according to the conventional theory) is much greater than the rate of redshift heating per electron, as given by Eq. (33), anywhere in the corona and transition zone. The electrons in the solar corona will be thermalized, therefore, and have a Maxwellian energy distribution.

The rate of energy transfer from 1000 eV electrons to protons is much smaller. The shielding effect by the electrons in the plasma prevents all but the highest frequency Fourier harmonics of the incident electrons' field from penetrating the shielding of the protons. Møller’s (as well as Mott’s) hard collision cross-section for stopping of electrons is a very small fraction of the total stopping power. The hard collision term in electron’s interaction with protons is even much smaller due to the protons 1836 times bigger mass. The main energy transfer from the electrons to the protons is therefore caused by the electrons’ diffusion outwards ahead of the protons. This outward diffusion of the electrons ahead of protons produces an electrical field, which drags the protons outwards. The electron plasma shields the positively charged particles. Their effective charge depends on the density and relative velocity of the electrons to the protons.

### 5.3.2 Temperature of a plasma

In this context, we should realize that the temperature measurements are usually based on the X-ray production and the ion excitation levels. Mainly the electron temperature, and not the heavy ion temperature, determines both the X-ray production and ion excitations. The temperatures measured by Sturrock et al. [22] and Wheatland et al. [23] are principally the electron temperatures and not necessarily the proton temperatures. The outward forces on the diamagnetic moments and the outward electrical forces on the protons counteract the gravitational attractions. This reduction in the gravitational attraction corresponds to reduction in the value of $G$ in Eq. (32). The temperature, $T$, in the exponential term in Eq. (32) is the average temperature and is therefore usually lower than the electron temperature. When the magnetic and electrical forces reduce the gravitational attraction, the temperature, $T$, inside the brackets in the exponential term, must be reduced for maintaining the value of the exponential term.
5.3.3 Magnetic force on diamagnetic moments in the corona

Let us first consider the outward force on each diamagnetic moment created by the outward decreasing magnetic field, as quantified in Eq. (B10) in Appendix B. At a point $P$ in the corona this force is $F = (1/2)mv^2 \perp (n/R)$, where $m$ is the mass of the particle, $v^\perp$ its velocity perpendicular to the field, $R$ the distance from solar center, and $n$ is the exponent in the function $B_P (R_P/R)^n$, which gives the radial decrease of the magnetic field $B$ at the location $P$.

In the transition zone, the electron and the proton temperatures are usually less than or about equal to 500,000 K. The average value of $(1/2)mv^2 \perp = kT \leq 6.9 \cdot 10^{-11}$ erg. Let us assume $n = 3$. We get then that the force on the proton-electron pair is usually less than $6kT/R = 4.1 \cdot 10^{-10}/R$ dyne. The corresponding gravitational force on the proton is about $-3.2 \cdot 10^{-9}/R$ dyne. The repulsion force acting on the diamagnetic moments of a proton-electron is then less than 13% of the gravitational attraction. (However, the magnetic dipoles creating the magnetic field are usually high in the atmosphere. The exponent $n$ could then occasionally be very large. If $n$ were equal to 25, the diamagnetic forces on the proton-electron pair would be $3.5 \cdot 10^{-9}/R$ dyne; that is, greater than the gravitational attraction. More generally, we get that when at this location the value of $n \geq 23$, and when the kinetic energy component of the proton electron pair at the right angle to the magnetic field exceeds $2kT = 1.39 \cdot 10^{-10}$, the magnetic repulsion will exceed the gravitational attraction.)

At a distance of 2 solar radii, the electrons’ temperature according to Table 2 is about 2.17 million K, and therefore $kT \approx 3 \cdot 10^{-10}$ erg. The proton temperature may be 25% of the electron temperature. In this region, the magnetic field is likely to decrease with $n$ about equal to 2.1. The diamagnetic repulsion force on the proton-electron pair is then about 49% of the gravitational attraction. For this reason, the solar wind cooling is only 51% of the cooling given by Eq. (34), or $2.59 \cdot 10^{-8}$ erg s$^{-1}$. The emission cooling, according to Sutherland and Dopita [11] is about 13% of this value. The total cooling, $2.91 \cdot 10^{-8}$ erg s$^{-1}$, can be compared with the plasma-redshift heating, which is about $3 \cdot 10^{-8}$ erg s$^{-1}$. The small excess heating leaks by conduction outwards.

The solar wind cooling between about 3 and 5 solar radii is significant and causes instabilities, which are most likely responsible for the formation of the white light images observed by Sheeley Jr. et al. [24]. From about 5 solar radii, they observed the white light images accelerated outwards beyond 30 solar radii. At about 5 solar radii, the velocities of the white light images were about $2 \cdot 10^{6}$ cm s$^{-1}$. If this is typical of the proton velocity, the corresponding proton temperature could be very low at 5 solar radii. The electron temperature at this distance could be much higher, as the hot electrons diffuse outward from the hotter layers below. The rate of plasma-redshift heating transferred from the electrons to the protons by means of collisions is small. The electrical field created by the electrons as they diffuse outwards must therefore drag the protons outwards. At 5 solar radii, we set the electrons' temperature at about 1.2 million degrees K. For the electrons, we have then that $kT$ is about 1.66 $10^{-10}$ erg. The proton’s kinetic energy perpendicular to the magnetic field is likely to be only a small fraction of this. The magnetic field is likely to decrease with $n > 2$, for example, $n \approx 2.1$. The diamagnetic force acting on the proton-electron pair is then about $3.5 \cdot 10^{-10}/R$ dyne. The gravitational force acting on the proton-electron pair at 5 solar radii is $6.4 \cdot 10^{-10}/R$ dyne. The diamagnetic force counteracts the gravitational force and reduces the gravitational cooling to 45%. If the solar wind flux at the distance of the Earth is $S_{215R_0} = N_p v_p = 3.2 \cdot 10^8$ cm$^{-2}$ s$^{-1}$, the 45% of cooling given by Eq. (34) is at 5 solar radii equal to $5.9 \cdot 10^{-10}$ erg cm$^{-3}$ s$^{-1}$. According to Sutherland and Dopita [11], the emission cooling is about 10% of this value. The total cooling is then about $6.5 \cdot 10^{-10}$ erg cm$^{-3}$ s$^{-1}$, which is about equal to the plasma-redshift heating given by Eq. (33) and Table 2.

At about 10 solar radii, Sheeley Jr. et al. [24] observed that the “white light images” had outward velocities of $v \approx 2 \cdot 10^7$ cm s$^{-1}$, which is large compared with $2 \cdot 10^6$ cm s$^{-1}$ at 5 solar radii. When the protons are accelerated outwards between 5 and 10 solar radii, the collision frequency is not adequate to make their velocity distribution isotropic. The diamagnetic moments of the protons at 10 solar radii would then be relatively small. The thermal velocity of the electrons would be more isotropic and their diamagnetic moments large. The electrons would then pull the protons outwards. If the electrons have a thermal velocity of $kT$ equal to about $5 \cdot 10^{-10}$ erg, and the protons and helium about 10% of that, the outward diamagnetic force on a proton for $n$ equal to 2.1 would
be about $1.16 \cdot 10^{-9}/R$ dyne. The gravitational attraction force on the protons at this location is about $3.2 \cdot 10^{-10}/R$ dyne. The magnetic repulsion thus exceeds the gravitational attraction by $8.4 \cdot 10^{-10}/R$ dyne. This excess repulsion force on the proton corresponds to outward acceleration of 722 cm s$^{-2}$, which is in the range of 290 to 830 cm s$^{-2}$, observed by Sheeley Jr. et al. [24].

5.3.4 The significance of angular scattering

Eq. (B11) of Appendix B indicates that the angular scattering of the He$^{++}$ ions is much greater than that of the protons. The velocities of the helium-ions are therefore much more isotropic than that of the protons. The average force on the diamagnetic moments produced by the helium-ions may then be much larger than the corresponding force on the protons. Even the average outward velocity of the helium ions may then become larger than the corresponding velocity of the protons. This possibility may explain the remarkable observation by Steinberg et al. that helium ions often have velocities that are equal to or even exceed that of the protons [30].

5.3.5 Synopsis

In the transition layer and low in the corona the transformation of magnetic field to kinetic energy and heat is important, as indicated in Appendix B. High in the corona this transformation is less important, because of smaller mutual coupling to the field-generating currents. High in the corona, and especially beyond 5 solar radii, the magnetic repulsion of the diamagnetic moments is important and transfers energy to the plasma. The radial magnetic field must therefore decrease with $n$ greater than 2. When the field decreases and approaches equilibrium with the thermal kinetic energy of the plasma, it bends around due to solar rotation and decreases until the field becomes amorphous.

These examples serve mainly as illustrations of how to use the equations and the theory. The temperature of the protons and the exact variation in the strength of the magnetic field are not known well enough to make exact predictions. However, it appears that the experiments are in rough agreement with both the plasma-redshift theory and the magnetic repulsion theory (see Eq. (B10)), which appear to explain in a simple way phenomena that previously could not be explained.

5.4 Far-reaching solar streamers

During total solar eclipse, far-reaching streamers are seen radiating almost isotropically within the first 3 to 5 solar radii from the Sun; see Fig. 37, p. 124 of reference [8]. It has been difficult to explain these isotropic streamers. We are inclined to believe that the field lines from dipoles creating the magnetic fields would curve around, and that the field would decrease outwards approximately with $1/(R - R_1)^3$, where $R_1$ is the distance of the pertinent magnetic dipole from the solar center.

The plasma redshift facilitates explanation of these phenomena. The plasma redshift results in “bubbles” containing hot electron plasmas. The “walls” of the “bubbles” contain slightly colder plasma, which may not be as fully ionized as the inside of the “bubbles”, especially in the transition zone. The electron pressure from the inside on the “walls” of each “bubble” is nearly isotropic. The gravitational field affects the pressure of the protons much more than that of the electrons; the heavier protons inside the bubble and in the walls produce greater pressure at the bottom. The electrical field reduces the vertical pressure difference, but the hotter interior of the bubble will nevertheless create more uniform pressure than the colder plasma in the walls. Consequently, the bubble will be elongated in the vertical direction even at places where the magnetic field initially was horizontal. This bubble structure is rather stable, even when the plasma is fully ionized and reaches far into the corona. The reason is that the plasma redshift is a first-order process while the cooling is second order in density. High in the corona the reduced mutual induction between the currents of charged particles encircling the field lines and the currents creating the magnetic field reduces the conversion of magnetic field to heat. The outward decreasing magnetic field pushes the diamagnetic moments outward and pushes simultaneously the top of the bubble outward, as given by Eq. (B10) in Appendix B. We find, therefore, that the magnetic field radiates nearly isotropically from the Sun and reduces nearly proportional to $1/R^2$, rather than $1/(R - R_1)^3$. The remarkable
observations of streamers in solar corona are consistent with predictions of plasma-redshift theory and Eq. (B10) in Appendix B.

5.5 Solar flares

Solar flares come in many sizes and have many forms. At the end of a large solar flare, when a large “bubble” breaks the surface, a hot plasma gushes into the corona and the hot plasma may reach the Earth, increase auroral activity, influence the magnetic field, and disturb power lines. The plasma-redshift theory facilitates the explanations of the flare phenomena.

In section 5.1, we saw that plasma redshift leads to formation of hot “bubbles” in the upper chromosphere. The spicules consist of colder plasma squeezed between the expanding “bubbles” in the transition zone. The flare phenomena are related to the “bubbles” and the spicules in the transition zone and have similar explanation, but the flares are formed below the spicules region. Usually, the condition for a plasma redshift in deeper layers of the chromosphere and the reversing layers is not present. The temperatures are too low, the densities too high, and the magnetic fields not strong enough for initiating plasma redshift. However, hot gas containing relatively strong magnetic fields can occasionally move up from layers below the photosphere into the chromosphere.

As described in Appendix B, the partially ionized plasma cools down when it moves through the photosphere. The B-field then approaches the H-field, which only slowly can transform into heat. The rate of transformation of the magnetic field energy to kinetic energy of the charged particles increases as the plasma temperature increases. At a certain location within this plasma close to the chromosphere, the temperature may be about 20,700 K and electron density about 1.211 \cdot 10^{10} \text{ cm}^{-3}. (These values are close to the temperature and densities at height of 2154 km in model A by Vernazza et al. [6].) As shown by De La Beaujardire et al. [31], the B-field in a large flare may be in the range of 1000 to 1,600 gauss. Eq. (28) indicates that the 50% cut-off wavelength is then about 70 to 170 nm. This plasma is highly ionized and short wavelength radiation intensity internal in the plasma is high. Because the plasma redshift is a first-order process while the cooling is a second-order process in density, the hot areas have a tendency to get hotter and cold areas colder. A slight imbalance in temperature will therefore concentrate the plasma-redshift heating in a “bubble”, which then becomes much hotter than its surrounding region. Initially, this imbalance is caused mainly by short wavelength light internal to the hot plasma. As the temperature increases the light from the photosphere starts to contribute to the heating in the hot bubble. The heating causes transformation of magnetic field energy to heat, as explained in Appendix B. At higher temperatures, the rate of transformation of the magnetic field to heat increases nearly exponentially. The increase in the diamagnetic moments with the heating causes the B-field to decrease inside the “bubble” volume. This causes an electromotive force that seeks to reduce the currents creating the magnetic field. The corresponding decrease of the magnetic field in the walls of the “bubble” is reduced or even reversed by the return field from the diamagnetic moments inside the “bubble”. The field in the walls has a tendency to intrude into the “bubble” and increase the heating of the intruding plasma particles.

An initial magnetic field of about 1,600 gauss could create a pressure that could balance the thermal pressure in the plasma corresponding to \( N_e T \approx 3.8 \cdot 10^{20} \text{ cm}^{-3} \text{ K} \).

It may be difficult to detect the initial formation of the bubble through the layers above, as the short wavelength radiation inside the bubble has usually high optical density. The bubble will expand, preferably along the field lines. When the field is horizontal the bubble may span 100,000 km. The temperature can increase to or exceed 100 million degrees K, and sometimes it could possibly even reach much higher temperatures before the bubble breaks through the surface and the hot plasma erupts into the corona. However, the heat conductivity coefficient becomes very large and will usually prevent these extreme temperatures unless the magnetic field is very strong. The hottest temperatures can nevertheless produce significant amounts of X rays, and even neutrons [31, 32]. At these high temperatures, some fusion may take place.

The magnetic heating will magnify the redshift heating in the bubble. The high temperatures, large magnetic fields, and high pressure and the magnetic field lines will also broaden the width of the photons and increase the rate of plasma-redshift heating in the bubbles to about \( 8.6 \cdot 10^{-13} \text{ erg s}^{-1} \text{ per electron} \). Disregarding the cooling, the rate of temperature increase of the plasma would then
be similar to that in Eq. (31) or

$$\frac{dT}{dt} \approx \frac{8.6 \times 10^{-13}}{1.9 \cdot \frac{2}{2} k} = 2000 \text{ K s}^{-1},$$

(35)

where $k$ is the Boltzmann constant. The bubble temperature would then reach 100 million degrees K in about 50,000 seconds or about 14 hours. When the bubble becomes hot the rate of transformation of the magnetic field to heat increases, as shown in Appendix B. The last 7 to 10 hours may then be shortened significantly. In the initial stages, much of the recombination cooling does not escape, but is absorbed or reflected in the walls of the bubble. The rough estimate in Eq. (35) serves only to indicate the order of magnitude.

For nearly vertical field lines, we should expect smaller flares because it is easier for the bubbles to expand along the field lines and open up to the corona. The bubbles can also be initiated at smaller field strengths and higher in the atmosphere, which makes the corresponding flares smaller.

Loops and arches are sometimes seen reaching far into the solar corona. These loops and arches have been difficult to explain; but the plasma-redshift heating helps explain these phenomena.

When a large “bubble” with horizontal field lines approaches the surface, a dome consisting of the “wall” of the bubble may be seen. As the dome rises the wall is likely to split into arches along the field lines, because any weakness caused by ripples or fluctuation will enhance the splitting of the dome along the field lines. When the hot plasma penetrates between the field lines, the redshift heating will push the arches formed in this way apart. The arches are relatively stable structures. The redshift heating is proportional to the density, while the cooling is a second order in density.

Inside an arch the cooling dominates and the density inside the arch is higher than that outside the arch. But the pressure inside the arch may be lower than the pressure in the hot sparse plasma outside the arch. The redshift heating outside the arch pushes the sparse plasma on the outside into the arch, while the cold emission-cooled plasma leaks down in both ends of the arch. This structure is relatively stable and can sometimes last for days and stretch far into the corona. These phenomena have been difficult to explain, but plasma redshift gives a simple explanation of the observations.

5.6 Plasma redshift of spectral lines and gravitational redshift

Plasma redshifts of solar Fraunhofer lines is significant and requires revision of both Einstein’s gravitational redshift and the standard interpretation of solar redshifts.

5.6.1 Plasma redshift of solar Fraunhofer lines

The redshift of solar lines is small, and the second term on the right side of Eq. (20) is usually significant. Most photon widths are broadened due to the effects of collisions with: 1) the neutral atoms, 2) the Fourier field of charged particles (Stark effect), and 3) the photon field, which result in stimulated absorptions and emissions. The photon widths can also be broadened by magnetic fields. The Doppler effect caused by movements in the line-forming elements affects the line width, but not the photon width. The Doppler shifts can be very large in the spicules region; but in the reversing layer and in the photosphere, the Doppler redshifts are nearly equal to Doppler blue shifts. The average Doppler shifts of photospheric lines are usually smaller than those often assumed for explaining the large deviation of the observed shifts from the expected gravitational redshifts.

The broadenings of the widths of the photons vary with temperature and density and therefore with the depth of the line formation in the photosphere and the reversing layers. Usually, a photon’s width varies across the solar disk. It is often significantly smaller close to the limb because of lower density. This then reduces the limb effect, as in the case of the sodium and potassium resonance lines. It is complicated to estimate the broadening effects, as the theories for the different broadenings are often inadequate. It is sometimes necessary, therefore, to rely on experimentally determined values for the Sun. For the relative variations of the collision broadenings of the lower and upper levels of each transition, it is often useful to use as a rough guide the collision excitation functions:

$$Y_L = NT^{1/2} \exp(-E_L/kT), \text{ and } Y_U = NT^{1/2} \exp(-E_U/kT),$$

(36)
Figure 3: The abscissa gives the height in km above the optical density \( \tau_{500} = 1 \) in the solar photosphere. The ordinate gives in arbitrary units the excitation function \( Y = NT^{1/2} \exp(-E/kT) \) for the collision broadening. The values of the number density \( N \) of hydrogen and the temperature \( T \) are from model C of Vernazza et al. [6]. The value of the excitation potential \( E \) of the energy level in the atom is equal to 3, 4, 5, and 6 eV for the four curves, respectively. The curves indicate how the collision broadening varies with the height of formation. The collision broadening varies also with the transition rate and the angular momentum change for each transition.

where the \( E_L \) and \( E_U \) are the energies of the lower and upper levels, and where \( N \) and \( T \) are densities of the neutral and charged particles and \( T \) their temperatures from model C of the solar atmosphere developed by Vernazza et al. [6]. The variations in the functions with height are illustrated in Fig. 3. Besides the excitation functions \( E_L \) and \( E_U \), the broadenings depend on electronic configuration, the angular momentum for each level, and transition probabilities for each transition.

These excitation functions show that deep in the photosphere the broadening for each line decreases steeply with increasing height. Analysis of the redshift measurements shows that when \( E_L \geq 3.5 \) eV (and the upper level about 5.8 eV), the collision broadening is usually small, and the photon width is then close to the natural quantum mechanical width, except deep in the photosphere where the temperatures and pressures are high. When \( E_L \leq 3 \) eV, the collision broadening is often significant even above the temperature minimum in the solar atmosphere.

Weak lines are formed at great depths. When their widths are collision-broadened, the photons have maximum widths at the center of the solar disk. This broadening of weak lines causes increased redshift at the center. Because the lines are weak and formed relatively deep in the photosphere, the broadening decreases sharply with height, as Fig. 3 indicates. We observe therefore a decrease in the redshift as the line of sight moves away from the center of the solar disk and up in the photosphere. For these lines, the observations show that the redshift often reaches a minimum at distances between about 0.4 to about 0.7 solar radii from the center of the solar disk. Beyond this distance the redshift of these weak lines increases towards the limb due to increased path length low in the corona in accordance with the first term, the integral term, of Eq. (20).

Slightly stronger lines are formed higher in the photosphere. These lines often have low excitation potentials and are therefore more easily collision broadened. When they are formed around the temperature minimum in the solar atmosphere, the collision broadening varies less with height. These lines show then a plasma redshift, which increases towards the limb in accordance with the
Table 3  Solar redshift experiments by Adams and Higgs and plasma redshift theory.

<table>
<thead>
<tr>
<th>Distance ( r/R_0 ) from center of solar disk in units of solar radius ( R_0 )</th>
<th>Measurements by Higgs of ( (\Delta \lambda/\lambda) \cdot 10^6 )</th>
<th>Measurements by Adam of ( (\Delta \lambda/\lambda) \cdot 10^6 )</th>
<th>Averages of Estimates ( (\Delta \lambda/\lambda) \cdot 10^6 )</th>
<th>Plasma redshift ( (\Delta \lambda/\lambda) \cdot 10^6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.999</td>
<td>3.03</td>
<td>2.67</td>
<td>2.85</td>
<td>(3.03)</td>
</tr>
<tr>
<td>0.998</td>
<td>2.83</td>
<td>2.56</td>
<td>2.69</td>
<td>(2.86)</td>
</tr>
<tr>
<td>0.995</td>
<td>2.62</td>
<td>2.44</td>
<td>2.53</td>
<td>(2.66)</td>
</tr>
<tr>
<td>0.985</td>
<td>2.47</td>
<td>2.35</td>
<td>2.41</td>
<td>(2.53)</td>
</tr>
<tr>
<td>0.980</td>
<td>2.36</td>
<td>2.35</td>
<td>2.35</td>
<td>(2.43)</td>
</tr>
<tr>
<td>0.975</td>
<td>2.27</td>
<td>2.21</td>
<td>2.24</td>
<td>(2.36)</td>
</tr>
<tr>
<td>0.974</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.970</td>
<td>2.19</td>
<td>2.15</td>
<td>2.17</td>
<td>(2.27)</td>
</tr>
<tr>
<td>0.950</td>
<td>1.96</td>
<td>1.96</td>
<td>1.96</td>
<td>(2.08)</td>
</tr>
<tr>
<td>0.949</td>
<td></td>
<td></td>
<td></td>
<td>2.04</td>
</tr>
<tr>
<td>0.925</td>
<td>1.80</td>
<td>1.77</td>
<td>1.78</td>
<td>(1.84)</td>
</tr>
<tr>
<td>0.900</td>
<td>1.70</td>
<td>1.61</td>
<td>1.66</td>
<td>1.72</td>
</tr>
<tr>
<td>0.875</td>
<td>1.64</td>
<td>1.48</td>
<td>1.56</td>
<td>(1.60)</td>
</tr>
<tr>
<td>0.800</td>
<td></td>
<td></td>
<td></td>
<td>1.40</td>
</tr>
<tr>
<td>0.700</td>
<td></td>
<td></td>
<td></td>
<td>1.24</td>
</tr>
<tr>
<td>0.600</td>
<td></td>
<td></td>
<td></td>
<td>1.14</td>
</tr>
<tr>
<td>0.500</td>
<td></td>
<td></td>
<td></td>
<td>1.08</td>
</tr>
<tr>
<td>0.000</td>
<td>1.08</td>
<td>1.08</td>
<td>1.08</td>
<td>1.00</td>
</tr>
</tbody>
</table>

1 The values in the parentheses are obtained by interpolation.

The first term of Eq. (20), similar to that shown for the lines listed in Table 3. When at the center the line is formed at the temperature minimum and at the limb just above the temperature minimum, the second term will enhance the limb effect.

In case of stronger lines, which at the center are formed close to and slightly above the temperature minimum, the temperature increase may dominate the decrease in density. As the line of sight moves away from the center, the broadening effects may then first increase slowly and reach a low maximum before they decrease again because of reduced density. The redshift of collision-broadened lines formed at this height varies therefore less with the distance towards the limb, as the increase in redshift caused by the first term of Eq. (20) is sometimes compensated by the decrease in the width and the redshift caused by the second term. The lines may then have relatively small center-limb variation. The lines with small center-to-limb effect are then also characterized by having relatively small strength at the limb relative to the line’s strength at the center of the solar disk, such as the sodium and potassium resonance lines.

For estimating the redshift, we used the coronal electron densities shown in Table 2. For the stretch from 3 to 5 solar radii, we used slightly smaller hump, because the average height of this hump is slightly smaller than indicated by Table 2. The redshift given by Eq. (20) is integrated from the cut-off region in the Sun to the observer on the Earth. The integral is rather insensitive to the electron densities variations beyond about 3 solar radii because of the low electron densities. In case of large electron densities in the transition zone and lower corona, the cut-off region moves up; and for low electron densities, the cut-off region moves down. The plasma-redshift integrals just above the cut-off region vary therefore less than if the cut-off zone did not move up with increase in plasma density. This region is the densest and contributes most to the integral in Eq. (20). The plasma-redshift integral, which uses the average densities, relative to the cut-off, is therefore a relatively good estimate. As mentioned in the last paragraph of section 5.2, the temperatures and therefore the densities compare well with the average temperatures measured by Wheatland, Sturrock and Acton [22, 23].

The measurements of the redshift are usually made when the solar atmosphere is quiescent, and the average values are usually obtained by integrating over long time periods. The electron
SOLAR REDSHIFT
Comparing plasma redshift theory with experiments

Figure 4: The diamonds show the average redshift measured by Adam [33] and Higgs [34] (see Table 3), while the curve shows the redshift predicted by the plasma-redshift theory when using the coronal electron densities listed in Table 2 and shown in Fig. 2. The horizontal line at $2.12 \cdot 10^{-6}$ shows the redshift predicted by Einstein’s classical gravitational theory.

densities listed in Table 2 are close to average values for a quiescent corona, because the temperature is consistent with the average estimates of Sturrock et al. [22] and Wheatland et al. [23]. For comparison, see the estimates by Newkirk [21], McWhirter et al. [13], and Withbroe [14, 15].

Solar redshift measurements by Adam [33] and Higgs [34] of the 629.78, 630.15, and 630.25 nm lines from Fe-I are listed in Table 3. The ionization potentials of the upper levels are: 4.191, 5.620, and 5.653 eV, and of the lower levels: 2.223, 3.654, and 3.686 eV, respectively, for the three lines. At the center, the formation of these lines is below the temperature minimum; but close to the limb, the formation is above the temperature minimum. The excitation functions mentioned above indicate that the collision broadening of the average of the three lines does not vary much with height for these lines. Estimates of the plasma redshift in the last column are obtained by using the integral term in Eq. (20). This is equivalent to assuming that the average photon widths of these three lines are about equal to the classical width of the photons, and that the collision broadening does not vary much across the solar disk.

In these experiments, the authors made extreme efforts to obtain accurate average redshift for each line at each position all the way to the extreme limit of the solar limb. The steep variation close to the limb requires that the opening angle is small and the integration time long. As can be seen from Table 3, the results of Adam and Higgs differ slightly. Such differences are understandable when we think of the variation in the electron densities with the flares and the sunspot cycle. As Table 3 and Fig. 4 indicate, the agreement between the plasma-redshift theory and the experiments is very good. The redshift varies from center to limb with the electron density integral.

The center-to-limb variations may vary slightly from one time to another. The size and frequency of coronal holes vary with the sunspot cycle. Coronal holes are more frequently over the polar region
than over the equatorial region. In coronal holes, the electron densities are usually low. The limb effect in the north-south direction will therefore sometimes be smaller than that along the equator. This is consistent with the measurement of the center-to-limb variation of the Fe line 557.6 nm by Brandt and Schröter [35], who found significant difference between center-to-limb redshifts in south-north and east-west directions. Their measurements were made in April 1978 and a few in September 1979. In March the Sun’s south pole is tilted about 7 degrees towards the Earth and in September away from the Earth. During the times of observations, there were sunspots at high latitude but very few at low latitude. Brandt and Schröter considered the conventional explanation of possible Doppler shifts. Meridional flows towards the equator could possibly cause the decrease in the redshifts close to the polar region. They rejected that explanation. They found that the required hypothetical currents of about 250 m s\(^{-1}\) were too large and contradicted other observations.

Usually, the redshift increases steeply close to the limb. It is then important that the entrance slit have a small width, preferably less than about 1 arcsec. In the limb region, the line of sight penetrates the spicules region, which is highly turbulent. It is then necessary to use long exposure time to get good averages. Some researchers have not taken this effect adequately into account and find then smaller limb effect. Some of the conventional extrapolations of the redshifts from points far away from the limb to points close to the limb are invalid, because the redshifts often increase more steeply towards the limb than that assumed. Frequently, the extrapolations sought to approach Einstein’s gravitational redshift at the limb.

In magnetically active regions, the redshifts are usually found to be greater than the redshifts far away from them; see Cavallini et al. [36]. These larger redshifts are often interpreted as due to reduced upward Doppler shifts. The magnetic fields are assumed to reduce the upward movements of photospheric currents. Other researchers explain this increased redshift as due to general down draft in the active regions.

According to Eq. (28), we expect the cut-off region for the plasma redshift to reach deeper into the transition zone over a magnetically active region. The magnetic fields over the active region will, therefore, often increase the redshifts. Concurrently, the magnetic field may reduce the movements in the photospheric layers. However, the Doppler blue shifts should be expected to nearly balance the Doppler redshifts. General down draft is also a possibility, but independent evidence of that is lacking. The magnetic field may reduce the temperature and shift the minimum temperature in the atmosphere, which in turn will affect the distribution in collision broadenings. The shift of the minimum temperature to deeper layers will steepen the increase in collision broadening with depth, which is consistent with the changing tilt of the bisector as observed by Cavallini et al. [36]. The bisector segments close to the continuum are redshifted the most, while the bisector segments closer to the bottom of the line are redshifted less and sometimes blue shifted relative to the regions outside the active regions (most likely due to lower minimum temperature in the active region). According to the plasma redshift theory, this effect and the lowering of the cut-off zone by the magnetic field are the likely causes of the increased redshift in the active regions.

### 5.6.2 Gravitational redshift

The greatest surprise is that the plasma redshift appears to explain the solar redshift without Einstein’s gravitational redshift, as Table 3 and Fig. 4 show. Einstein’s gravitational redshift has been proven beyond reasonable doubt in a great many experiments. It follows from reasonable extension of the special theory of relativity (TR) to theory of general relativity (TGR). The fact that the plasma-redshift theory explains the observed solar redshift of Fraunhofer lines contradicts the generally accepted view that the solar lines are gravitationally redshifted.

However, this apparent contradiction has a simple explanation. The experiments (on the Earth and in space) that appeared to prove the gravitational redshift are not able to detect the actual blue shift of photons, which would reverse the gravitational redshift. The length of the wave packet defining the photons in these experiments is much larger than the height difference between emitter and absorber. Einstein’s theory of general relativity (TGR) and all the experiments (apart from solar redshift experiments) are entirely in the domain of classical physics. The design, execution and conventional interpretation of the experiments disregard quantum mechanical effects.
The photons are gravitationally redshifted when emitted in the Sun, because of the time dilation; but during their travel from the Sun to the Earth, they lose their gravitational redshift, and are not gravitationally redshifted when they arrive on the Earth. The change in frequency, as the photons travel from the Sun to the Earth, is due to increased gravitational potential as the photons travel from the Sun to the Earth. In the quantum mechanical treatment, the photons’ coordinate frequencies adjust to the gravitational potential as if the photons were particles. Thorough analysis consistent with quantum mechanics shows that the photons are repelled, as seen by a distant observer at rest relative to the Sun but at a large distance free of gravitational field. This observer will see reversal of the gravitational redshift of photons, as the photons move from Sun to Earth. An observer at rest at the location of the photon close to the gravitating body (Sun) will see the photon as weightless. (The bending of light in the gravitational field is independent of the frequency or the weight or the weightlessness of the photon. This bending depends on the velocity of light and warping of space, which are unaffected by photon’s frequency.) We may be surprised, because this fact contradicts conventional thinking and what we have been taught. This fact contradicts Einstein’s field equations and the equivalence principle, which surmise that all energy forms are gravitationally attracted proportionally to their inertial mass. In the special theory of relativity, it is proven that \( E = m_i c^2 \), where \( m_i \) is the inertial mass. Einstein surmised that inertial mass, \( m_i \), including the inertial mass of the photon, was always equivalent to the gravitational mass, \( m_g \) of the same particle. Conventional thinking has surmised without adequate proof that the photons, like particles, were always attracted, as seen by an observer at rest at the location of the photon. As we will see, correct interpretation of the many relevant experiments shows that the gravitational field does not attract the photons. The photons are being pushed outwards, as seen by a distant observer in a coordinate system free of gravitational fields. This repulsion leads to reversal of photons’ gravitational redshifts and simplifies explanation of many phenomena. The repulsion of photons counterbalances the gravitational attraction in a coordinate system at rest at the position of the photon. This weightlessness of photons in the standard system of reference makes Einstein’s lambda term unnecessary, and brings stability and harmony to the cosmological perspective, as we will see.

Einstein’s thought experiment with an observer in a closed elevator box is interesting and almost correct, but not completely. The gravitational field lines are almost parallel, but not completely. The gravitational field has always a gradient, while the inertial field does not. It can be shown that mathematically, a gradient towards a point makes a difference. For the present discussion, we need only recognize that there is a difference between an inertial field and gravitational field.

Let us consider an atom in the Sun. All frequencies of the atom, all the energy levels, and all the frequencies corresponding to the energy differences between two levels in the nucleus and in the atomic electron configuration are gravitationally redshifted, according to Einstein’s classical TGR, as seen by a distant observer in a coordinate system free of gravitational fields. As we bring that atom from the Sun to the Earth, the gravitational redshifts of the frequencies disappear. During the travel of the atom from the Sun to the Earth the levels and the frequencies are blue shifted, and that blue shift cancels the gravitational redshift (or more exactly, the difference in gravitational redshift in the potentials of the Sun and the Earth). The gravitational redshift depends on the potential energy. In case of the atom, we can say that the energy that we transfer to the atom by lifting it out of the solar gravitational field is the cause of the blue shift of all the frequencies of the atom. The frequencies of the photon particle behave similarly. The photons’ frequencies increase as the photon moves out of the gravitational field of the Sun. According to Einstein, on the other hand, the photons do not change frequency as they move from the Sun to the Earth, as seen in a coordinate system free of gravitational fields. In some articles and textbooks on this subject, a different description is often given of the gravitational redshift. Different reference systems are used at the point of emission and absorption (detection). Close to the Sun, where the photons are emitted, the rate of clocks in the local reference system is slower than the rate of clocks in the reference system at rest on the Earth. It is then stated that the photons lose energy as they move up the gravitational potential from the Sun to the Earth, because the frequencies of the photons are slower than the frequencies of corresponding transition in atoms on the Earth. Actually, however, according to Einstein, the photons' frequencies stayed constant during their travel from the Sun to the Earth. The lower frequencies of the photons when they arrived on the Earth are due to the
slower rate of clocks in the coordinate system close to the Sun, where the photons were emitted. In fact, a maser clock in the Sun would be seen to move at a slower rate than the clocks on the Earth. In the Sun, the frequencies of the atoms and the photons are slower, like the photon frequencies that would control the maser clocks in the Sun. According to Einstein, the photon’s “coordinate frequency” is constant and the photon energy is constant, as the photon moves from the Sun to the Earth. $\hbar \omega = H$ is a constant of motion, where $H = E + V$ is the total energy of the photon, $E$ its kinetic energy, and $V$ its potential energy. In his arguments, Einstein considered that light consists of classical electromagnetic waves; that is, that the wave packet for the photons reached from the Sun to the Earth and beyond. Accordingly, he argued, equally many waves have to arrive on the Earth as leave the Sun, and the frequency has to be constant. Einstein’s logic is correct, and his assumptions are reasonable. But although the assumptions (premises) are reasonable, they appear to conflict with nature, as solar redshift experiments indicate. According to Galileo, nature must tell us what is right, not the assumptions made in a thought experiment.

In the quantum mechanically modified TGR, we have that, for lifting the atom out of the solar gravitational field, we have to use energy to overcome the gravitational attraction. However, although the photons frequencies increase in the same way as the frequencies of the atoms, we do not have to apply energy to bring the photon out of the gravitational field. In a reference system free of gravitational fields a repulsive coordinate force acts on the photon; but in a standard reference system at rest at the location of the photon, the photon is weightless. We could then say that in the standard reference system a repulsion force counterbalances exactly the gravitational attraction.

Einstein’s argument that equally many waves must arrive on the Earth as leave the Sun is a classical physics argument applied to an infinite train of electromagnetic waves, which is impossible in quantum mechanics. If the photons reached from the Sun to the Earth, as in classical physics, Einstein would be right. The photons of some masers used in many experiments have this characteristic. They may reach from the Sun to the Earth and well beyond. However, the photons in the visible light are very short, on the order of a few meters. As a measure of their length we can take $\lambda^2/(\Delta \lambda)$, where $\lambda$ and $\Delta \lambda$ are the wavelength and the photon width. In an undisturbed sodium atom the resonance line has wavelength 589 nm, and a quantum mechanical photon width, which is 0.0116 pm, about the same as the classical photon width. The length of the photon is then about 30 m. In the Sun the photon width at the center of solar disk is about 17 times broader, and the length of the photon therefore only about 1.8 m.

The solar light photons during their travel to the Earth have plenty of time to change their frequency and adjust to the gravitational potential field. In contrast, the 14.4 keV photons used in the experiments by Pound and Repka, Jr. [37, 38], and Pound and Snider [39] did not have enough time (only 75 ns) to change their frequency, as they traveled the distance of only 22.5 m between emitter and absorber in the weak gravitational potential of the Earth. As we will see, these photons need more than 19 $\mu s$ for changing the frequency. The difference in gravitational potentials of the 14.4 keV photon at the position of the emitter and the absorber in the experiments [37-39] is:

$$\Delta E = (h\nu/c^2) 981 \cdot 2250 = 5.67 \cdot 10^{-23} \text{ erg},$$

where the factor 981 is the gravitational acceleration in the laboratory, and the factor 2250 cm is the height difference. From both the uncertainty relation and the transition theory in quantum mechanics, the minimum transition time between the two states of the photon is:

$$\Delta t \approx h/(2\pi \Delta E) = 1.9 \cdot 10^{-5} \text{ s},$$

where $h$ is Planck’s constant. The wave packet needed to define that small energy difference has a length of about $c \Delta t \approx 5.6 \text{ km}$. The length of the 14.41 keV photon is about $L \approx 2\pi c \tau = 270 \text{ m}$, where $\tau = 143 \text{ ns}$ is the lifetime of the 14.41 keV transition in the nucleus. During the travel from the emitter to absorber, the photons would usually experience smaller potential difference. Therefore, the minimum time for transition exceeds 19 $\mu s$. It is impossible for the photons to adjust to the new potential or to change frequency during their short travel time of 75 ns from the emitter to the absorber in these experiments. On the other hand, the atoms and the nuclei in the emitter and absorber had plenty of time to adjust to the gravitational potential difference. Every transition in
quantum mechanics takes time. Photons require time to change from one state to another, even if the states overlap and are continuous. In the experiments [37-39] the photons had no chance to adjust to the gravitational potential, while they moved from the emitter to the absorber. These experiments are inconclusive, because the experimental design did not make it possible to detect the change in frequency as the photons traveled from emitter to absorber.

In the rocket experiments by Vessot et al. [40], the maser photons are too long. Importantly, the potential difference is too small. In the space experiments by Krisher et al. [41], the laser photons (signals) used in the experiment are extremely long. They reach from the Sun to beyond Saturn. None of the experiments “proving” the gravitational redshift makes it possible to detect the relevant reversal of the gravitational redshift of photons coordinate frequency.

Quantum mechanics, in accordance with Bohr’s correspondence principle, approaches and becomes identical with the classical mechanics in the limit of macroscopic experiments, and in the limit of slow variation in the gravitational field. A correct quantum mechanically modified TGR does not contradict the classical physics experiments, like the experiments by Pound and Rebka [37, 38], Pound and Snider [39], rocket experiments by Vessot et al. [40], and the space experiments by Krisher et al. [41], because the experiments are inconclusive and do not make it possible to detect the frequency change of the photon. In the gravitational deflection experiments by Riveros and Vucetich [42], and in the experiments on the time delay of radar echoes by Shapiro et al. [43], it is important to realize that 50% of the measured effect is due to variation in the speed of light in the gravitational field, and 50% is due to warping of space. The changes in the speed of light and the warping of space are caused by the mass of the Sun (the star or the galaxy). The speed of light is independent of the photon’s frequency. In the modified TGR both the speed of light and the warping of space are the same as in the classical TGR. According to Fermat’s principle, the path of the photon depends on the speed of light and the warping of space. In these cases, the photons’ velocities had to adjust to the gravitational potential during their time of flight. Quantum mechanical analysis of the experiments shows that this is possible, although a small but finite lag may occur, especially in case of long wavelengths at large distances from Sun.

5.6.3 Results of solar redshift experiments compared with theory

There is thus a fundamental difference between solar redshift experiments and the classical physics experiments that have been assumed to prove Einstein’s classical TGR. The solar redshift experiments reveal the reversal of the gravitational redshift. The other experiments do not.

It will be argued that the solar redshift experiments have been proven to confirm the gravitational redshift. For example, it will be argued that the elaborate works of Dravins et al. [44] and Dravins [45] have proven beyond reasonable doubt that the difference between the observed redshift and the predicted redshift can be explained as due to Doppler shift in the line-forming elements. The analysis by Dravins et al. is supported by many observations. The explanation of shifts of lines as we move from the granules to the intergranular lanes appeared convincing.

Essential premises for the conventional theory by Dravins et al. are:

1. Einstein’s gravitational redshift of solar lines when observed on Earth applies.

2. Most of the deviations from the gravitational redshift are due to Doppler shifts.

There is no place for a plasma redshift, which follows from basic laws of physics. For obtaining a match between the assumed velocity distribution and observed C-form of the line median, and for explaining the large blue shifts of most lines at the center of the solar disk relative to the gravitational redshift, Dravins et al. suggested that these observations derive from up-streaming currents of about 1200 m s$^{-1}$ over 75% of the area in the granules and down-streaming currents of about 3600 m s$^{-1}$ over 25% of the area in the intergranular lanes. The actual division between these regions is more gradual and variable. The assumed large asymmetry in the area and velocities between up and down streaming currents was necessary to explain the observations. These assumptions were supported by observation of apparent line shifts in the granules and intergranular lanes. (We will see later when we report on the observations by Miller et al. that the observed shifts in the granules and
intergranular lanes are in the wings and not the core of the lines.) It is well known that the observed widths of the Fraunhofer lines exceed the Doppler broadening caused by thermal motion. Vernazza et al. [46] explain the additional broadening as caused by turbulence with velocities on the order of 1 to 1.4 km s\(^{-1}\). But the assumed asymmetry in the flow is not supported by independent evidence.

The predictions of the Doppler shift theory by Dravins et al. are very often the same as the predictions of the plasma-redshift theory. The Doppler shift theory by Dravins et al. explains that weak lines, which are formed deep in the atmosphere, have small redshifts, because the velocities of the up-streaming currents appeared to increase with depth in the atmosphere. (Apart from the observed shifts of the lines, there is no independent verification of increasing velocities with depth. The increasing density with depth would be consistent with decreasing velocities with depth.) As Eqs. (18) and (20) show, the plasma redshift increases with photon width. The plasma redshift predicts that weak lines, which are formed deep in the photosphere, have small redshifts because their photon widths are usually small. The photon width is usually associated with the strength of a line, which is associated with the height of the line's formation in the atmosphere. However, there are important exceptions to this rule. Exceptionally, some weak lines have large photon widths and therefore large plasma redshifts. The Doppler shift theory, on the other hand, predicts small redshifts for the weak lines independent of the photon width.

Pierce and LoPresto [47] found for the Ni I lines a redshift-strength relation similar to that for the Fe I lines. However, for similar equivalent widths the redshift of the Ni I lines was significantly greater than that of the Fe I lines. This is contrary to what is to be expected if the redshift is a function of depth of the line formation, as suggested in the theory of Dravins et al. [44]. The observation is in agreement with the prediction of the plasma-redshift theory. For same equivalent widths, the nickel lines have broader photon widths than the iron lines, because nickel concentration is only about 4% of the iron concentration in the solar atmosphere.

For Ti I lines, Pierce and LoPresto [47] found a similar relation, but the discrepancy between the measured redshifts and those expected from the equivalent widths was greater. In the Sun, the concentration of titanium is about 0.4% of that of iron. These observations contradict the conventional theory by Dravins et al., but are consistent with the plasma-redshift theory.

The 3d-4p lines 849.8 and 854.2 nm lines of Ca II have exactly the same upper level (same voltage of 3.15 eV and same angular momentum) as the 393.3 nm resonance line. The relative rate constants and strengths of these three lines are roughly proportional to 1, 9 and 136, respectively. However, the photon widths of the two weaker lines are on the order of or greater than the photon width of the strong 393.3 nm resonance line. The lower levels of the 849.8 and 854.2 nm are easily broadened by Stark effect, as shown by Griem [48], and can be broader than the lower level of the resonance line. St. John [49] measured the center redshift of the strong 393.3 nm resonance-line to be about 1296 m s\(^{-1}\), while Herzberg [50] measured the redshift of the much weaker 849.8 and 854.2 nm lines from the same upper level to be about 1533 and 1933 m s\(^{-1}\), respectively. This is consistent with the plasma-redshift theory, but contradicts the Doppler shift theory by Dravins et al. [44].

Miller et al. [51], who used high spatial resolution technique, about 0.28 square arcsec resolution, measured the redshift and the form of the bisector in the granules and separately in the intergranular lanes. These measurements can be expected to find huge differences in the redshifts. The down streaming currents in the intergranular lanes could result in large redshifts far in excess of the gravitational redshift and the up-streaming currents in the granules could result in large blue shifts. However, the measurements showed that in the core of the line, including the bottom of the line, the redshift and the C-form of the bisector are almost the same (within about 20 m s\(^{-1}\) in the granules and the intergranular lanes. This finding was the case for all three lines investigated (Fe I lines 406.5, 543.4, and 523.3 nm). The wings (not the core) of the lines were redshifted 75 to 200 m s\(^{-1}\) in the intergranular lanes as compared with that in the granules. In redshift experiments, the core (and not the wings) of the line defines the redshift.

These observations contradict the assumption by Dravins et al. [44], but are consistent with the plasma-redshift theory. They do not contradict the expectation that the turbulence is significant for broadening of the lines. The turbulence does not appear to affect the redshift of the core of the line, which means that the Doppler redshifts about compensate the Doppler blue shifts. This is consistent with the expectations of many early (before 1960) researchers in this field. Importantly, the core
and the vertex of the line determine the observed redshift as usually measured. The redshifts in the wings, 75 to 200 m s\(^{-1}\), may possibly be due to Doppler shifts. However, even if they are, they appear to be much smaller than those expected.

The theory by Dravins et al. [44] explains that the C-form of a line’s bisector is due to variation in the upward and downward currents. The assumed larger areas of the upward currents in the photosphere cause the prevailing blue shift relative to the expected gravitational redshift at the center of the solar disk. The plasma-redshift theory explains the C-form of the bisector as caused mainly by the spectrum of photon widths for each line. The collision broadening causes a distribution in the widths of the photons; even without the collision broadening, the widths have a distribution. This distribution in collision broadenings varies with temperatures and densities in the atmosphere, as well as the states of the colliding atoms. The conventional approach of averaging the collision broadenings and the collision shifts is not permissible in the plasma-redshift theory, if our focus is the line form. The plasma redshift, which depends on the photon’s width, is independent of the direction of the currents in the line-forming elements. The plasma redshift has a distribution for each line independent of the concurrent Doppler shift. The photons with the largest width are redshifted the most. The fact that Miller et al. [51] observed that the core of the bisector in the granules is about the same as that in the intergranular lanes is consistent with the plasma-redshift theory; however, these observations contradict the Doppler shift theory by Dravins et al. [44].

In the plasma-redshift theory, we often can disregard the collision shift of the lines, because it is usually much smaller than the shift caused by the collision broadening. The collision shift may be on the order of 10\% of the collision broadening. The redshift of the wavelength caused by the collision broadening is for the sodium resonance lines about 4 times the broadening, or about \(\delta \lambda / \xi = 4 \delta \lambda\) for the 588.995 and 589.592 nm lines of Na I. The collision shift would then be only 2.5\% of the redshift caused by the collision broadening. However, if the collision shift is significant, it must be included.

5.6.4 Redshifts of stars

**O and B stars.** Similar analyses for other stars show that like the Sun they must have coronas and intrinsic redshifts, especially the hot stars. The redshift heating per electron of the corona increases with the fourth power of the star’s temperature, as Eqs. (29) and (30) show. The redshift heating can then compensate cooling from higher density plasma. The increase in the redshift is reduced slightly, because the increased densities in the transition zone lead to increased heights of the cut-off zone for the plasma redshift. As Eq. (32) indicates, a large radius of a star will usually extend the high-density region of the corona. The intrinsic redshift of a star should therefore increase with the temperature and the radius of the star. As we do the analysis of the redshift observations, we should take into account the strength and the formation depth of the line. The pressure broadening will usually be different from that in the Sun, because the temperatures will often be higher and the densities smaller in the line forming elements. In the hot large stars, many of the strong lines are formed high in the in the chromosphere and close to the spicules region. The movements in the line forming elements affect mainly those lines that are formed close to the spicules region. The limb effect and the spread in the redshift values can be expected to be large and vary from line to line. Like the Sun, these hot stars will have a turbulent spicules region. Crude estimates for Spica lead to an intrinsic redshift of 5 to 10 km s\(^{-1}\). The plasma redshift theory predicts thus large redshifts especially in the large and hot O and B stars. These predictions are consistent with the observed K-effect, which was discovered long ago, but could not be explained; see Arp [52].

**Collapsars.** The observed redshifts of dwarf stars, such as the white dwarf (WD) Sirius B, can be explained as plasma redshifts without the conventionally assumed gravitational redshifts, which will have been cancelled by corresponding blue shifts, as the photons move out of the intense gravitational fields; see section 5.6.2, and an analysis of the theory and the relevant experiments by Brynjolfsson [53].

The plasma redshifts in collapsars are usually mainly due to the second term in Eq. (20),

\[
\ln (1 + z) = 3.326 \times 10^{-25} \int_0^R N_e dx + \frac{\gamma_i - \gamma_0}{\xi \omega} = 3.326 \times 10^{-25} \int_0^R N_e dx + \frac{\delta \lambda_i - \delta \lambda_0}{\xi \lambda},
\]
where the photon widths, $\gamma_i$ and $\delta \lambda_i$, for a constant temperature are Stark broadened increasingly with the pressure. The classical photon widths, which are equal to the quantum mechanical widths of photons penetrating a plasma are given by $\gamma_0 = \beta_0 \omega^2 = 6.266 \cdot 10^{-24} \cdot \omega^2 \text{ s}^{-1}$, and $\delta \lambda_0 = 0.118 \text{ mA}$. These classical photon widths are independent of the pressure. The factor $\xi$ for the heavily broadened lines is likely to be between 0.25 to 0.36. (In the heavily broadened lines, it is likely to approach $e^{-1} = 0.36$.) The Stark broadening of the photons is often about 10 times the Stark shift. The plasma redshift in collapsars is on the order of 27 to 40 times the Stark shift, which often corresponds to about 0.2 to 4 km s$^{-1}$. The second term in Eq. (20), which increases with the pressure and the gravitational potential, corresponds then often to a redshift of about 10 to 70 km s$^{-1}$ in dwarf stars. Therefore, it is often difficult to distinguish plasma redshift from the conventionally assumed gravitational redshift.

The second term on the right side of Eq. (20) requires only a small column density of the electrons, $N_e \approx 10^{18} \text{ cm}^{-2}$. Therefore, even when the collapsar is relatively cold and has a corona with a column density, $N_e < 10^{18} \text{ cm}^{-2}$, the second term is valid, because the column density in interstellar space would usually be adequate to produce the second term in Eq. (20). The photon widths and the pressure broadenings of the photons vary from line to line. Therefore the plasma redshift varies from line to line, while the conventionally expected gravitational redshift should be relatively constant independent of the line. In collapsars, the variation of the redshift from line to line helps distinguish the plasma redshift from the conventionally expected gravitational redshift, which should be constant independent of the line observed. In the first approximation, we do not need to know the star’s velocity. The question is only: “Does the redshift vary from line to line?” Also, the wings of the lines are formed at slightly higher densities in the collapsar, such as the white dwarfs. The plasma redshift may then cause the wings to be redshifted slightly more than the center portion of the line. This is only a small effect.

It has usually been difficult to determine the redshifts of collapsars. In 1925, Adams [54] determined the gravitational redshift of Sirius B to be about 21 km s$^{-1}$. He observed significant variation in the redshift from line to line, but took an average. In 1926, Strömgren [55] corrected the redshift to be about 19 km s$^{-1}$. This value matched the previous predictions by Eddington [56]. For 46 years, these estimates were considered a proof of Einstein’s gravitational redshift. In 1971, Greenstein et al. [57] estimated the redshift to be about 89 $\pm$ 16 km s$^{-1}$. Again it was found to match the theoretical expectations. Greenstein et al. measured the redshift of the H$\alpha$-line and found a weighted average of 94.6 km s$^{-1}$, and of the H$\beta$-line to be 73.5 km s$^{-1}$. In accordance with the conventional gravitational theory, Greenstein et al. took a weighted average to derive the value $89 \pm 16$ km s$^{-1}$–value. The difference of $21.1 = 94.6 - 73.5$ km s$^{-1}$ between the redshift of the H$\alpha$ and the H$\beta$-line does not prove that the difference is real, but it could be. The photon width and Stark broadening of the H$\alpha$-line is also greater than that of the H$\beta$-line. The observed difference is consistent with the plasma redshift theory. In 2005, Barstow et al. [58] measured only the H$\alpha$-line and found therefore a small spread and a redshift of about $80.42 \pm 4.83$ km s$^{-1}$, and the temperature about $25,193 \pm 37$ K. We don’t know what it would be had he instead observed the H$\beta$-line.

The intrinsic redshift of a star depends slightly on the direction of the star’s magnetic dipole axis. The observed redshift could then vary slightly with time, provided the dipole axis wobbles, or if the magnetic field varies, confer the 11 years cycle in the Sun.

Rather than proving the gravitational redshifts, the explanations and the analyses of the observations, usually assume the validity of the gravitational redshift. This is often stated explicitly in the analyses of the observations. When the gravitational redshift does not fit the expectation, some thing else is assumed wrong. In case of Sirius B, the interference from Sirius A is a real problem. If the gravitational redshift was a sure thing, the conventional analysis of the data is justified. But if we question its validity, we must analyze the subject more carefully.

**Quasars.** It is reasonable to assume that quasars and other active galactic nuclei have large intrinsic redshifts caused by the plasma redshift (see Brynjolfsson [59]). In quasars the measured redshift is useful for characterizing their corona. For the quasar 3C 273 with redshift of 0.158, the electron density integral is $(\ln(1.158)) / (3.326 \cdot 10^{-25}) = 4.41 \cdot 10^{24} \text{ cm}^{-2}$. This redshift integral, when combined with the other features, such as the bolometric temperature(s), including X rays and infrared spectrum, can help us to obtain a rough estimates of their absolute magnitude, distance,
and even mass. The estimate of a rather simple quasar such as 3C 273 is rather complicated, as it will be necessary to take into account different parts of the spectrum including the X rays, the ultraviolet component, the visual spectrum, the infrared, spectrum, the production and cooling by microwaves, production and cooling of dust emitting infrared radiation, the optical density of the different radiations, the magnetic field, etc. In addition to the usual line broadenings, we may also have that the center-limb effect broadens the observed lines significantly. The plasma redshift is a first order process in the density, while the cooling effects are usually second order in density. This has a tendency to produce cloud formations in the corona, as in the case of the galactic corona. These clouds may result in absorptions lines with smaller redshifts than the emission lines. A crude estimate, based on the assumption that the magnetic field in the corona is small, places the quasar 3C 273 at a distance on the order of 8 Mpc, while the conventional theory derives a distance of about 680 Mpc, if the Hubble constant is about $H_0 \approx 65 \text{ km s}^{-1}\text{Mpc}^{-1}$. The blobs, which move away from the quasar at angular speed of 0.65 mas per year, would not move at a superluminal speed, but at about $3 \cdot 10^4 \text{ km s}^{-1}$. This rough estimate indicates that the absolute magnitude is about $-17.6$.

5.7 Galactic corona

Lyman Spitzer in the 1950's [60] made it plausible that the Milky Way galaxy has a corona. Since then many observations have confirmed this fact. The dispersions in the frequencies of microwaves along the lines of sight from pulsars indicate that we not only have a hot corona around the Milky Way, but that we also have hot interstellar H II regions within the Milky Way. These H II regions stretch far beyond the Strömgren radii of nearby stars. It has been difficult to find sources for the required heating of the corona, and the heating and the large dimensions of the H II regions [60-67]. The plasma-redshift heating helps explain the observations. X rays and ultraviolet radiation can heat some regions to intermediate temperatures, but plasma redshift can increase the temperature to more than a million degrees. These high temperatures reduce the density and the rate of cooling. The fully ionized plasma regions can therefore reach far away from the hot stars. The H II regions around stars can retain their high temperature for a long time because of the continuous plasma-redshift heating.

These hot H II regions have often been explained 'ad hoc' as due to past supernovas even when no remnant of a supernova was found, because it was thought that only supernovas could explain the high temperatures. These supernova bubbles were assumed to move out into the corona and supply the needed heating of the corona of our Galaxy [60, 66, 67]. The transition zones to the H II regions and the galactic corona have absorption and emission lines similar to those in the transition to the solar corona. Beyond the transition zone, the hot plasma is usually more difficult to detect; but some lines indicating a million degree temperatures are sometimes observed.

5.7.1 Heating of the corona

We will see that X rays from intergalactic plasma combined with plasma redshift heating by light sources within Milky Way are the main sources for heating of the corona. The intergalactic plasma is heated mainly by plasma redshift of intergalactic light from the galaxies; see section 5.8.

Analyzing the spectrum from the supernova 1987A in the Large Magellanic Cloud (LMC), Pettini et al. [68] found that the 6374.51 Å-line in Fe X caused a pronounced trough in the spectrum. This absorption line is produced preferentially when the electron temperature is about 1.25 million K. If formed at one location, the trough would be relatively narrow. The full width at half maximum (FWHM) would be about 32 km s$^{-1}$, provided the turbulence is small. The trough stretched from about 210 to about 365 km s$^{-1}$ for a total width of about 155 km s$^{-1}$ [68] (see section IIIa and Figs. 1 and 2 of that source).

The distance of supernova 1987A in the LMC is about 51 kpc, the galactic longitude about 280 and the galactic latitude about $-32$ degrees. Its movement along the line of sight is uncertain, as its redshift is a combination of a plasma redshift and a Doppler shift. In the past, we interpreted all shifts as Doppler shifts; and Pettini et al. interpreted the width as due to Doppler shifts in the intervening plasma [68]. In light of the plasma-redshift theory, we realize that most shifts are
combinations of the two. We will assume for a moment that the displacement of the beginning of the Fe X absorption, at about 210 km s\(^{-1}\), is mostly due to a Doppler shift caused by the velocity of the solar system relative to the point where the line of sight to the LMC cuts the surface of our Milky Way. Some of the redshifts within our Galaxy will be due to the plasma redshifts in the H II regions. Based on measurements within our Galaxy, the average electron density is about 0.016 \(\text{cm}^{-3}\) to about 0.025 \(\text{cm}^{-3}\) [63]. For distances of about 2 to 3 kpc, the integrated plasma redshift within our Galaxy is likely to be about 10 to 23 km s\(^{-1}\). The electron temperature of the galactic corona may deviate from the optimum temperature of 1.25 million K for the FeX line, and would then contribute less to the absorption trough.

We will assume for a moment that the width of 155 km s\(^{-1}\) (from 210 to 365) of the trough as observed by Pettini et al. [68] is a rough measure of the plasma redshift along the line of sight in the corona, where the absorption by the 6374.51 Å-line in Fe X is significant. A white light from a supernova could produce such a trough. The light absorbed close to the supernova would have the largest plasma redshift. The light absorbed in the transition zone to the corona would have the smaller redshift, and the lines formed in the H II regions would have redshifts smaller than any part of the trough.

When using Eq. (20) and assuming that the second term on the right side is insignificant, we get that the average electron density along the coronal line segment \(D\) is given by

\[
z = \frac{155}{3 \cdot 10^5} = 3.326 \cdot 10^{-25} (N_e)_{av} D 3.086 \cdot 10^{21}, \quad \text{or} \quad (N_e)_{av} = \frac{0.50}{D}, \quad (39)
\]

If the distance \(D\) of the line segment within the corona to the supernova 1987A in LMC is \((51 - 3) = 48\) kpc, we get that the average electron density is \((N_e)_{av} \approx 0.01 \text{ cm}^{-3}\), and that the electron column density is \((N_e)_{av} D 3.086 \cdot 10^{21} = 1.6 \cdot 10^{23} \text{ cm}^{-2}\). From Figs. 1 and 2 in reference [68], it appears possible that the absorption trough reaches to about 400 km s\(^{-1}\). The electron's density and the column density would then be about 0.0128 \(\text{cm}^{-3}\) and 2 \(\cdot 10^{21} \text{ cm}^{-2}\), respectively.

Pettini et al. [68] believed, however, that absorption trough for the \(\lambda = 6374.51\) Å-line stretched only over the range \(v_H \approx 215 - 270\) km s\(^{-1}\), and that the remaining parts of the absorption trough were due to contamination by telluric lines and diffuse interstellar bands. Pettini et al. did not know the plasma redshift. Their assumptions are therefore reasonable. As explained in the following, the high concentration of Fe X is most likely due to ionization by X rays from about 3 \(\cdot 10^6\) K intergalactic plasma, with an average X-ray energy of about 260 eV. These X rays will deposit their energy in the colder plasma low in the corona and in the transition zone to the corona. The ionization potential of Fe IX is 235 eV, and of Fe X it is 2.62 eV. The X rays from the intergalactic plasma therefore have about the right energy to create a relatively high concentration of the Fe X-ions in the colder plasma, even in plasma with temperatures well below 1.25 \(\cdot 10^6\) K.

In support for the contamination of the line, Pettini et al. point out the difference in the form of the absorption trough in the spectra taken April 9 1987 and July 20 1987 (see Fig. 2 of that source). However, it is more likely that during the 102 days, a colder plasma cloud formed in (or moved into) the line of sight to the supernova thereby enhancing the absorption trough closer to the supernova, as observations on July 20 indicate. Plasma redshift, because it is a first order process, has the tendency to create hot bubbles separated by walls of colder plasma. These walls of colder plasma form and disappear in the line of sight. The walls could also move into or out of the line of sight. Other lines formed in these walls would simultaneously show an increased and decreased strength. Plasma redshift therefore gives a reasonable explanation of the observations.

Pettini et al. [68] assumed the iron concentration to be similar to that in the Sun. They assumed collisional ionization based on thermal equilibrium in the plasma. From the depth and area of the absorption trough, they determined the column density and found a value that corresponds to about \(N_H \approx 3.2 \cdot 10^{21} \text{ cm}^{-2}\). Pettini et al. considered several possibilities for explaining this unexpected high value, but concluded that the above-mentioned column density was most likely a reasonable estimate for the corona between our Milky Way and the LMC [68]. However, their assumptions may not be right. The iron concentration may deviate from that in the Sun. The oscillator strength assumed for the line may be inaccurate. For example, the line may be broadened by Stark effect in the hot plasma. A high concentration of Fe X may be produced by the high-energy X rays from about
3 \cdot 10^6 \text{ K} \text{ hot plasma in intergalactic space (see section 5.11). As mentioned above, the high-energy X rays from this hot plasma can penetrate, without much attenuation, the fully ionized hydrogen component of the plasma. They are very efficient in ionizing the iron (and other trace elements) in the coronal plasma. At temperatures well below 1.25 \cdot 10^6 \text{ K}, this X-ray ionization will make the Fe X concentration appear much higher than if the excitations and ionization were made primarily by the 1.25 \cdot 10^6 \text{ K} \text{ electron plasma.}

If the line is formed within a narrow region with a width of about 55 km s$^{-1}$, as assumed by Pettini et al., and if the column density is about $N_H \approx 3.2 \cdot 10^{21} \text{ cm}^{-2}$, as they derived, then the pressure would be unreasonably high. For example, if this column density were the integral of the density over 10 kpc or less, the hydrogen density would be $N_H \geq 0.104 \text{ cm}^{-3}$, which when combined with a temperature of $1.25 \cdot 10^6 \text{ K}$ corresponds to an unreasonably high pressure at a distance greater than 8 kpc from the galactic center. Even if the hydrogen density is integrated over the entire distance of 50 kpc to the supernova, the average density of about $N_H = 0.0207 \text{ cm}^{-3}$, would for $1.25 \cdot 10^6 \text{ K}$ correspond to $N_e T = 1.2N_H T = 3.1 \cdot 10^4 \text{ cm}^{-3} \text{ K}$, which is also too high.

The ionization and heating in the transition zone to the corona would be by the X rays from intergalactic space, by the heat conduction from the corona, and by the plasma redshift of the galactic light. Similarly, the heating of the corona would be by the plasma redshift of the galactic light, by the X rays from intergalactic space, and at the outer edges by the heat conduction from intergalactic plasma.

Peebles [69] (see that source, pages 45-49), using the data of van Albada and Sancisi [70] makes it plausible that the corona of our Galaxy contains significant mass. His evaluation indicates that the coronas of some galaxies contain a halo with a “dark mass” density, which beyond about 5 kpc decreases approximately proportionally to $R^{-2}$, where $R$ is the distance to the center of the galaxy.

For explaining the Tully-Fisher relation for large velocities of distant hydrogen clouds Milgrom [71] suggested modifying Newton’s gravitational laws. The evaluation by Bottema et al. [72] was consistent with this suggestion.

According to Eq. (39), the theory of plasma redshift leads to an average plasma density along the line of sight to supernova 1987A, of $(N_e)_{av} \approx 0.01 \text{ cm}^{-3}$ over a distance of about 48 kpc in the corona of the Milky Way. Although this density is about 20 times higher than that usually assumed, it is most likely about right. This average includes the relatively dense plasma in the transition zone. In addition to the relatively high plasma densities made possible by the X-ray ionization and the plasma-redshift heating, we may have significant “cloud” formations caused by the fact that the plasma-redshift heating is a first order in density while the cooling is of higher order in density. The velocities of the ions and electrons close to surface of a galaxy, where the density is relatively large, are likely to be isotropic relative to the local rotational velocity of the plasma. When the plasma diffuses outwards, its velocity perpendicular to the radius to the center of the Milky Way will remain constant. If that plasma condenses and forms hydrogen clouds at any distance from the galaxy, the velocity of the hydrogen atoms perpendicular to the radius of the galaxy will remain constant and will be roughly equal to the corresponding velocity of the plasma close to the galaxy. This can explain, without the “dark matter”, the observed constancy of the velocity of the atomic hydrogen perpendicular to the radius as measured by the 21 cm line. The mass of the “clouds” and stars in the corona can be significant. There may therefore not be any need for “exotic dark matter particles” [69] (see p.48 of that source) or for changing the gravitational laws. The plasma redshifts produced by the relatively dense plasma in clusters of galaxies together with intrinsic plasma redshifts of many objects will, when interpreted as Doppler shifts, result in unreasonably large velocities for some of the members of the cluster. Also this misinterpretation of the observations has lead to the “dark matter” hypothesis. The plasma-redshift theory can explain the velocity distribution in clusters without the “dark matter” hypothesis.

We will assume that the light intensity at the surface of the Galaxy corresponds to about $n_{G}10^{11}$ solar like stars at its center. The factor $n_{G}$ is most likely between about 1 and 3. The mass of the Milky Way is often estimated to be about $2 \cdot 10^{11}$ solar masses, but the light intensity may be less than that of $2 \cdot 10^{11}$ suns. For a Hubble constant $H_0 = 0.7$, Peebles [69] (see Eq. (3.40) of that source) estimates that inside the distance of the Sun from the galactic center the mass is $1.6 \cdot 10^{11}$ solar masses. The light intensity varies with the direction to the center. For example, it may be
greater over the poles (the bulge) of the Milky Way, and it may vary along the surface; for example, it may be larger over the arms. The heating-rate caused by the plasma redshift of the galactic light (GL) is similar to Eq. (33)

\[
\frac{dQ_{GL}}{dt} = 2.15 \times 10^{-14} n_G 10^{11} N_e \frac{R_0^2}{R^2} = n_G 1.09 \times 10^{-24} \frac{N_e}{R^2} \text{ erg cm}^{-3} \text{ s}^{-1},
\]

(40)

where \(N_e\) is the electron density in cm\(^{-3}\), \(R\) the radius in kpc to the galactic center, and \(R_0\) the solar radius in kpc.

We can compare the plasma-redshift heating of the Galactic light given by Eq. (40) with the free-free emission cooling. The cooling by trace elements may be smaller, partly because of reduced concentration of the trace elements and partly because reabsorption of some of the recombination emission stretching over many kpc in the corona. The energy emitted in the free-free emission cooling is

\[
\frac{dQ_{ff}}{dt} = 1.426 \times 10^{-27} \sum Z_i^2 N_i N_e T_{1/2}^3 \langle g_{ff} \rangle \text{ erg cm}^{-3} \text{ s}^{-1}.
\]

(41)

For solar abundance of trace elements the Gaunt factor is \(\langle g_{ff} \rangle = 1.29\) for a temperature of 1.1 million K (but for insignificant concentration of trace elements the Gaunt factor is closer to 1.4). This continuum X-ray cooling is then about

\[
\frac{dQ_{ff}}{dt} = 2.57 \times 10^{-27} N_e \text{ erg cm}^{-3} \text{ s}^{-1}.
\]

(42)

where in Eq. (41) the value of \(\Sigma Z_i^2 N_i \approx 1.33 N_e\). (This cooling does not include the recombination cooling, which is especially important at low temperatures.) When equating the cooling given by Eq. (42) with the heating given by Eqs. (40), we get

\[
N_e \approx \frac{n_G \cdot 0.425}{R^2} \text{ cm}^{-3}.
\]

(43)

For \(n_G = 1\) and for \(R\) equal to 8, 16, and 40 kpc from the galactic center, we get that the values of \(N_e\) are equal to 0.0066, 0.0017 and 0.0003 cm\(^{-3}\), respectively. For \(n_G = 2\) the values of \(N_e\) are 0.0133, 0.0033, and 0.0005 cm\(^{-3}\), respectively. Some of the free-free emission is reabsorbed, which increases the \(N_e\)-values slightly. These densities of \(N_e\) are too low for explaining the observations by Pettini et al. [68]. We conclude therefore that plasma redshift is not adequate for heating the relatively dense corona of the Milky Way.

The density, 0.0005 cm\(^{-3}\), at about 1.1 million K at distance of 40 kpc would result in significant flow of plasma into intergalactic space. It appears thus that the density in intergalactic space could be significant as the cosmological redshift in sections 5.8 and 5.9 shows. The CMB and the X rays in section 5.10 and 5.11 confirm those densities in intergalactic space. We must then also conclude that the light escaping from the galaxies will be redshifted and result in heating of the intergalactic plasma, which then produces X rays that return to the energy emitted from the galaxies back to the coronas of galaxies. The X rays from intergalactic space will ionize the trace elements, such as iron. The colder regions, especially in the transition region to the corona will increase the average density significantly.

In intergalactic space, the average heating rate caused by the plasma redshift of the cosmic microwave background (CMB) radiation will balance the corresponding cooling of the intergalactic plasma caused by emitting the CMB at the original frequency instead of the redshifted frequency. However, because of the higher plasma density (the plasma-redshift heating is proportional to \(N_e\)) in the corona of the Milky Way galaxy, the heating will be greater than in intergalactic space. This heating is partially offset by greater cooling because of higher temperature of the emitted microwaves from the coronal plasma, because the emitted energy is proportional to \(3 N k T_e\), where \(N\) is the total number of particles and \(T_e\) is the average particle temperature; see Eq. (C20) in Appendix C. In spite of the lower temperature in the corona than in intergalactic space, we have a net heating. As we show in section 5.10 (see the numerator in Eq. (62)), the energy density in the CMB is about \(u_{CMB} = a \cdot T_{CMB}^4 = 4.19 \times 10^{-13} \text{ erg cm}^{-3}\). The average energy flux at each location integrated over...
all directions is then about \( c \cdot u_{\text{CMB}} = 1.26 \cdot 10^{-2} \) erg cm\(^{-2}\) s\(^{-1}\). For this rough estimate, we can assume that CMB radiations is approximately constant and isotropic. From Eq. (28), we find that at the high temperatures (above about 300,000 K) and low densities in the corona all the frequencies are plasma redshifted. We get then that

\[
\frac{dQ_{\text{CMB}}}{dt} = c \cdot u_{\text{CMB}} \cdot 3.326 \cdot 10^{-25} N_e = 4.18 \cdot 10^{-27} N_e \text{ erg cm}^{-3} \text{ s}^{-1}.
\] (44)

The actual CMB heating of the corona is about 33\% less because of the microwave emission-cooling, or

\[
\frac{dQ_{\text{CMB}}}{dt} = c \cdot u_{\text{CMB}} \cdot 3.326 \cdot 10^{-25} \frac{T_{\text{int}} - T_{\text{pol}}}{T_{\text{int}}} N_e = 2.8 \cdot 10^{-27} N_e \text{ erg cm}^{-3} \text{ s}^{-1}.
\] (45)

From Eq. (40) and (45), we see that the heating by the CMB equals the plasma-redshift heating from the galactic light when \( R \approx 20 \sqrt{n_G} \) kpc. For smaller distances the light from the Milky Way galaxy dominates heating by CMB, and for larger distances the CMB dominates the galactic heating until it becomes about equal to CMB cooling in intergalactic space. We must then Sum the heating given by Eq. (40) and Eq. (45) and equate this sum with the free emission cooling given by Eq. (42). We get

\[
N_e \approx \frac{n_G \cdot 0.425}{R^2} + 1.1 \cdot 10^{-3} \text{ cm}^{-3}.
\] (46)

For \( n_G = 1 \) and for \( R \) equal to 8, 16, and 40 kpc from the galactic center, we get that the values of \( N_e \) are equal to 0.0077, 0.0027 and 0.0013 cm\(^{-3}\), respectively. For \( n_G = 2 \) the values of \( N_e \) are 0.0144, 0.0044, and 0.0016 cm\(^{-3}\), respectively. Some of the free-free emission is reabsorbed, which increases the \( N_e \)-values slightly.

More important is, however, that the cooling given by Eq. (41) is an underestimate. It does not include the recombination cooling. According to Sutherland and Dopita [11] the local continuum X-ray cooling in a plasma with solar abundance at \( T_e = 1.1 \cdot 10^6 \) K is only about 3\% of the total local X-ray cooling in plasma with solar abundance of trace elements.

We see thus that when we take the heating by the CMB and the cooling by trace elements into account, the densities of \( N_e \) and the corresponding trace elements, including iron, are too low for explaining the observations by Pettini et al. [68]. We conclude therefore that plasma-redshift heating of the corona is inadequate for producing the required Fe X concentration. The X rays from intergalactic space appear essential for explaining the high Fe X concentration observed by Pettini et al. in the corona. See also section 5.11 and in particular the penultimate row in Table C1 of Appendix C.

### 5.7.2 Effect of magnetic field

We have disregarded the repulsion of the diamagnetic moments in a divergent magnetic field; see section B2 in Appendix B. The repulsion requires that the energy density, of the magnetic field be greater than the kinetic energy density of the particles, which corresponds to \( H \approx 10^{-5} \) gauss. According to Clarke et al. [73], the magnetic field in a few extended regions (10 kpc) of the intracluster plasma is about \( 5 \cdot 10^{-6} \) to \( 10^{-5} \) gauss. The corresponding energy density in these few clouds with detectable magnetic fields is then comparable, as is to be expected (see section B1 of Appendix B), to the kinetic energy density. It is therefore not clear if the diamagnetic repulsion is significant.

At places where the magnetic field is relatively strong, most likely close to the surface of the galaxy, the field would facilitate the outward streaming of the plasma. It could then deposit significant energy into the plasma, and the densities would increase beyond the above estimates. The magnetic repulsion could possibly facilitate outflow of hydrogen from the Galaxy, which could contribute to a high density in the galactic corona, which in turn may lead to subsequent precipitation of hydrogen into clouds. However, clear evidence for such effects from magnetic fields is lacking.

### 5.7.3 Cloud formation in the galactic corona

The plasma-redshift heating is first order in density while the cooling is second order in density. This disparity produces instabilities. The hot low-density regions become hotter and the cold high-
density regions colder. This fact has some similarities to stability of loops and arches in the solar corona mentioned at the end of section 5.5. The phenomena are also related to the formation of the spicules in the transition to solar corona and to the formation of flares. The imbalances caused by the plasma redshift and the cooling could also explain the relative stability of hydrogen clouds; that is, the fact that the plasma redshift in the hot regions has a tendency to push the hot plasma into the colder regions, such as arches in the solar corona or clouds in the galactic corona.

Within the corona of the Milky Way Galaxy, we have many clouds, including the clouds in the Leading Arm of the LMC, in the bridge between the Large and Small Magellanic Clouds, and in the Magellanic Stream, which trails the Clouds in our Milky Way corona [74, 75]. The pressure in the hotter and sparser plasma outside a cloud could be higher than the pressure inside it. The pressure in the hotter plasma outside a cloud could then push the hot plasma into the cloud and cause it to grow, or the outside pressure could more or less balance the pressure in the cloud and cause the cloud to be relatively stable.

When the temperature in the cloud’s surface decreases, the emission cooling increases and the redshift heating decreases. This instability may cause the plasma to cool to a very low temperature. The rate of cooling has several relative minima, which depend on the concentration of the trace elements. The cooling rate usually has a relative minimum around 20,000 K. A relatively large fraction of the cloud’s surface may then have a temperature around 20,000 K. The density is then about 50 times greater than that at 1 million K. Other minima are lower, and the center of the cloud could be much colder and density higher, while the surface of the cloud will be warmer due to collisions and X rays. The mass contained in a cloud may be significant. Putman [75] estimates that the Magellanic Bridge between the two Magellanic Clouds may contain about 100 million solar masses; and the Leading Arm may contain 10 million solar masses [74].

If the plasma contains magnetic field, the field lines will concentrate in the cloud as the hot plasma outside the cloud pushes the plasma into the cloud, similar to that in the relatively stable arches in the Sun’s corona. The cloud may then often have a tendency to form structures or filaments that are elongated like the clouds in the Leading Arm and in the Magellanic Stream [74, 75]. Kazès et al. [76] searched for the Zeeman effect in clouds and detected only one with about $11 \times 10^{-6}$ gauss, which indicates that the magnetic field energy density is usually small or only about equal to the kinetic energy density in the surrounding hot plasma.

Some clouds could form far away from the Galaxy, even in intergalactic space. It has been difficult to explain the cloud formation and the structures observed, but the plasma redshift with its tendency to create instabilities, hot “bubbles” between colder regions, gives a natural explanation of the observed phenomena.

5.7.4 Positrons

Positrons will increase the redshift heating without contributing much to the X-ray cooling. Positrons are formed by gamma rays with energy in excess of 1.02 MeV. Many processes can form positrons, such as decay of nuclei and of pions. Aharonian and Atoyan [77] make a case for the importance of high-energy inelastic proton interaction for explaining the gamma-ray emission in the range of $10^8$ to $10^{11}$ eV in the galactic disk. These interactions must also apply to intergalactic space. The high-energy protons may result in formation of pions and electron-positron pairs in intergalactic space. Such processes will contribute to the heating of intergalactic plasma. In the intergalactic sparse plasma, the hot positrons would have a long lifetime [78]; and according to Gould [79], the X-ray intensity produced by a 5 million K electron-positron plasma is reduced by factor of $v^2/c^2 \approx 10^{-3}$ when compared to the X-ray intensity in an electron-proton plasma at the same temperature.

The large intensity of positron annihilation radiation in the galactic center was clearly demonstrated by Purcell et al. [80] and Kinzer et al. [81]. Dermer and Skibo [82] have found that there appears to be a “fountain” of positrons streaming into the galactic bulge of the Milky Way. They suggest that the positrons are injected within about 100-200 pc of the galactic center and are carried up by the hot gas to annihilate in the polar regions of the galaxy at heights mostly within a few kpc. Other galaxies and quasars are likely to be rich sources of electron-positron pairs. The background X-ray spectrum of Trombka et al. [83] shows clearly a hump corresponding to the annihilation photon.
tons in the X-ray background. However, it appears that most of the annihilation radiation is due to point sources, and is not from a dispersed intergalactic plasma.

It appears possible that the positrons with the electrons will diffuse into intergalactic space far away from the galaxies, due to their low gravitational potential relative to the protons. The positron-electron plasma might then fill most of the intergalactic space with the proton-electron plasma confined mainly to the corona of galaxies. The positrons would produce a plasma redshift similar to that of the electrons. The X-ray cooling would be much smaller, but the annihilation radiation should be pronounced. If we are to be able to observe the annihilation radiation, the radiation must be able to penetrate the relatively dense plasma around the galaxies. It should be detectable although the intensity is weakened by the absorption and scattering. Annihilation radiation from intergalactic plasma has not been firmly established, as most of the observed annihilation radiation has been traced to point sources. It is unlikely, therefore, that even far away from the galaxies a positron-electron plasma replaces the proton-electron plasma. Future research should, nevertheless, consider this remote possibility.

5.7.5 Observations of X rays from galactic corona

The Draco cloud is located at \((l, b) \approx (90^\circ, +39^\circ)\) and at a distance in excess of 300 pc. Borrows and Mendenhall [84] observed that the Draco cloud decreased the X-ray intensity from the corona behind it. The shadow covered X rays in the range below about 0.4 keV. This shadow appears to be a footprint of the 1 to 4 million degree hot coronal and intergalactic plasma. Both Herbstmeier et al. [85], and Wakker and Van Woerden [86] give examples where the intermediate and high-velocity clouds throw a shadow in the 250 eV region. The shadows indicate that also beyond the high-velocity clouds the plasma temperature may reach about 1 to 4 million degrees. This is just another indication of the intergalactic plasma. The intergalactic X-ray intensity will be discussed in section 5.11 and Appendix C.

5.7.6 The redshifts within the clusters of galaxies

Clusters of galaxies are often shown as having an elongated distribution in the radial direction \((z\)-direction); for example, Virgo cluster, and Coma cluster (“Finger of God” pointing at us) are elongated significantly in the radial direction (see Fig. 3.6 in reference [69]). Now we are inclined to interpret this elongation in the radial direction as caused by plasma redshift. As the line of sight penetrates the relatively dense plasma between galaxies in the cluster, the redshift increases and causes the objects at the back of the cluster to have relatively large plasma redshifts. This explanation applies also to the anomalous redshift of the Centaurus cluster (see Fig. 5.4 of reference [69]). The observed redshifts are significantly larger than the redshifts expected from the Tully-Fisher relation for determining the distances. Sometimes, the distances can be determined independent of the redshift. The excessive redshifts are usually assumed to be due to Doppler shifts. This misconception may then lead to excessive intrACLuster velocities, which then lead to an assumption of a “dark matter” for explaining the dynamics. The plasma redshift may thus resolve: 1) the “dark matter” problem, 2) the problem of preferential elongation of galaxy clusters along the line of sight, and 3) the anomalous redshift of some members in the Centaurus cluster.

In the transition zone to the corona, and at the surface of the clouds formed in the corona, the temperatures may be too low and densities too high for the cut-off condition given by Eq. (28) to be fulfilled for the 21 cm H I line. The redshift of the 21 cm line may then be slightly smaller (and the blue shift larger) than the redshift (blue shift) of lines in the visual spectrum. This tendency, although a small effect, is seen in Table 3 of reference [86].

5.7.7 Synopsis

The simplified examples above serve only as a point of reference and for illustration. The actual facts may deviate significantly from the assumed values. For example, the light and X-ray intensities from the galactic center may not be isotropic. Close to the axes and in the “bulge” of the Milky Way Galaxy, the light and X-ray intensities as well as the magnetic field may be relatively larger than
at lower latitudes. Even in case of such a modification, the plasma-redshift heating, together with X-ray heating and conduction heating from intergalactic plasma would predict a galactic corona with much greater densities than those usually assumed.

The light intensity equal to \( n_G 10^{11} \) Suns in Eq. (40) is arbitrary and serves only as a point of reference. It appears, however, that the heating by plasma-redshift of galactic light and CMB, and the intense ionization by the X rays from the intergalactic plasma are needed for explaining the high densities deduced from the observations by Pettini et al. [68]. The intergalactic plasma is heated by plasma redshift of intergalactic light. This explains the cosmological redshift, the microwave background, and the X-ray background, as shown in sections 5.8 to 5.11.

The conventional explanation, which assumes that supernovae supply the heating to both the H II regions within the Milky Way and to its corona, is inadequate for explaining the observations. The past estimates have usually assumed a value of \( N_e T \approx 500 \text{ cm}^{-3} \text{K} \) instead of the above estimated value of \( N_e T \approx 10,000 \text{ cm}^{-3} \text{K} \) at a distance of about 8 to 10 kpc from the galactic center. The required heating by supernovae [60] was therefore only about \( 1/400 \) of the present estimates, which are based on the plasma-redshift heating. The higher densities predicted by the plasma-redshift theory are essential for explaining the observations.

5.8 Cosmological redshift

For the cosmological redshifts, the first term on the right side in Eq. (20) is usually large compared with the second term on the right side. In Eq. (18), therefore, we can usually in the extended plasmas of space set \( F_1(a) = 1 \), because the intergalactic plasma is usually very hot and the electron density very low. We can also set \( \gamma = \gamma_0 \), because the redshifts are relatively large compared with the initial photon width. From Eq. (18), we get then for large redshifts that

\[
\ln (1 + z) \approx 3.3262 \cdot 10^{-25} \int_0^R N_e dx. \tag{47}
\]

If the electron density is nearly constant, the right side is proportional to \( R \), and we get that

\[
R = \frac{\ln (1 + z)}{3.3262 \cdot 10^{-25} N_e} = \frac{3.0064 \cdot 10^{24}}{N_e} \ln (1 + z) \text{ cm}. \tag{48}
\]

From Eq. (48), we derive the average electron density (or the sum of electron and positron density) in intergalactic space provided the plasma redshift explains the entire cosmological redshift. When the integration distance \( R = 3.085 \cdot 10^{24} \) cm, or one Mpc, the redshift is \( z = H_0/c \), where \( H_0 \) is the Hubble constant. Press [87] has evaluated statistically the different estimates of \( H_0 \) and finds that it is most likely between 72 and 77 km s\(^{-1}\) Mpc\(^{-1}\). Initially, we will therefore set the Hubble constant equal to the average 74.5 km s\(^{-1}\) Mpc\(^{-1}\). We get then from Eq. (47) and (48) that

\[
\ln (1 + z) = \ln \left( 1 + \frac{H_0}{c} \right) \approx \frac{H_0}{c} = 3.326 \cdot 10^{-25} (N_e)_{av} 3.085 \cdot 10^{24}.
\]

The relation between plasma density and the Hubble constant is then

\[
(N_e)_{av} = \frac{H_0}{3.076 \cdot 10^5} \approx \frac{74.5}{3.076 \cdot 10^5} = 2.42 \cdot 10^{-4} \left( \frac{H_0}{74.5} \right) \text{ cm}^{-3}, \tag{49}
\]

which shows that the average density of electrons is equal to \( (N_e)_{av} = 2.42 \cdot 10^{-4} (H_0/74.5) \) cm\(^{-3}\).

From Eqs. (48) and (49), we derive that the distance is given by

\[
R = \frac{c}{H_0} \ln (1 + z) \text{ Mpc}, \tag{50}
\]

where \( c \) is the velocity of light in km s\(^{-1}\), and \( H_0 \) km s\(^{-1}\) Mpc\(^{-1}\) is the Hubble constant. The ratio \( c/H_0 \) is usually referred to as the Hubble length.
The relation between distance and redshift in big-bang cosmology is more complicated, because of the time dilation factor and the adjustment parameters for “dark mass” and “dark energy”; see Brynjolfsson [59] (in particular, sections 3.1 and 3.2 and Fig. 1 of that source). The big-bang cosmologists usually assume that $\Omega_{\Lambda} = 1 - \Omega_M$. They then adjust $\Omega_{\Lambda}$ to give the best agreement with their observations. The optimum value of $\Omega_{\Lambda}$ may then vary with the redshift $z$. In plasma redshift, there is only one distance-redshift relation, the one given by Eq. (50).

The Compton scattering reduces the number of photons that reach the observer from a distant supernova. The reduction in light intensity, $I$, is given by

$$I = \frac{I_0 \cdot \exp (-a(R)) - bN_e R - 2bN_e R}{R^2},$$

where the factor $\exp (-a(R))$ accounts for mostly Galactic and host galactic extinctions. The factor $\exp (-bN_e R)$ accounts for reduction in bolometric light intensity caused by the plasma redshift. The factor $\exp (-2bN_e R)$ is due to Compton scattering. The cross section $2b$ for the Compton scattering is twice the cross-section $b$ for the plasma redshift. From Eqs. (47), we get that $bN_e R = \ln(1 + z)$. We get then that

$$I = \frac{I_0 \cdot \exp (-a(R))}{(1 + z)^3 R^2}. \quad (51)$$

**Raman scattering.** We have so far disregarded the Raman scattering on the plasma frequency. The electron-plasma is in thermodynamic equilibrium, and the photons energy loss in Raman scattering should therefore usually equal the energy gain. However, the Raman scattering causes small angular scattering, which for very distant small objects, like the distant supernovas, could be significant. The effect of this small angular scattering depends on how the observed light intensity is integrated.

For a single Raman scattering the deflection angle is about equal to $\alpha = \omega_p/\omega$, where $\omega_p = 5.64 \cdot 10^4 N_e^{1/2} \approx 878$ Hz is the plasma frequency in intergalactic space, and $\omega \approx 2\pi \cdot 10^{15}$ Hz for the observed 300 nm photons. For the large redshifts of space, the photon width is equal to the classical photon width. We get then from Eq. (7) that the cross section for Raman scattering on the plasma frequency is $(\omega/\omega_p) 3.326 \cdot 10^{-25}$ cm$^2$. The number of interactions during photons travel over a distance $R$ is then about $(\omega/\omega_p) 3.326 \cdot 10^{-25} N_e R$, where product of electron density and the distance can be obtained from Eq. (48). For a supernova with redshift $z = 0.97$, the number of interactions is then about $(\omega/\omega_p) \ln(1 + z) = (\omega/\omega_p) 0.678$. The scattering angle after many interactions is a gaussian distribution with an average of

$$\theta = \sqrt{\frac{\omega_p}{\omega}} \ln(1 + z); \quad \text{and} \quad R\theta \approx \frac{3.0064 \cdot 10^{24}}{N_e} (\omega/\omega_p)^{1/2} (\ln(1 + z))^{3/2}, \quad \text{or} \quad R\theta \approx \frac{7.14 \cdot 10^{26}}{\sqrt{N_e} \omega} (\ln(1 + z))^{3/2}. \quad (52)$$

For $z = 1.7$, the angle is $\theta \approx 3.73 \cdot 10^{-7}$ and the distance $R\theta \approx 5.73 \cdot 10^{29}$ cm. At large distances, the angular spread may exceed the size of the supernova. The method of light intensity measurements may then not include all the scattered light, because the peak of the light intensity at the center of the image will be reduced and scattered out to larger angles. It may sometimes be difficult to distinguish the supernova light from the background, which may include scattering from other stars in the host galaxy. The short wavelengths are scattered slightly less than the long wavelengths. This difference could affect the evaluation. If any of the scattered light is not included, the star will appear dimmer. Density fluctuations will increase the angular scattering, and other effects may also play a role. We will in the following assume that the measurements include correctly the scattered light. (The supernovae researchers, for example, measure the light-intensity background from the galactic region containing the supernova before or well after the supernova explosion.)

**Magnitude-redshift relation.** Increase of an object’s observed magnitude by $\delta m$ is defined, as a decrease of the light intensity by $10^{-0.4\delta m}$, and the absolute magnitude $M$ of an object is its
magnitude at 10 parsec. We have then from Eq. (51) that the object’s observed magnitude, $m$, is given by

$$m = 5 \log R + 1.086a + 7.5 \log (1 + z) - 5 \log (10) + M,$$

where the distance $R$ to the star is in the unit of parsec, and $a = a(R)$ is the absorption coefficient in Eq. (51). In this equation, we insert $R$ from Eq. (50). We get then that the relation between magnitude and plasma redshift, $z$, is

$$m - 1.086a = 5 \log \left( \frac{c \cdot 10^6 \ln (1 + z)}{H_0} \right) + 7.5 \log (1 + z) - 5 + M,$$

or

$$m - 1.086a = 5 \log (\ln (1 + z)) + 7.5 \log (1 + z) + 5 \log \left( \frac{c \cdot 10^6}{H_0} \right) - 5 + M.$$

This magnitude-redshift relation in the plasma-redshift cosmology may be compared with the conventional equation (see Eq. (23) of Sandage [88]), which is based on the big bang and expansion of the universe, but disregards both possible acceleration and deceleration of this expansion

$$m - 1.086a = 5 \log (z) + 5 \log (1 + z) + 5 \log \left( \frac{c \cdot 10^6}{H_0} \right) - 5 + M.$$

The third term on the right side of Eq. (54) is equal to the third term on the right side of Eq. (55). In these equations, $c$ is in $\text{km s}^{-1}$, $H_0$ in $\text{km s}^{-1} \text{Mpc}^{-1}$.

We may subtract Eq. (55) from Eq. (54) and get that difference in expected magnitude is

$$\Delta m_d = 5 \log \left( \frac{\ln (1 + z)}{z} \right) + 2.5 \log (1 + z).$$

For $z$ equal to: 0.5, 1.0, and 2.0, we find $\Delta m_d$ is: $-0.0149$, $-0.0433$, $-0.1081$, respectively; see Table 4. If a redshift less or equal to $z = 0.5$ is used to determine the magnitude-redshift relation, the deviations at larger $z$-values would be reduced significantly and make it still more difficult to distinguish between two radically different theories.

<table>
<thead>
<tr>
<th>$z$</th>
<th>$-\Delta m_d$</th>
<th>$-\Delta m_d$</th>
<th>$-\Delta m_d$</th>
<th>$-\Delta m_d$</th>
<th>$-\Delta m_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.0008</td>
<td>0.6</td>
<td>0.0200</td>
<td>1.1</td>
<td>0.0496</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0030</td>
<td>0.7</td>
<td>0.0254</td>
<td>1.2</td>
<td>0.0560</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0062</td>
<td>0.8</td>
<td>0.0312</td>
<td>1.3</td>
<td>0.0624</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0102</td>
<td>0.9</td>
<td>0.0371</td>
<td>1.4</td>
<td>0.0689</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0149</td>
<td>1.0</td>
<td>0.0433</td>
<td>1.5</td>
<td>0.0754</td>
</tr>
</tbody>
</table>

The observations of supernovas by Perlmutter et al. [89, 90] and Riess et al. [91, 92] are consistent with the magnitude-redshift relation, Eq. (54), valid for the plasma-redshift cosmology. The Hubble constant in the third term of Eq. (54) is closely related to the average electron density, as shown in Eq. (49). The best fit to all the data in Fig. 5 is obtained for $H_0 = 65.23 \text{ km s}^{-1} \text{ Mpc}^{-1}$, which corresponds to $N_e = 2.12 \cdot 10^{-4} \text{ cm}^{-3}$.

As Fig. 5 shows, the observations are consistent with the plasma-redshift theory. Most supernovas are within a galaxy, which has a corona. This corona increases the redshift of the supernova inside the corona. Therefore, nearby supernovas tend to be above the line, while distant supernovas will more often be below the line. The observations are also in agreement with Eq. (55). However, in Eq. (55), we have assumed that the expansion neither decelerated nor accelerated. In the big bang scenario, this is not a reasonable assumption. The masses, including “dark masses”, in the universe are expected to slow the expansion or decelerate the expansion. It turned out that the expected deceleration was too large. It was necessary to introduce a counterbalancing expansion force the “dark energy”. This “dark energy” results in expansion force, which counteracts the deceleration.
Figure 5: The magnitude $m-M$ of 37 supernovas versus their redshifts $z$. The experimental points, indicated by the diamonds, are from Riess et al. [91] (see in particular Tables 6 to 10 of that source). The curve shows the theoretical magnitude-redshift relation given by Eq. (54), which is based on the plasma-redshift theory. The derived Hubble constant that best fits the data is $H_0 = 65.23 \text{ km s}^{-1} \text{ Mpc}^{-1}$.

and may even accelerate the expansion. The deceleration of the expansion, due to an attraction of the masses, would reduce the expansion with increasing time. In the long past the stars would then be moving apart faster than in the recent past. For a given redshift, a distant star would be closer and therefore brighter, and the magnitude $m$ smaller than if there were no deceleration. Perlmutter et al. [89, 90] and Riess et al. [91, 92] have considered these different possibilities. When they assumed reasonable deceleration, the distant supernovas were observed dimmer than expected. Only if the acceleration approximately compensated the deceleration, as in Eq. (55), was there a reasonable fit. We see thus that while the experiments confirm the plasma-redshift theory, they can only fit the big bang hypothesis if an expansion force approximately compensates (or even partially reversed) the attraction of the masses in the universe.

The plasma redshift follows from the conventional laws of physics. It explains the cosmological redshift without these artificial parameters of big bang, “dark matter” and “dark energy”. There is no need and no place for big-bang hypothesis or cosmological-expansion hypothesis. In his static model of the universe, Einstein introduced $\Lambda$ to counter the gravitational attraction. Its meaning of Einstein's $\Lambda$ has been modified in the scenario of big bang and expanding universe and several lambdas have been introduced to explain the contradictions with experiments. In plasma redshift cosmology there is no need for $\Lambda$ or any expansion. The conventional laws of physics explain all the observation, provided calculations are made more exact, and provided conventional quantum mechanical explanations are used to explain the observations.

The weightlessness of photons (which was deduced from the solar redshift experiments) counteracts the gravitational attraction of matter and leads to continuous renewal of matter; see sections
5.6.2 and 6, and reference [53]. The more matter concentrates, the more is converted to photons. The photons gain energy as they move away from a gravitating nucleus. If the photons are energetic enough, they can reform matter in a continuous renewal process lasting forever. The plasma-redshift theory leads, thus, to a self-regulating static universe, without the need for Einstein’s Λ, or “dark energy”, without the need for a big bang, without need for “dark matter”, and without the need for “black holes”, as we will see in section 6.

5.9 Time dilation and large cosmological redshifts

Subsequent to the publication of the data that formed the basis for Fig. 5, Riess et al. [93] published an updated set of data, which extended the maximum redshift values from \( z = 0.97 \) to about \( z = 1.755 \). This new set contained a total of 186 SNe Ia shown in Fig. 6 while the previous data containing only 37 SNe Ia are shown in Fig. 5. With the new supernovae, it was difficult to fit the high-\( z \) values to the theoretical curve without back-correcting the absolute magnitude \( M_{\text{exp}} \)-values for \( M \) as reported by Riess et al. [93]. The comparison between the experimental data and the plasma redshift theory in Fig. 6 show that there is no cosmic time dilation.

![Supernova's magnitude versus their redshift](image)

Figure 6: The magnitudes, \( m-M \), of supernovas on the ordinate versus their redshifts, \( z \) from 0.0 to 2, on the abscissa. The data include all 186 supernovas reported by Riess et al. [93] (see the expanded Tables 5 of that source). The lower data points noted with small rectangles and a blue curve show the absolute magnitudes, \( M_{\text{exp}} \), as reported by Riess et al. [93]. The data points noted with small triangles and a red curve show the same absolute magnitudes corrected for the time dilation, \( M = M_{\text{exp}} - 2.5 \ln(1 + z) \). The black curve shows the theoretical predictions of the plasma-redshift theory given by Eq. (54). The Hubble constant that best fits the data is \( H_0 = 59.44 \text{ km s}^{-1} \text{ Mpc}^{-1} \).

Eqs. (54) and (55) make it clear that for confirming the magnitude-redshift relation, we must know the absolute magnitude \( M \) of the objects, which in this case are the magnitudes of SNe Ia.
If all the SNe Ia were a standard candle, we would need to know the value of $M$ for only one of them. But the supernovae SNe Ia are not standard candles. Those that are close to us, $z < 0.1$, vary slightly. For these supernovae, the researchers have found that the light curves of the brighter supernovae decay more slowly, and their width $w = s$, where $s$ is called the stretch factor, increases nearly proportional to the brightness or intensity. For $z < 0.1$ the assumed time dilation $(1 + z)$ is small and does not affect the width or the stretch factor $s$ significantly. For the more distant supernovae, the supernovae researchers assume a time dilation and write the observed width, $w$, of the light curve as: $w = (1+z)s$, where $s$ is the assumed width of the light curve if the supernovae was nearby. The factor $(1+z)$ is the cosmic time dilation factor. The supernovae researchers estimate the stretch factor $s$ by dividing the observed width $w$ by $(1+z)$ and assume that the so derived $s$ is the lightcurve width, if this supernovae was close by. From this reduced width $s$ they derive the absolute magnitude, $M_{exp}$, of the distant supernovae.

Goldhaber et al. [94] investigated 42 high-redshift supernovae and found that the width, $w = (1+z)s$, was experimentally proportional to $(1+z)$ with a large noise in $s$ around zero. They considered this as an indication, or even a proof that the width is proportional to $(1+z)$. However, it should be clear to everyone that we could also find that $w$ was proportional to $s$ and that there was a noise in the $(1+z)$ factor. Their finding does not, therefore, prove anything about the time dilation. We might or might not have time dilation. However, if we assume for the moment that there is a cosmic time dilation, then the distant supernovae do not show any Malmquist bias, because, according to Goldhaber, the value of $s$ averages out to about zero. We are at the limit of observations and the number of supernovae should increase significantly with increasing distance. We are therefore likely to see more of the brightest supernovae, and the Malmquist bias in our observations should be significant. The data used by Goldhaber et al. thus contradict an expected reasonable Malmquist bias, and indicate thereby that the cosmic time dilation is false (see Brynjolfsson [95], and in particular Eqs. (3) and (4) of that source).

Recently, Foley et al. [96] claim to have “A Definitive Measurement of Time Dilation in the Spectral Evolution of the Moderate-redshift Type Ia Supernova 1997ex”. The authors selected one supernova out of several hundred. Actually, it had been selected about 7 years earlier, as indicating “time dilation” in accordance with preconceived ideas; see Filippenko and Riess [97] and in particular page 7 of that source. In proper statistics we cannot pick and choose those elements (supernovae) that we like or think fit our ideas. The supernova 1997ex was not among the supernovae forming the bases for Figs. 5 and 6. The width (brightness) of 1997ex after reduction by the time dilation is even greater than the average width of the reference samples. Yet Foley et al. claim that the null hypothesis, that is, "no time dilation", is excluded at significance level of 99%. For proper statistical evaluation of the null hypothesis (no time dilation), we need a statistically valid samples of the spectral features for supernovae with the same width at $z = 0$, as the observed width of the supernova 1997ex at $z = 0.361$. No such comparison was made. I find, therefore, that both their method of selecting the supernova and their application of statistics invalidates their conclusion. The conclusion that I draw is that the data by Goldhaber et al. [94], who investigated 42 high-redshift supernovae, are most likely the best data we have. Their data show an absence of a reasonable Malmquist bias if the time dilation is assumed. Their data indicate, therefore, that the time dilation is false. The supernovae data used in Fig. 6, indicate strongly that the time dilation is false.

In section 5.6.4, we mentioned that in plasma-redshift cosmology we should expect quasars to have large intrinsic redshifts. This is also supported by the lensing data (see Brynjolfsson [59]). But let us for a moment assume that the quasars are at cosmological distances in accordance with the usual consensus in the astronomical community. We have then as Hawkins showed [98] that the time scale of quasar variation does not increase with redshift as required by the time dilation.

The expansion hypothesis affects strongly the brightness-redshift relation. Peebles [69] (see in particular Eqs. (6.41) to (6.44) of that source) shows that the big-bang cosmology leads to $i = (1+z)^{-3}i_0$, where $i$ is the surface brightness or the energy flux per unit area, per solid angle, and per frequency interval in the expanding reference system, while $i_0$ is the corresponding energy flux in a nonexpanding system. When we integrate over the frequencies, we get further reduction with the increasing redshift, because of the photons redshift. We get then $I = (1+z)^{-4}I_0$. Recently, Eric Lerner [99] has compared these relations with great many observations and finds that they
The main reduction of the Hubble constant is due to the elimination of the false time dilation. The theoretical curve is nearly gaussian with a standard deviation for an individual sample of about $M$. Therefore back-correct the reported data and replace $z$, redshifts, Milky Way Galaxy and the corona of the host galaxy. For this reason, we have reduced all the purpose of spreading out the high-z values) and not logarithmic as in Fig. 5. The lower curve is for the uncorrected data. In this case, the redshift on the abscissa is linear (for the in Fig. 6, which compares well with the theoretical predictions of the plasma redshift theory. The plasma redshift predicts that a part of the observed redshift is due to the corona of the supernova, and increases their estimate of the absolute magnitude to a value $z$ < 0.1 the average of the points is slightly above the curve. This is because I had not corrected the reported values for $M$ for the false time dilation. When I later wanted to apply the expanded data by Riess et al. [93] this trend in the data was exasperated. The data did not fit very well to the theoretical curve, the high-z value for the supernovae were consistently too far below the curve. Riess et al. [91-93] had when evaluating the absolute magnitude divided the intensity by the false time dilation factor $(1 + z)$. This reduces their estimate of the light intensity of the supernova, and increases their estimate of the absolute magnitude to a value $M_{\text{exp}}$. We must therefore back-correct the reported data and replace $M_{\text{exp}}$ by $M$, which is then given by

$$
M = M_{\text{exp}} - 2.5 \ln(1 + z).
$$

When we in this way back correct the data as reported by Riess et al. [93], we get the upper curve in Fig. 6, which compares well with the theoretical predictions of the plasma redshift theory. The lower curve is for the uncorrected data. In this case, the redshift on the abscissa is linear (for the purpose of spreading out the high-z values) and not logarithmic as in Fig. 5.

The plasma redshift predicts that a part of the observed redshift is due to the corona of the Milky Way Galaxy and the corona of the host galaxy. For this reason, we have reduced all the redshifts, $z$, by an amount $\Delta z = 0.00185$. This is nearly an insignificant correction, but in principle a correction on this order of magnitude should be applied when using the plasma-redshift theory. This corresponds to reducing the average redshift by $\Delta z = 0.000925$ for each galaxy. This correction for the intrinsic redshift of the galaxies does not affect the form of the curve, but it affects slightly the value of the Hubble constant. The corresponding Hubble constant is $H_0 = 59.4 \text{ km s}^{-1} \text{ Mpc}^{-1}$. The main reduction of the Hubble constant is due to the elimination of the false time dilation.

In Fig. (6), we used all of the 186 supernovae reported. The distribution in the $M$-values around the theoretical curve is nearly gaussian with a standard deviation for an individual sample of about
\( \sigma_m = 0.30 \) of a magnitude; see Brynjolfsson [95]. This variance in the data is equal to that obtained by Riess et al. [93] when using in addition to the big-bang expansion hypothesis both the “dark energy” and the “dark matter” parameters for minimizing the variance. The plasma-redshift cosmology has no need for such adjustable parameters. As Fig. 6 shows, the data support with high accuracy the plasma redshift theory, which has no time dilation, no dark matter, and no dark energy.

5.10 Cosmic microwave background radiation

The cosmic microwave background (CMB) radiation has a spectrum and intensity corresponding to a radiation from a thermal blackbody cavity with temperature of \( T_{\text{CMB}} = 2.728 \pm 0.002 \) K, as estimated by Fixen et al. [100] (Peebles [69] used an estimate of 2.736 \( \pm 0.017 \) K; see his Eq. 6.1.). This isotropic radiation is often been mentioned as a strong proof for the big bang hypothesis. It has been difficult to find any other reasonable explanation for it. In spite of the frequently quoted “proofs” and the contention that only the big bang hypothesis can explain the CMB, we will show that the plasma-redshift cosmology gives a rather simple explanation of the microwave background.

We saw in sections 5.7, 5.8 and 5.9 that the plasma redshift, which follows from basic axioms of physics, leads to relatively high densities and high temperatures in intergalactic space. These same densities and temperatures explain not only the cosmological redshift, but also the CMB, and the X-ray background, as we will see.

From the Hubble constant, derived from the experiments in Fig. 6 and Eq. (49), we determine the electron density to be

\[
(N_e)_{\text{av}} = 1.95 \cdot 10^{-4} \left( \frac{H_0}{60} \right) \text{ cm}^{-3}. \tag{57}
\]

The value of the Hubble constant, \( H_0 = 74.5 \), estimated by Press [87] and used in Eq. (49), is likely to be too large, because the researchers did not take adequately into account the intrinsic redshifts of galaxies. The value is also affected by the false time dilation, which was assumed to be valid. We have in this case used a Hubble constant of \( H_0 \approx 60 \text{ km s}^{-1} \text{ Mpc}^{-1} \) for the intergalactic space, as indicated by the analysis of the SNe Ia in Fig. 6, which depends less on the intrinsic redshifts of galaxies, and is not affected by a false time dilation.

The intergalactic plasma will gradually absorb the photon energy and create a blackbody cavity with a radius, which is about equal to the plasma-redshift distance, \( R_{\text{pl}} = \kappa_{\text{pl}}^{-1} \), where \( \kappa_{\text{pl}} \) is the absorption coefficient in the plasma redshift. We get

\[
R_{\text{pl}} = \frac{1}{3.326 \cdot 10^{-25} (N_e)_{\text{av}}} = 1.542 \cdot 10^{28} \left( \frac{60}{H_0} \right) \text{ cm}. \tag{58}
\]

The plasma redshift absorption length, \( R_{\text{pl}} \), is equal to the Hubble length, \( c/H_0 \). The Compton scattering length, \( R_C \), which is one half of \( R_{\text{pl}} \), is given by

\[
R_C = \frac{1}{6.652 \cdot 10^{-25} (N_e)_{\text{av}}} = 7.71 \cdot 10^{27} \left( \frac{60}{H_0} \right) \text{ cm}.
\]

The CMB radiation, which is emitted by the plasma, can be scattered many times and will be uniform and isotropic.

The plasma-redshift absorption is \( \kappa_{\text{pl}} = 1/R_{\text{pl}} = 3.3262 \cdot 10^{-25} \cdot (N_e)_{\text{av}} = 6.486 \cdot 10^{-29} \text{ cm}^{-1} \), where \( R_{\text{pl}} \) and \( (N_e)_{\text{av}} \) are given by Eqs. (58) and (57). As shown in section C1.7 of Appendix C, this leads to

\[
R_{\text{pl}} j_\nu = I_\nu = B_\nu(T_{\text{CMB}}) = \frac{2h \nu^3}{c^2 e^{h \nu/kT_{\text{CMB}}} - 1} \text{ erg cm}^{-2} \text{ s}^{-1} \text{ sr}^{-1} \text{ Hz}^{-1}. \tag{59}
\]

This equation shows that the photon intensity, \( I_\nu \), emitted by the intergalactic plasma has a perfect blackbody spectrum. The plasma redshift absorption, which is independent of frequency, is the dominant absorption (usually by several orders of magnitudes), as shown in sections C1.2 to C1.5 of Appendix C. The plasma acts as a blackbody cavity. The “free” electrons are mainly responsible
for the emission. The walls of this blackbody cavity consist of the particle density, \( N_e(x) \), along the line of the radius, \( R_{pl} \), from the observer. The column density, \( \int N_e(x) \, dx = (N_e)_{av} \, R_{pl} \), forms the wall. The radiation pressure, \( p \), inside this cavity is given by \( p = u/3 \), where \( u \) is the photon’s energy density. We have then that

\[
p = \frac{u}{3} = \frac{4\pi}{3} \int_0^\infty B_\nu(T_{CMB}) \, d\nu = \frac{4\pi}{3} \int_0^\infty \frac{2h\nu^3}{e^{h\nu/kT_{CMB}} - 1} = \frac{4\sigma}{3c} T_{CMB}^4 \text{ erg cm}^{-3}.
\]

(60)

This photon pressure, \( p \), in the usual way must be equal to particle pressure, \( NkT_e \), in the “walls” of the cavity, because of the second law of thermodynamics. We get

\[
\frac{4\sigma}{c} T_{CMB}^4 = a T_{CMB}^4 = 3NkT_e \text{ dyne cm}^{-2},
\]

(61)

where in Eq. (60) and (61), the partial pressure of CMB is \( p = u/3 = (u/3) T_{CMB}^4 \text{ dyne cm}^{-2} \), and where Stefan-Boltzmann constant for energy density is \( a = 7.566 \cdot 10^{-15} \text{ dyne cm}^{-2} \text{ K}^{-4} \). For the particle density, we use the approximation: \( N \approx N_p + N_{He} + N_e = (2.3/1.2) \, N_e \approx 1.917 \, N_e \text{ cm}^{-3} \). The electron density predicted by the plasma-redshift cosmology in section 5.9 is \( N_e = 1.95 \cdot 10^{-4} \cdot (H_0/60) \text{ cm}^{-3} \). If the photons’ energy density is mainly due to the CMB radiation with temperature \( T_{CMB} = 2.728 \pm 0.002 \) [100], we get that \( T_e \) is

\[
T_e = \frac{a T_{CMB}^4}{3Nk} = \frac{4.1902 \cdot 10^{-13}}{3 \cdot 1.917 \cdot (N_e)_{av} \cdot 1.3807 \cdot 10^{-16}} = 2.706 \cdot 10^6 \cdot \frac{60}{H_0} \text{ K},
\]

(62)

where \((N_e)_{av} = 1.95 \cdot 10^{-4} \cdot (H_0/60) \text{ cm}^{-3}\), and \( k = 1.3807 \cdot 10^{-16} \) is the Boltzmann constant.

The blackbody radiation is well defined through \( T_e \) and \( T_{CMB} \), which are averaged over the distance \( R_{pl} \approx 5000 \text{ Mpc} \). We see that the intensity, \( 4\pi \int I_\nu \, d\nu = c a T_{CMB}^4 = 3 c p \), of the CMB, according to Eqs. (59) to (61), is proportional to the pressure \( p \). In spite of the temperature variations caused by the “bubble” formations in the plasma, the CMB temperature, \( T_{CMB} \), is about the same in the cold and hot regions of space, provided the pressure is the same. The pressure should vary much less than the temperatures and the densities. The large dimensions \( R_{pl} \approx 5000 \text{ Mpc} \), the constancy of the pressure, and the fact that the plasma redshift absorption and emission dominate by several orders of magnitude the other absorption and emission processes from \( \nu = 10^9 \text{ Hz} \) to \( \nu = 5 \cdot 10^{11} \text{ Hz} \), (see sections C1.2 to C1.5 of Appendix C) helps us understand why \( T_{CMB} \) is so well defined and isotropic, as observations indicate. Close to galaxy clusters, where the pressure is higher, the CMB temperature should be slightly higher as measurements indicate. This is, especially, clear within our Milky Way.

**Intensities at frequencies below the CMB are consistent with the plasma redshift theory.** Below about \( \nu \approx 10^9 \text{ Hz} \), the plasma-redshift cut-off gradually sets in. The cut-off begins in the coldest filaments of space and then in the colder regions. Just below the cut-off, the intensity accumulates and increases therefore as the frequency decreases.

According to Eqs. (16), (57) and (63), we have for average density and temperature that the 50% cut-off for plasma redshift is at \( \lambda \approx 684 \text{ cm} \), or at the frequency of \( \nu = 44 \text{ MHz} \). In the colder regions of space the density and temperature may be about 10 times lower and 10 times higher, respectively, than the average. The 50% cut-off wavelength is then \( \lambda \approx 216 \text{ cm} \), or at the frequency of \( \nu = 139 \text{ MHz} \). The hotter regions may have about 10 times lower density than the average and 10 times higher temperatures. The 50% cut-off is then at the wavelength of \( \lambda \approx 2164 \text{ cm} \), or at the frequency of \( \nu = 14 \text{ MHz} \).

Keshet et al. [101] have evaluated the observed intensities in this region; see in particular their Fig. 6. They find that the intensity increases with decreasing frequency approximately as \( I_\nu \propto \nu^{-1.3} \), which is about what we should expect. The cut-off frequency, \( \nu = 44 \text{ MHz} \), for the average density and temperature is in the middle of the intensity increase, as we should expect. Like the cut-off in the middle of the transition zone to the solar corona, this is another beautiful and independent confirmation of the plasma-redshift theory.
The experimental data contain a significant contribution from the Milky Way Galaxy, especially, at low galactic latitude towards the Galactic center; see Fig. (8) of Keshet et al. [101]. This is consistent with plasma-redshift theory. As Eq. (61) illustrates, the emitted microwave energy in erg cm$^{-3}$ increases proportional to the pressure, $p$. The pressure in the Milky Ways corona may be about 20 times higher than in the intergalactic space (see section 5.7), but at high Galactic latitudes the column density is much lower. At high galactic latitudes, the intergalactic space then determines the intensity in the 3 to 300 MHz frequency-range. Even in the direction of the anticenter, the intensity is close to that of the Galactic poles. As we reduce the latitude towards the Galactic center, the density increases significantly, and the emission from the Galactic plasma becomes more pronounced. Due to the increased densities, the cut-off frequency for the plasma redshift increases. We see therefore increased intensity of the background in the 10 to 300 MHz frequency-range. The observed variation in Fig. 8 of Keshet et al. [101] is consistent with the plasma redshift theory. It reinforces the above conclusion that the observations of the intensity below about 10$^{10}$ Hz confirm the predictions of the plasma-redshift cosmology.

**Intensities at frequencies above the CMB are consistent with the plasma redshift theory.** We observe the continuum of redshifted photons from the high-frequency photons emitted by stars, active galactic nuclei (AGN), supernovae, and the high-pressure coronal plasma surrounding these objects. These objects are mostly characterized by point sources. These photons are gradually redshifted in the plasma surrounding these sources, in the coronas of the stars, the galaxies, the galaxy clusters, and in the intergalactic plasma. Some of these radiations are absorbed in condensations of colder plasma and in cloud formations usually in the coronas of galaxies. We should observe, therefore, a continuum intensities of photon frequencies above about $7 \times 10^{15}$ Hz and beyond. The sources of the high-energy radiations are usually found in and close to the galaxies. The energy content is sometimes estimated to be on the order of 10% of the CMB radiation. If these other radiations contribute about 10% of the CMB radiation, the average temperature is about $T_c \approx 3 \times 10^6 \cdot (60/H_0)$ K, with a high-energy tail skewing the thermal distribution. These predictions of the plasma-redshift theory are consistent with observations.

The average energy density of the X rays in intergalactic space may be about 22% of the energy density in the CMB radiation. Most of that X-ray intensity is from the plasma, and the X-ray heating will then balance the X-ray cooling. Peebles [69] (see in particular Eq. (5.143) of that source) estimated for a Hubble constant of $H_0 = 60 \text{ km s}^{-1} \text{ Mpc}^{-1}$ that the average luminosity density from the brightest galaxies is about $7.8 \times 10^{-33} \text{ erg s}^{-1} \text{ cm}^{-3}$. When we multiply this value by $R_{pl}$ and divide by $c$, we get $4.01 \times 10^{-15} \text{ erg cm}^{-3}$ for the energy density of the light in intergalactic space from the brightest galaxies. This is only about 0.95% of the CMB. But Peebles [69] (see his remarks below his Eq. (5.168) of that source) also indicated that the average light luminosity in intergalactic space could be 10 times higher, corresponding to about 10% of the energy density in the CMB. If we add this to the very rough 22% estimate, the average temperature per particle could be as high as about 1.32 times that derived in Eq. (62). Due to the uncertainty in the X-ray and light intensities, we will usually assume that the average temperature in intergalactic space is between 10% and 32% higher than that in Eq. (62), or about

$$T_{av} \approx (3 \text{ to } 3.6) \cdot 10^6 \left(\frac{60}{H_0}\right) \text{ K.} \quad (63)$$

When analyzing the phenomena in the transition zone to the solar corona in section 5.1, the solar flares and arches in section 5.5, and the galactic corona in section 5.7, we saw that the plasma redshift has a tendency to create large hot “bubbles” with relatively cold plasma in the “walls” of the “bubbles”. We expect to see similar phenomena in intergalactic space, where the “bubble” surfaces or the “walls” may have temperatures similar to that in the transition zone to the galactic corona, while the temperatures of the interiors of the “bubbles” could be high. In large “bubbles” the temperatures per particle may exceed 10 million K. The increase in Spitzer’s thermal conductivity coefficient will limit the high temperatures, and the X-ray absorption will counteract the decrease in the temperature in the walls of the bubbles. These bubble structures will also have a tendency to build walls or bridges between galaxies (see the discussion in section 5.7 about the bridge between
the Milky Way and the LMC). It is likely that the magnetic field will influence the structures, and that it will be aligned with the walls. This "bubble" structure in intergalactic space will affect statistical variance in the measurements of the redshift versus distance and the determination of the Hubble constant.

5.11 X-ray intensity from intergalactic plasma

In sparse hot plasma of intergalactic space, the free-free absorption, \( \kappa'_\nu \), for the spectrum of the emitted X rays is small when compared with the plasma-redshift absorption; see sections C1.3 to C1.5 of Appendix C. Therefore, the corresponding free-free absorption length, \( R'_\nu = 1/\kappa'_\nu \), is many orders of magnitude larger than the plasma redshift distance \( R_{pl} \). If \( R'_\nu \) is used as an integration distance for the X-ray intensity from each cubic cm, the X-ray intensity would be very large. Many physicists believe, therefore, incorrectly that the high densities required by the plasma redshift would lead to much too high X-ray intensities. It is important for these physicists to realize that when disregarding the absorption from trace elements the absorption length to be used for the integration is \( R_{pl} = 1/\kappa_{pl} \), and not \( R'_\nu \); see section C1.4 and C1.5 in Appendix C.

When we include the absorption by trace elements, the actual absorption length, \( R_\nu \), for the X rays in the intergalactic plasma and in the Milky Way’s corona is even much shorter than the plasma-redshift distance, \( R_{pl} = 1.54 \times 10^{28} (60/H_0) \); see the last line in Table C1 in Appendix C.

When we then compare the X-ray intensity predicted from the plasma-redshift densities in intergalactic space, about \( N_e = 1.95 \cdot 10^{-4} \text{ cm}^{-3} \), we get values that are about equal to that observed. For example, as Eq. (C21) shows, the predicted X-ray intensity for \( h\nu = 729 \text{ eV} \) is

\[
I_\nu = 8.73 \text{ keV cm}^{-2} \text{s}^{-1} \text{sr}^{-1} \text{keV}^{-1},
\]

which matches the observations by by Kuntz et al. [102], Kuntz and Snowden [103], De Luca and Molendi [104], Vecchi et al. [105], and Barcons et al. [106]. See further discussion of comparison of predictions with experiments in section C3 of Appendix C. It can thus be seen that the X-ray intensity predicted by the plasma redshift cosmology matches that observed. This is thus another beautiful example of how the predictions of the plasma-redshift cosmology match the observations.

5.12 Mass density of the plasma in intergalactic space

The average mass density of the plasma in intergalactic space is

\[
\rho = \frac{1.4}{1.2} \frac{(N_e)_{av}}{m_p} = \frac{1.4}{1.2} \frac{H_0}{3.0764 \times 10^5} 1.67 \cdot 10^{-24} = 3.806 \times 10^{-28} \left( \frac{H_0}{60} \right) \text{ g cm}^{-3}, \tag{64}
\]

where the factor 1.4 is the mass of hydrogen and trace elements, mainly helium, per proton; and the factor 1.2 is the approximate number of electrons per proton. The average baryonic mass density derived in Eq. (64) is about 65 times larger than the conventionally assumed mass density for a closed universe and \( H_0 = 60 \), which is \( \rho_{crit} = 1.88 \cdot 10^{-33} H_0^2 \approx 6.77 \cdot 10^{-30} \text{ g cm}^{-3} \). For this critical density value, see Eq. (5.67) of [69]. The conventionally assumed baryonic mass density of about \( N_B \approx (1.4 \pm 0.3) \cdot 10^{-7} N_p \text{ cm}^{-3} \) would result in \( \rho = (1.4 \pm 0.3) \cdot 10^{-7} \cdot 1.67 \cdot 10^{-24} = (2.34 \pm 0.5) \cdot 10^{-31} \text{ g cm}^{-3} \); see Eq. (6.27) of Peebles [69].

This baryonic density in the big-bang cosmology is about 0.0006 times the baryonic density given by Eq. (64). (It is no wonder that the big-bang cosmologists needed to sprinkle some “dark matter” here and there. Their denial of the intrinsic plasma redshifts, however, has been the main cause for the need of dark matter.) Most of the baryonic matter in Eq. (64) is rather evenly spread in intergalactic space, and is often difficult to detect. It affected the observations mostly through the plasma redshift, that is, the cosmological redshift. The big-bang cosmologists explained this cosmological redshift through their big-bang hypothesis.

To the density in Eq. (64), we should add the average of the additional mass density of the coronal plasma around the galaxies and galaxy clusters, and the average mass density of stars in any form, including quasars, neutron stars, dwarf stars, and planets, and of neutral gas and dust.
particles. These additional masses are usually estimated to be a small fraction of the mass estimate in Eq. (64).

Positrons would produce plasma redshift analogous to that produced by the electrons. If most of the intergalactic space were filled with electron-positron plasma, the density in intergalactic space would be small. When we add the density of the electrons and positrons to that of conventionally assumed density (Peebles [69]; see Table 20.1 in that source), we get about

$$\rho_0 = \rho_{ep} + \rho_B = 1.8 \cdot 10^{-31} \left( \frac{H_0}{60} \right) + 2.7 \cdot 10^{-31} \left( \frac{H_0}{70} \right)^2 \approx 4.5 \cdot 10^{-31} \text{ g cm}^{-3}. \quad (65)$$

However, if the intergalactic plasma contained significant amount of positrons, the positron annihilation photons would be observed. The fact that photons from positron annihilation in intergalactic space are not observed, rules out this possibility. Significant positron annihilation is observed from active galactic nuclei and at the center of the Milky Way, as discussed later.

The fact that the photons are weightless, as seen by an observer in a standard reference system at rest at the location of the photon (and repelled by the gravitational field, as seen by a distant observer) causes fundamental changes in Einstein’s field equation. It is conventionally assumed that the gravitational field attracts any form of mass and energy, because $m_i c^2 = E_{\text{kin}}$ in the special theory of relativity, and because the equivalence principle in GTR assumes equivalence of gravitational mass and inertial mass, $m_i = m_g$. The failure of this last assumption in case of photons causes us to suspect that other forms of energy may also be exempted. However, as shown by Brynjolfsson [107], the experimental evidence indicates that only photons are weightless. For example, the electro-magnetic field around charged particles is not weightless, as definitely confirmed in the experiments by Adelberger et al. [108] and Su et al. [109]. We assume, therefore, that the assumption that gravitational field attracts all forms of energy remains valid except for photons. Estimates of the photons energy density indicate that photon’s lack of a corresponding gravitational mass does not affect the density estimates given by Eqs. (64) and (65). The modification of Einstein’s classical physics field equations is small, except that the important $\Lambda$-term is not needed, because the weightlessness of photons eliminates that need for the $\Lambda$-term, as we will see in section 6.

The classical field equations and Einstein’s static model lead to

$$\frac{1}{R^2} = \frac{4\pi G \rho}{c^2}. \quad (66)$$

This is same as Eq. (14) by Einstein in [110]; see also Eq. 12.121 in Möller’s monograph [111]. As is usually done, we assume for a moment that Newtonian constant, $G$, of gravity is a constant, and that the velocity of light depends on the gravitational field in the conventional way. We get then for the average mass density given by Eq. (64), that the curvature radius is about $1.68 \cdot 10^{27} \text{cm}$. Had we used the conventional big-bang density of $\rho_{\text{crit}} \approx 6.77 \cdot 10^{-30} \text{ g cm}^{-3}$, the curvature radius would be $R \approx 1.26 \cdot 10^{28} \text{cm}$. Had we used the density given by Eq. (65), the curvature radius would be $R \approx 4.88 \cdot 10^{28} \text{cm}$. These values for the radius in the curvature are deduced here only for reference, because many physicists use them and object that the high densities derived in Eq. (64) are too high, because they lead to too small a curvature radius in accordance with Eq. (66). In big bang cosmology, even without “dark matter”, we should observe curvature. However, no curvature is observed. At least one of the assumptions leading to Eq. (66) must be wrong. For solving the problem, the big-bang cosmologists have introduced a time variable “dark energy” in addition to “dark matter”. These adjustable parameters are not needed in the plasma-redshift cosmology.

Einstein accepted Newton’s phenomenological equations and he extrapolated their use to infinity. He was concerned because this extrapolation for a static infinite universe leads to infinite gravitational potential. His original equations lead to a space curvature given by Eq. (66). The curvature alleviated the problem of infinite gravitational potential.

Dark matter is often introduced “ad hoc” for explaining the observed velocity distribution. This often comes about because all shifts are explained as Doppler shifts. Taking into account the intrinsic redshifts can often solve these problems. The frequent radial elongation of clusters, such as “Finger of God”, (which put us in the center of the universe) come about when the line of sight
to the objects in the back of the cluster penetrates the dense portion close to the center of the cluster gaining thereby significant increment of plasma redshift. When this elongation is removed the actual density of the cluster is increased, which is often adequate for explaining the observed velocity distribution. In these clusters there can be a problem with using the shift of the 21 cm line as an indicator. Depending on the temperature and density of the plasma in the cluster, the parameter $a = 3.65 \cdot \lambda_0 \sqrt{N_e/T}$ used in Table 1, can in some cases result in a blue shift, the negative values of $F_1(a)$, (due to the long wavelength and relatively high density plasma) and in other cases in a redshift (relatively low density plasma). Use of shifts in the visible spectrum is then more reliable.

In the big bang cosmology, the velocity distribution determined from the 21 cm line from hydrogen in the corona of the galaxies is often a problem. The dark matter is then invented to explain the observations. We also have modification of Newtonian dynamics (MOND) [71] trying to explain the observations. In big bang cosmology the material in the corona is assumed to move in elliptical orbits, or even slowly inwards. Plasma redshift makes it reasonable that matter moves with a constant rotational velocity in the corona as the plasma drifts outwards from the galaxy into intergalactic space. Ones in a while, high velocity clouds fall into the galaxy from intergalactic space. Matter is constantly moving in and out of the galaxy. This also explains why the trace element concentration in intergalactic space is similar to that in the galaxies.

When in plasma redshift we talk about a limit of gravitational attraction, we are not talking about inventing new laws or changing the nature. We are showing that the laws already confirmed do not permit extrapolating the Newtonian laws to infinity, as Einstein did. We find that the applications of the present laws, which include the plasma redshift, can explain the observed phenomena, such as the cosmological redshift, the CMB, and the phenomena in the solar corona. My present rough estimates are that this limit on the Newtonian laws is well beyond the dimensions of a galaxy clusters.

The limit on Newtonian laws. In the classical physics it is conventionally surmised, as Einstein did, that somehow the gravitational field is able to transfer to a particle both the strength and the direction of the gravitational field, even when the field at very large cosmological distances is extremely weak. In quantum mechanics, this is not permissible assumption, as it disregards well-proven quantum effects. The hot particles in stars and intergalactic plasmas are bombarded by other particles that change their directions and rotations often many times (even when we consider only gravitational effects in the collisions), while the extremely weak gravitational field is trying to manifest its action on the particles. According to the uncertainty principle and transition theory in quantum mechanics, the direction and strength of the gravitational field may not have adequate time to act on the particles between the collisions. In quantum mechanics, the transition theory requires always a certain time $\delta t$ to manifest the transition to a new state. This (or something similar to the uncertainty relation) is likely to apply also to gravitational fields. It takes a certain time, $\delta t \geq \hbar/\Delta E$, for the gravitational field to manifest itself. A particle, for example a proton, embedded in the hot plasma is likely to exchange rotational, vibrational, and translational energy with the Fourier harmonics of the electromagnetic field (and of the gravitational field) of the surrounding particles before the extremely weak gravitational field can assert itself, both in respect to direction and potential energy. It is analogous to the gravitational redshift experiments by Pound and Snider [39]. The photons, which were emitted in the basement, did not have time enough to realize that they had moved up to the gravitational potential on the top level, because the time-of-flight from the basement to the top level of Jefferson Laboratory, where the photons were absorbed, was only $7.5 \cdot 10^{-8}$ sec, when a minimum time required according to the uncertainty principle was $\delta t \geq 1.9 \cdot 10^{-5}$ sec. The photons did not therefore have time to adjust to the new potential and change their frequency. The solar photons when they move from the Sun to the Earth, on the other hand, have usually plenty of time to adjust to the potential and be blue shifted.

Rough estimates, based on the uncertainty principle, show that the gravitational potential, the collision frequency, collision cross section, and temperature do not permit the extrapolation of Newton’s equation for gravitational attraction to very large cosmological distances. Such an extrapolation of Newton’s equation has no basis in physical theory or any observation. For the present discussion (because we do not have a good gravitational theory), we use only that there is no experimental evidence supporting the extrapolation of Newton’s phenomenological equations to extremely large cosmological distances. Consistent with observations, we can assume that the universe is infinite.
6 Weightlessness of photons

Solar redshift experiments detected the reversal of the gravitational redshift. In section 5.6, the redshifts of the solar lines are explained as due to the plasma redshift; see for example Fig. 4. The good fits between the predicted plasma redshifts and the observed shifts indicate that the Fraunhofer lines, when observed on the Earth, are not gravitationally redshifted. We explained that the photons’ frequencies are gravitationally redshifted in the Sun, but that the gravitational redshift is reversed as the photons move from the Sun to the Earth. This blue shift cancels the gravitational redshift.

When an atom moves from the Sun to the Earth, the gravitationally redshifted energy levels and frequencies of the atom are blue shifted such as to cancel the gravitational redshift in the Sun. In quantum mechanics, the frequencies of photons behave like the frequencies of particles; that is, the frequencies increase with the gravitational potential. Brynjolfsson [107] shows that a simple and natural extension of the classical TGR to quantum mechanics leads to reversal of the gravitational redshift during photons’ time of flight from the Sun to the Earth. This change in frequency is closely related to the increase in velocity of light with the gravitational potential. Importantly, this modified TGR is consistent with all observations.

The transition from quantum mechanics to classical mechanics is in accordance with Bohr’s correspondence principle. In the classical limit, therefore, the quantum mechanically modified theory of general relativity becomes observationally identical to the classical theory, and can explain the outcome of the gravitational-redshift experiments by Pound and Rebka [37,38], Pound and Snider [39], Vessot et al. [40], and Krisher et al. [41]. The experiments on the bending of light analyzed by Riveros and Vucetich [42] and experiments by Shapiro et al. [43] pertaining time delay of signals are independent of the frequency, and remain unaffected by this change in theory of relativity.

In the classical theory, the light cannot escape from the “black hole limit”. In the modified theory, however, the gravitational redshift is reversed. As seen by a distant observer, the gravitational field repels the photon. We know from collision experiments in the laboratory that under the extreme pressure in the collisions, the matter is transformed to photons. It is reasonable that close to the “black hole limit”, the matter is converted to photons. When the highly gravitationally redshifted photons move away from the brink of the “black hole limit”, the gravitational redshift is reversed. According to well-known laws of physics, the most energetic of the photons could then reform matter at a distance from the “black hole limit”. Considering the pressure and the kinetic energy, the photons could have energy far exceeding the proton-antiproton pair production. Thus, matter can renew itself eternally.

In the quantum-mechanically modified TGR, the total of mass and energy is conserved at all times. For example, the potential energy that the particles lose when they fall towards the gravitating body (to be transformed into photons) is returned to the photons as they stream outwards (and are transformed into particles). This all happens in accordance with conventional laws of physics, as we know them from the experiments. In classical TGR, on the other hand, the particle and its energy gradually disappear into a “black hole”. In classical TGR, it is usually surmised that all matter and energy in the universe will gradually be sucked into the “black hole”. Usually, it is surmised further that eventually some mystical forces will release the particles and their energy from the bondage in the “black hole”.

As the annihilation of matter to photons at the brink of the black hole limit and recreation of matter is only a possible extrapolation, we should consider if any observation supports this extrapolation.

Narayan [112] finds that accreting black holes (or more correctly, objects which he believes are accreting black holes) almost always emit a substantial fraction of their luminosity in hard X rays and gamma rays. The spectrum of the rays can be approximated by a power-law with a photon index $\alpha_N$ as

$$N_E \, dE \propto E^{-\alpha_N} \, dE,$$

(67)
where the index is usually in the range of 1.5 to 3. He also notes:

1. Electron-positron annihilation features have been seen only in black hole candidates.

2. Relativistic jets of active galactic nuclei and X-ray binary jets are all unambiguous signatures of black holes.

It is more likely that such very high-energy jets are emitted from a brink of a black hole limit, if the photons are pushed away from the black hole, and if the photon’s energy increases with the gravitational potential, as it does in the quantum mechanically modified theory, instead of retaining the redshifted energy, as the photon does in the classical theory.

At the center of a large neutron star-like object, the density may greatly exceed that of the atomic nucleus, as pointed out by Ruderman [113]. The transition from hadronic matter to quark-gluon matter may well occur at the center of an object somewhat similar to a neutron star, as pointed out by Olive [114]. We don’t know at what density such a phase transition occurs, but it may occur before the “black hole limit”. We know from high-energy laboratory experiments that heavy pressure created in ion collisions lead to many very unstable particles, which may quickly decay into high-energy photons. As the gravitational field repels these photons, they could create particle pairs. It appears possible that close to “black-hole limit”, we not only have the formation of electron-positron pairs, but at higher energies also proton-antiproton pairs and even higher-mass particles. It appears to me far-fetched to think that only the accumulation of the entire mass in the universe could lead to such a condition, and recreation of matter.

At the brink of a black hole limit of an object close the center of a galaxy, or an active galactic nucleus, the kinetic energy of the accreting mass particles and mounting pressure could result in photons with energy in excess of the rest energy of most of the particles. This rest energy is reduced by the gravitational redshift factor. Laboratory experiments show that when the particle’s kinetic energy exceeds the rest energy, the particles can transform into photons. As seen by a distant observer, the gravitationally redshifted high-energy photons, which are repelled and gain energy as they move away from the “brink of a black hole limit”, can recreate matter at any distance from the center. The condition for the formation of proton-antiproton pairs would be there, and the condition for formation of the elements would have some similarities to that assumed in the big bang scenario.

This scenario possibly could explain not only the electron-positron formations, which, according to Narayan [112], are an unambiguous signature of what he thought was a black hole, but also why a large amount of hydrogen, according to Burton [115], streams outward from the center of our Milky Way galaxy. This center is believed to contain a black hole.

Burton [115] points out that the redshifts of the 21 cm line from the region around the center of the Milky Way galaxy show that a tremendous amount of hydrogen moves at high speed away from the galactic center. The flux of total gas flow is on the order of 1 to 2 solar masses per year. The plasma redshift would modify slightly the flow diagrams used by Burton [115]. The observed asymmetrical flow, as reported by Burton, would become more symmetrical. Thereby, the plasma redshift would simplify the interpretation of the observed flow.

For example, along the line towards the center of the Galaxy, the electron density causes a significant plasma redshift. When we take the plasma redshift into account, the velocities of the hydrogen streaming towards us from the center would be greater than those reported by Burton. Analogously, the velocities of the hydrogen streaming away from us on the other side of the center would be smaller than those reported by Burton. In fact, reasonable numbers for the plasma redshift would make the observed asymmetrical flow, as reported by Burton, become more symmetrical. An average electron density in the midplane of about 0.02 cm$^{-3}$ (an average of 0.016 from Reynolds [61] and 0.025 from Cordes et al. [63]) over 6.5 kpc from observer towards the hydrogen at 1.5 kpc from the center results in a plasma redshift of 40 km s$^{-1}$. This value when added to the observed 53 km s$^{-1}$ for the arm close to the center gives an average of 93 km s$^{-1}$. On the other side of the galactic center the plasma redshift is greater as the line of sight passes through the hot high-density area closer to the nucleus. The average electron density in that region may be on the order of 0.08 cm$^{-3}$ over 3 kpc. The corresponding plasma redshift is about 74 km s$^{-1}$, which together with the 40 km s$^{-1}$ reduces the observed velocity of 210 km s$^{-1}$ away from the center to about $[210 - (74 + 40)] = 96$ km s$^{-1}$. 
The actual outward flow from the Galactic center would then be nearly symmetrical at about 95 km s\(^{-1}\). This outflow is lower than the average outflow \((53 + 210)/2 = 131\) km s\(^{-1}\) without the plasma redshift. Importantly, the plasma redshift indicates that the outflow of hydrogen from the center is approximately symmetrical and very large.

The plasma redshifts assumed in this example are uncertain, and better numbers can be obtained by analyzing the entire set of data. However, such a modified analysis would not change the essence of the prior conclusion that a tremendous amount of hydrogen appears to be streaming away from the center of the Galaxy.

Burton mentions that Oort \cite{116, 117} suggested a particular interpretation of the observed velocity flow around the nucleus, which was worked out by van der Kruit \cite{118}. In this interpretation the galactic nucleus ejected gas at high velocity and at an angle of 25 to 30 degrees with respect to the galactic plane. This material would then return to the plane at a few kpc from the center.

In light of the reversal of the gravitational redshift when the photon moves away from gravitating center, we are inclined to modify slightly this scenario by suggesting that the high-energy photons from transformation (annihilation) of nuclear matter are ejected mainly along the vortex-axes of an object at the brink of the “black hole” limit. In both ends of the vortex, the high-energy photons would gain energy as they move outwards, and if photon energy exceeds the rest mass energy, they could recreate matter. (The ratio of photon energy and rest mass energy is independent of the gravitational potential in the modified TGR.)

Initially, when very little matter covers up the ends of the vortex, we observe two jets, one from each end, beaming far away from many objects believed to be black holes. We will first see “knots” or “lumps” on the beams or jets, because, as is well known from laboratory experiments and theory for pair production, matter enhances the transformation rate of photons to particle pairs. Occasionally, these “lumps” and “knots” may coalesce as they are being pushed away, and could possibly form quasars, about the way Halton Arp sees it in his monograph, Seeing Red, \cite{52}. For example, the largest “lump” in M87 already now emits more X rays than the core of M87.

In some cases the beams may be less focused, and as more and more hydrogen is formed and covers up the ends of the vortex (sometimes one end of the vortex before the other), the jets will shorten, and we see a bulge form over the vortex. When the density in the bulge increases, the protons that are formed will diffuse from the axes of the vortex, and the recombination-emission cooling would result in neutralization of the hydrogen, which would then, due to gravity, leak down to the center plane at some distance, but close to the nucleus. It is natural for systems affected by the plasma redshift to form structures of colder streams separated by redshift-heated sparse plasma in between. As mentioned under the discussion of the spicules in the transition zone to the solar corona, and the discussions about the structures in the solar corona and the galactic corona, such structures are relatively stable, because the regions with sparse density will be hotter and the plasma-redshift heating per particle relatively greater than in the denser regions. The hydrogen would then flow down from the bulge into the center plane, and then outwards into the relatively stable arms of the galaxy, the way Oort saw it. Due to the tendency of the plasma redshift to create “bubble” structures, a relatively hot redshift-heated plasma will separate the arms. The arms structures of the galaxies have been difficult to understand, but the plasma-redshift heating helps explain the arm structures.

Presently, this scenario should be considered only a working hypothesis. However, both the plasma-redshift theory and the reversal of the gravitational redshift with increasing gravitational potential (or reversal of blue shift with decreasing potential) appear helpful in explaining in a simple way these remarkable and difficult to explain observations.

7 Possible future experiments

I have failed to conceive of a reliable and practical laboratory experiment for testing the pertinent theorems. The plasma redshift is likely to play an important role in future designs of fusion experiments, because of its unique feature of transferring heat energy to a fully ionized plasma. In such experiments, it is important to use the fact that the initial plasma-redshift, as given by Eq. (18), is
proportional to the photon width $\gamma$. The source of the light used should therefore be designed to produce large photon widths, for example, by use of light sources at high pressures and high temperatures. X-ray frequencies are usually needed for exceeding the plasma-redshift cut-off at relatively high densities. In hydrogen fusion experiments, we could make use of plasma-redshift heating, but it would be difficult to test quantitatively the different relations. The fusion equipment are usually too small and the plasma often not in thermodynamic equilibrium, which would make it difficult to measure conclusively small plasma redshifts. I have therefore opted to use different astronomical observations for testing the predictions of the theory.

7.1 Tests for confirming the plasma redshift

We can confirm the plasma redshift by observing the shifts of spectral lines of stars as they graze the limb of the Sun during eclipse of the Sun by the Moon. Each and every spectral line from a star will be redshifted slightly as the line of sight to the star grazes the limb of the Sun. All the lines will have the natural classical photon widths, because they will all have penetrated an adequate column density of a plasma to obtain this width. Therefore, all the lines passing at a certain distance from the solar limb will gain the same redshift increment, $\delta z$, as they penetrate the solar corona, provided the wavelength is shorter than the cut-off wavelength in the densest part of the corona they penetrate.

Table 5 shows for a quiescent corona the expected plasma-redshift increment, $\delta z$, as a function of the distance, $R/R_0$, where $R_0$ is the solar radius to the plasma-redshift cut-off at $T \approx 5 \cdot 10^5$ K, and $R$ is the shortest distance from the solar center to the line of sight to the star.

<table>
<thead>
<tr>
<th>$R/R_0$</th>
<th>$z$</th>
<th>$R/R_0$</th>
<th>$z$</th>
<th>$R/R_0$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.05</td>
<td>$3.70 \cdot 10^{-6}$</td>
<td>1.30</td>
<td>$1.30 \cdot 10^{-6}$</td>
<td>1.8</td>
<td>$0.52 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>1.10</td>
<td>$2.59 \cdot 10^{-6}$</td>
<td>1.40</td>
<td>$1.02 \cdot 10^{-6}$</td>
<td>2.0</td>
<td>$0.41 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>1.20</td>
<td>$1.75 \cdot 10^{-6}$</td>
<td>1.60</td>
<td>$0.70 \cdot 10^{-6}$</td>
<td>2.5</td>
<td>$0.24 \cdot 10^{-6}$</td>
</tr>
</tbody>
</table>

The fluctuations in the electron densities in the corona may require observations of many lines from many stars for the purpose of getting a good statistically valid value. It is important to select a time period when and where the solar corona is quiescent and without major eruptions. The effect from intense light scattering from the corona must be reduced as much as possible to allow observations close to the limb. The wavelengths used must be significantly shorter than the cut-off wavelength, $\lambda_{0.5}$, given by Eq. (28). Use of a sharp and narrow focus on the star will reduce the background of the scattered light. A good experimental design should result in definite confirmation of the plasma redshift. It is an advantage to use lines that are displaced from the corresponding lines in the Sun. For example, the lines from the star may be displaced by the Doppler shift produced by the star’s peculiar velocity.

7.2 The gravitational redshift

In Fig. 4 the predicted plasma redshifts are compared with the observed solar redshifts. This comparison shows that the solar Fraunhofer lines are not gravitationally redshifted when observed on the Earth. The experiments indicate that the gravitationally redshifted photons in the Sun are blue shifted during their travel from the Sun to the Earth. In these solar redshift experiments the photons had about 8.3 minutes to adjust to the gravitational potential.

In the laboratory experiments by Pound and Rebka [37-38] and Pound and Snider [39], the photon’s travel time from the emitter to the absorber is only about $\delta t_1 = 7.5 \cdot 10^{-8}$ s, which is thus the maximum time the photon had for adjusting its frequency to the gravitational potential. This is much shorter than the minimum time, $\delta t_2 = 1.9 \cdot 10^{-5}$ s, required, according to the uncertainty relation in quantum mechanics. The length of the photon is about 270 m, which is about 12 times the distance, 22.5 m, between emitter and absorber (detector). These experiments by Pound, Rebka and Snider do not therefore meet the basic requirements of quantum mechanics. They do not,
therefore, prove the gravitational redshift, because in these experiments the photons had no chance in responding to the gravitational potential difference between the emitter and the absorber. The experiments only confirm the time dilation difference between the emitting and absorbing nuclei in the gravitational field. They do not show if the photons are weightless, attracted, or repelled in the gravitational field. Any such claim is not supported by a proper analysis of the experiments.

Only the solar redshift experiments are conclusive. To a distant observer in a field free coordinate system, the solar redshift experiments indicate that the photon’s frequency increases, as the photons move out of the gravitational field. As seen by a distant observer, the gravitational field with a force that is numerically equal to but opposite to the usually assumed attraction repels a photon. In a local system of reference the photons are weightless. This is contrary to the commonly held opinion, which assumes that the photon has a weight and is attracted in the gravitational field, as if it had a mass $m_{ph} = h\nu/c^2$.

**Einstein’s two assumptions.** Einstein showed that it is reasonable to assume that photon’s frequency is lower when emitted close to the Sun, because of time retardation or the slowing of all clocks including atomic clocks with a decreasing gravitational potential. We agree with this assumption and consider that it is well proven fact. For example, in the experiments by Pound and Rebka, and Pound and Snider [37-39], the experiments measured the frequency shift (or the difference in the time retardation) at the emitter position and the absorber (detector) position.

In addition to time retardation, Einstein assumed that the emitted photon frequency stays constant as the photon moves from the Sun to the Earth. This assumption may or may not appear reasonable in classical physics, but it is not reasonable in quantum mechanics. We disagree with this assumption, because when a photon emitted in the Sun is observed on Earth its frequency is not gravitationally redshifted, as Fig. 4 and the analyses of the many solar redshift experiments in sections 5.6.1 to 5.6.4 show. This disagreement affects only the assumption that the photon’s frequency stays constant as the photon moves through different gravitational potentials. It affects gravitational redshift of photons with photon lengths much shorter than the distance traveled. It does not affect the bending of light or the slowing of the speed of light with the gravitational potential, because these effects are independent of the photon’s frequency. The equivalence principle is valid except for photons; see Brynjolfsson [107]

The experiments by Vessot et al. [40] and by Krisher et al. [41], which have been assumed to prove the gravitational redshift, are invalid as a proof of Einstein’s gravitational redshift. The researchers used continuous transmission frequencies of about $2.2 \cdot 10^9$ Hz, and the experiments are therefore in the domain of classical physics. Even if this continuous train of waves broke up into photons, the photon width would be about the classical width of $\gamma = 6.266 \cdot 10^{-24} \omega^2 = 1.2 \cdot 10^{-31}$ s$^{-1}$, which corresponds to a lifetime of about $\tau = 1/\gamma = 835$ s. The value of $\gamma/\omega \approx 8.7 \cdot 10^{-14}$ is close to the estimated frequency stability. The length of such a photon would be about $L = 2\pi c\tau = 1.6 \cdot 10^{14}$ cm, or about 10.5 AU. These experiments, which used distances much smaller than 10 AU, were clearly in the domain of classical physics and had no chance of observing possible quantum mechanical effects, such as the frequency adjustment to the gravitational potential; see Brynjolfsson [107]

**Experiments using the 14.41 keV line of $^{57}$Fe.** For confirming the blue shift of photons during their time of flight, we could modify the laboratory experiment reported by Pound and Rebka [37, 38] and Pound and Snider [39] by increasing the height difference from 22.5 m to more than about 1000 m. The 14.4 keV photons from $^{57}$Fe have a lifetime of $\tau = 1.43 \cdot 10^{-7}$ s, and a photon length of about $L = 2\pi c\tau = 270$ m. For less than 270 m height difference there is practically no reversal of the photon redshift and the photon behaves like a classical photon. Beyond 270 m, the reversal is only gradual and partial. When we increase the height difference, the absorption of the 14.4 keV photons becomes too large in any gas including helium over the height of 1000 m. A large evacuated cylinder between emitter and absorber must then replace the helium filled plastic cylinder in the experiments by Pound et al. [37-39]. It is also necessary to increase the source strength and the sensitivity of the detectors. These modifications increase the cost of the experiment significantly. Use of existing structures, such as, mines, boreholes, caves, or cliffs, for building the large (about 1 km) evacuated steel cylinder, will facilitate the design and reduce the cost. But the experiments
would be costly.

**Experiments using the 77.3 keV line of $^{197}$Au.** We could use higher energy photons and shorter photon lengths. The 77.3 keV line in gold has a short lifetime, $\tau = 2.73 \times 10^{-9}$ s, and therefore a relatively short photon length, $L = 2\pi c \tau = 514$ cm. However, the short photon length or short lifetime makes the resonance width of the line relatively large, $\Gamma = 2 \pi E / L$. For a relatively short photon length, the absorber. In these experiments, the photon have only about $10^{-8}$ s to change with the absorber. In the solar redshift experiments the photons had about 8 minutes to change with the absorber. In the experiment using gold is adequate to demonstrate a partial blue shift. It may be adequate to use even a smaller height difference, maybe 30 m, which is reasonable to do as a first attempt.

**Experiments using the other sources.** We could also consider other sources, such as, the 23.87, 27.72, and 73.0 keV gamma rays from $^{119}$Sn, $^{129}$I, and $^{193}$Ir, respectively.

We could modify the experiments Vessot et al. [40] by increasing the height and length of the rocket path, and by increasing the frequency used by a factor of about 1,000.

8 Summary and conclusions

By using more exact calculations than those usually applied, we have deduced from conventional axioms of physics a new cross section for interaction of photons with a hot electron plasma. This important cross section, plasma redshift, has been overlooked in the past; most likely, because it is usually insignificant, and because it cannot be detected in conventional laboratory experiments. The plasma redshift is important only in a very hot and low-density electron plasma. The cross section is given by Eq. (18). In this equation, the oscillator strength function, $F_1(a)$, is given by Eq. (14), and the numerical values are shown in Table 1. The plasma redshift is small for large values of $a = \hbar \omega / (\beta \omega kT) = 3.65 \cdot 10^5 \sqrt{N_e / T}$, but becomes significant as $a$ decreases. We have that for $a$ equal to 0.344, 1.163, and 2.671 the oscillator strength function is 90%, 50%, and 10%, respectively, of its full value. For $a \geq 3.633$, the oscillator strength function $F_1(a)$ has even small negative values, that is small blue shifts. These small negative values (blue shifts) are usually not important. Instead of the parameter $a$, we can use the cut-off wavelength defined by Eq. (15). The 50% cut-off wavelength is given by Eq. (16) and when magnetic fields are significant by Eq. (28), which gives the relation between the cut-off wavelength for the plasma redshift, the electron temperature, electron density, and the magnetic field.

The plasma redshift of photons results in transfer of very small quanta to the plasma. This does not change the direction of the photons significantly. The photon’s energy loss by plasma redshift is in some respect analogous to a charged particle’s energy loss by Cerenkov radiation. The energy lost by the photons is immediately absorbed in the electron plasma and results in significant heating. As shown in sections 5.1 to 5.5, the plasma-redshift heating together with the magnetic heating contributes significantly to the heating of the solar corona and to the heating responsible for many observable and interesting phenomena in the solar atmosphere.

In section 5.1, we use Eq. (28) to show that the cut-off wavelength for plasma redshift of photons predicts well the onset of the plasma-redshift heating in the transition zone to the solar corona. The 50% cut-off wavelength is about 500 nm when the temperature is about 500,000 K, the electron density about $N_e = 10^8$ cm$^{-3}$, and magnetic field less than 10 gauss. These values correspond to about the middle of the transition zone to solar corona. For shorter wavelengths, the cut-off
wavelength reaches deeper into the transition zone, while for the longer wavelengths, the cut-off reaches higher. The cut-off zone reaches deeper into the transition zone as the magnetic field increases. For example, the cut-off wavelength in the above example increases by 130% when the magnetic field increases from 10 to 100 gauss.

In section 5.1, we also show how the plasma redshift together with transformation of magnetic field to heat, as described in Appendix B, facilitates explanation of the spicules in the transition zone to the corona. Without the plasma-redshift theory, the formation of the spicules has been difficult to explain.

In sections 5.2, 5.3, and 5.4, about the solar corona, the solar wind, and the solar streamers, we find that the plasma-redshift theory together with the theory for conversion of magnetic field to heat, as described in Appendix B, is consistent with many observations that have been difficult to explain. In section 5.2, we show that above the cut-off zone, the plasma redshift exceeds the emission cooling and the excess heat leaks by conduction into the lower transition zone. Gradually, the gravitational cooling by the solar wind increases relative to the plasma redshift heating, and it exceeds the plasma redshift heating and results in maximum temperature at about 2 solar radii. The repulsion of the diamagnetic moments, as described by Eq. (B10), reduces this gravitational cooling by the solar wind. At about 5 solar radii, the magnetic repulsion force exceeds the gravitational attraction. This results in an outward acceleration of the solar wind. Due to Eq. (B11), this kind of acceleration of the heavier ions, such as helium ions, can sometimes be greater than that of the protons. The plasma redshift transfers its energy to the electrons. This heat energy causes the electron temperature often to exceed the proton temperature and increases the solar wind as shown in section 5.3. The explanation of solar streamers, described in section 5.4, is related to the explanation of the spicules in section 5.1. In addition to the plasma redshift these explanations make use of magnetic repulsion of the diamagnetic moments.

In section 5.5, we demonstrated that the plasma-redshift theory is helpful in explaining solar flares. It is shown that for large magnetic fields, the plasma redshift can be initiated even deep in the chromosphere. The plasma redshift heating can then also initiate conversion of the magnetic field energy to heat. The heating that results from plasma redshift and the conversion of the magnetic field energy to heat can then initiate many hitherto unexplained phenomena, including the flares, loops and arches.

In sections 5.6.1, we compare the theory with the solar redshift experiments. We find that the plasma redshift explains significant fraction of the observed redshifts of the solar Fraunhofer lines. It leads thereby to the conclusion that the solar lines are not gravitationally redshifted when observed on the Earth. For the evidence, see for example Table 3 and Fig. 4.

In section 5.6.2, we discuss the gravitational redshift and how the observations lead to a quantum theory for reversal of the gravitational redshift. It is concluded that while the photons in the solar spectrum are gravitationally redshifted when in the Sun, as predicted by Einstein’s classical TGR, the photons are usually not gravitationally redshifted when they arrive on the Earth. The photons’ frequencies are blue shifted during photons’ time of flights from the Sun to the Earth, somewhat analogously to the frequencies of atoms when the atoms move from the Sun to the Earth. This does not conflict with any of the experiments [37-41] that have been assumed to prove the gravitational redshift, because these experiments, due to quantum effects, were unable to detect if the photons were attracted or repulsed by the gravitational field. The solar redshift experiments can discern if the photons are attracted or repulsed, and these experiments show clearly that the gravitational redshift is reversed as the photons move outwards from the Sun.

In section 5.6.3, we focus on the comparison of the present and conventional explanations of the solar redshift. While the conventional theory often makes similar prediction to that of the present theory, there are a few crucial observations, which contradict the predictions of the conventional theory, but confirm those of the plasma-redshift theory.

In section 5.6.4, we mention that as in case of the solar corona, the plasma redshift appears to be able to explain in a reasonable way the relatively large redshifts of many bright stars, including the redshifts of collapsars and quasars. The details of these explanations, however, were not pursed in the present paper, because the extrapolations from solar corona appear plausible. Detailed calculations are necessarily elaborate, and require often extrapolation from known facts.
Such extrapolations introduce uncertainties. For example, we don’t know much about the intensity and structure of the magnetic field in quasars. We also don’t know if the coronas of quasars are isotropic.

In section 5.7, we find that the plasma redshift can explain the observed corona of the Milky Way and the coronas of other galaxies. It leads also to hot intergalactic plasma filling the intergalactic space, as the kinetic energies of the particles in the coronal plasmas exceed the gravitational potential energy of the particles.

In section 5.8, we show that the plasma redshift can explain the entire cosmological redshift, if the average electron density in intergalactic space is

$$(N_e)_{av} = (N_{ep})_{av} \approx 1.95 \cdot 10^{-4} \left( \frac{H_0}{60} \right) \text{ cm}^{-3}. \quad (68)$$

The agreement between the theory and experiments is good; see Figs. (5) and (6). The recently discovered dimming of distant supernovae is predicted well by the plasma-redshift theory. No “dark energy” or “dark matter” are needed to explain the observations.

In section 5.9, we show that experimental data for the high-redshift supernovae indicate that there is no time dilation, and that the universe therefore is quasi-static.

In section 5.10 and Appendix C, we show that the plasma-redshift theory can also explain the cosmic microwave background (CMB). It is found that when the intergalactic space is filled with electron-proton plasma with density equal to that required for explaining the cosmological redshift, the isotropic and well-defined CMB follows as a necessary consequence. This hot plasma with a density $N_e = 1.95 \cdot 10^{-4} \text{ cm}^{-3}$ and a thermal particle temperature of $T = 2.706 \cdot 10^6 \text{ K}$ leads to the isotropic CMB with a well-defined blackbody temperature of $T_{CMB} = 2.728 \text{ K}$. The CMB is dominant between $10^9$ and $1.7 \cdot 10^{11} \text{ Hz}$. The cosmic spectrum below and above these limits is also consistent with the predictions of the plasma-redshift theory.

Radiations beyond CMB produce additional pressure on the wall of the blackbody “cavity”. Corresponding to these additional radiations, the average particle temperature per particle in intergalactic space exceeds the temperature $T = 2.706 \cdot 10^6 \text{ K}$. The average particle temperature is then

$$T_{av} \approx (3.0 \text{ to } 3.6) \cdot 10^6 \left( \frac{60}{H_0} \right) \text{ K}. \quad (69)$$

The upper limit of $T_{av}$ includes contributions from the CMB, the X rays, and the intergalactic light.

The corresponding average density in intergalactic space is estimated to be about

$$\rho_{av} \approx 3.8 \cdot 10^{-28} \left( \frac{H_0}{60} \right) \text{ g cm}^{-3}. \quad (70)$$

This average density in the universe is then about 56 times higher than the density usually assumed for a closed universe when $H_0 \approx 60 \text{ km s}^{-1} \text{ Mpc}^{-1}$. The plasma redshift leads thus to a much higher density in intergalactic space than that conventionally assumed.

In section 5.11 and in Appendix C, we show that the high density and temperature of the intergalactic plasma and in the Galactic corona explain well the observed X-ray background. Some experts in the field will object that the high density and high temperature in space will result in an X-ray intensity that is too high. Closer scrutiny shows, however, that the predicted X-ray intensity is consistent with observations. This is because the redshift length (the inverse of plasma-redshift absorption) is many times shorter than the usually assumed absorption length (the inverse of the conventional X-ray absorption coefficient). The integral of the X-ray luminosity degraded by the Compton scattering and the plasma redshift over the redshift distance results in modest X-ray intensity. This soft X-ray intensity is nevertheless significant for maintaining uniform ionization in space, and it helps ionize the corona of galaxies and other objects. This soft X-ray background from intergalactic plasma does not contradict the observations that find that most of the harder X rays from intergalactic space are due to point sources.

The softer X-ray intensity is due mostly to relatively colder filaments between huge bubbles heated by the plasma redshift. Like in the transition zones to the solar and galactic coronas, the
bubble structure is due to the fact that the plasma redshift is first order process in density, while the cooling processes are usually second order in density. Some of the slightly harder X rays are produced in the hot bubbles. The harder X rays are also emitted from the hot dense plasma in large galaxy clusters and from other point sources. We show that the X rays from intergalactic space are consistent with the observations.

In section 5.12, we discuss the high average density in the universe. Some experts will also object that the high density in space will lead to too large a curvature of space. Weightlessness of photons in a local standard reference system means that Einstein’s field equations will have to be modified. This modification is most likely small, although fundamentally very important. However, Einstein’s extrapolation of Newton’s phenomenological equations for gravitation to very large distances and even to infinity has no experimental support and no support from conventional quantum mechanical physics. It is most likely incorrect. Distant collisions by hot particles with the proton particles (and other particles) will change the angular momentum and the gravitational energy transfer to the proton, before the gravitational potential change can assert itself, as the hot proton rotates and moves around. Quantum mechanical theory requires a finite time for the proton to interact with the gravitational field. Even with the high densities of Eq. (64), the space could be flat isotropic and infinite, which is consistent with observations.

In section 6, we show that the reversals of the gravitational redshifts of photons as they move out of solar gravitational field are supported by other important observations. It was concluded in sections 5.6.2 and 5.6.3 that the plasma redshift could explain the observed redshift of solar Fraunhofer lines without the gravitational redshift, which was expected from the classical theory of general relativity (TGR). It was concluded that the photons’ frequencies are gravitationally redshifted in the Sun; but as the photons move from the Sun to the Earth the frequencies are blue shifted, which reverses their gravitational redshift. The present quantum mechanically modified TGR leads to reversal of photons gravitational redshift. This unexpected result of the plasma redshift contradicts the fundamental assumption in physics and in TGR that a photon’s frequency is a constant of motion as the photon moves through gravitational fields, or that the frequency of a photon stays constant as the photon moves from one gravitational potential to another. Conventional theory assumes that all other forms of mass and energy are redshifted, as the corresponding particles move to lower potential. The equivalence of mass and kinetic energy in the special theory of relativity means that the inertial mass of the photon is $m = \frac{h \nu}{c^2}$. According to equivalence principle, the gravitational mass $m_g = m$ and the photon should be attracted by the gravitational field. Section 6 serves to show that, independent of the solar redshift experiments, the hydrogen streaming away from the galactic center supports the contention that the photons redshift is reversed, as the photons move out of the gravitational field.

It is argued that the reversal of the gravitational redshift removes the need for black holes, which are fictions created by extrapolating Newton’s phenomenological equation far beyond their experimental foundation. It is more likely that matter, instead of being sucked into a black hole, is transformed to photons at the brink of a black hole. (This brink of a black hole may possibly consist of a vortex at the center of a large, fast spinning, and flattened neutron star-like object, which most likely has large magnetic fields, possibly sometimes on the order of or even exceeding $10^{15}$ gauss.) The photons gravitational redshift is then reversed and the photons can reform matter, such as electron-positron pairs and proton-antiproton pairs and other particles at a distance in the usual way known from the laboratory experiments. This extrapolation requires more experimental and theoretical support.

The experimental evidence for the correctness of this extrapolation is found in the intense positron annihilation spectrum detected close to the galactic centers, and in the large amount of hydrogen observed streaming away from the Milky Way center. The reversal of photon’s gravitational redshift and transformation of a matter at the centers of galaxies (and quasars) bring a self-regulating stability into our cosmological perspective. Although it was not discussed in section 6 (because the evidence is not clear), the weightlessness of photons in a standard system of reference may also facilitate explanation of the large amount of energy released in supernova explosions.

The plasma redshift appears to eliminate five major deficiencies in Einstein’s cosmological model for a static universe:
1. Plasma redshift can explain the cosmological redshift.

2. Plasma redshift can explain the cosmological microwave background.

3. Plasma redshift resolves the Olbers' paradox. If starlight were not attenuated, as it traveled through intergalactic space, the sky would be bright as the stars in an infinite universe. The attenuation of the light intensity by the plasma redshift of light by intergalactic electrons resolves this problem.

4. Einstein’s cosmological model has significant instability, which is caused by the tendency of matter to concentrate due to gravitational attraction. Plasma redshift, when compared with solar redshift, leads to reversal of photons gravitational redshifts and to the renewal of matter at the center of galaxies and quasars. The eternal renewal of matter removes this gravitational instability.

5. In Einstein’s static model of the universe, the stars will run out of energy and will have a finite lifetime. Plasma theory leads to reversal of photons gravitational redshifts. A reasonable extrapolation of that finding is that matter is eternally renewed at the centers of galaxies and quasars. As shown in section 6, the observations support this extrapolation.

Plasma redshift, which is based on basic axioms of physics, leads thus to fundamental changes in our cosmological perspective and to changes in gravitational theory.

The problem of ever-increasing time and ever-increasing entropy is resolved when we realize that we are usually observing only one half of the material-photon cycle. We usually focus on the physical changes from particle creation of material through its changes (which define the time) towards annihilation, while often disregarding the other half of the time cycle, the creation of photons and their transformation to matter in an everlasting renewal process at the centers of the galaxies, and most likely at the centers of quasars.
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Appendix A

A1 Electromagnetic Waves in Dielectrics

We consider a homogeneous and isotropic medium with a dielectric constant, $\epsilon$, and a permeability, $\mu$. Initially, these material constants do not vary with the coordinates nor with time. When using Gaussian (cgs) system of units, we get from Maxwell’s electrodynamic theory that

$$\nabla \times \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t} = -\frac{\mu}{c} \frac{\partial \mathbf{H}}{\partial t} \quad (A1)$$

$$\nabla \cdot \mathbf{D} = \nabla \cdot \epsilon \mathbf{E} = 0 \quad (A2)$$

$$\nabla \times \mathbf{H} = \frac{1}{c} \frac{\partial \mathbf{D}}{\partial t} = \frac{\epsilon}{c} \frac{\partial \mathbf{E}}{\partial t} \quad (A3)$$

$$\nabla \cdot \mathbf{B} = \nabla \cdot \mu \mathbf{H} = 0 \quad (A4)$$

where the dielectric constant, $\epsilon$, and the permeability, $\mu$, depend only on the frequency and where $c$ is the velocity of light.

Comment A1. We can obtain the corresponding equations in the mks (rationalized) system of units by replacing $\epsilon$ with $\epsilon (\epsilon_0 c)$, and $\mu$ with $\mu (\mu_0 c)$, where $\epsilon_0$ and $\mu_0$ are the dielectric constant and permeability in vacuum, and where $\epsilon_0 \mu_0 = 1/c^2$.

We assume that the field varies sinusoidally as the real part of $\exp(i \omega t)$. For facilitating the calculations, we use complex notations for the different quantities; and in the usual manner, we use their modulus for comparison with experiments.
We write the general solutions to these equations on the form:

\[ E_y = \frac{A(\omega)}{\epsilon \sqrt{\mu}} \exp[i \omega(t - x \sqrt{\epsilon \mu}/c)], \] (A5)

\[ E_x = E_z = 0 \] (A6)

\[ H_z = \frac{A(\omega)}{\mu \sqrt{\epsilon}} \exp[i \omega(t - x \sqrt{\epsilon \mu}/c)], \] (A7)

\[ H_x = H_y = 0 \] (A8)

Comment A2. It is possible (as is often done) to set \( B(\omega) = A(\omega)/\sqrt{\epsilon \mu} \). The coefficients in front of the exponential factors in the equations above would then be \( B(\omega)/\sqrt{\epsilon} \) and \( B(\omega)/\sqrt{\mu} \), respectively. Use of these coefficients leads to the conventionally used solutions and usually to a misleading assumption about the variations of the fields with \( \epsilon \) and \( \mu \). The forms of the coefficients \( A(\omega)/\sqrt{\epsilon \mu} \) and \( A(\omega)/\mu \sqrt{\epsilon} \), in front of the exponential factors in Eqs. (A5) and (A6) are mathematically correct and physically simpler to interpret, because \( A(\omega) \) is independent of \( \epsilon \) and \( \mu \). For example, for \( \mu = 1 \), we have that \( \nabla \cdot \mathbf{D} = 4\pi \rho \), where \( \epsilon \mathbf{E} = \mathbf{D} \). Therefore, when we put a dielectric material around a charge, the vector \( \mathbf{D} \) is unchanged; that is, the quantity \( A(\omega) \) is a constant when \( \epsilon \) changes.

A2 Fourier Spectrum of Photons in Dielectrics

We think of an atom free of external forces emitting a photon as it decays exponentially from an excited state with a lifetime of \( \tau = 1/\gamma \). The energy difference between the two states corresponds to a cyclic frequency \( \omega_0 = 2\pi \nu_0 \). Using a gaussian (cgs) system of units, we have in a homogeneous electron plasma with the permeability \( \mu = 1 \), and the dielectric constant \( \epsilon \), that electrical field \( E_y \) and the magnetic field \( H_z \) of a photon moving in the x-direction can be Fourier analyzed and we get at the point \((t, x) = (t, 0)\) that

\[ E_y(t, \epsilon) = \int_{-\infty}^{\infty} \frac{E_y(0, 1)}{2\pi \epsilon (\gamma/2 + i(\omega - \omega_0))} \exp(i\omega t) \, d\omega, \] (A9)

and for the magnetic field, we have analogously that

\[ H_z(t, \epsilon) = \int_{-\infty}^{\infty} \frac{E_y(0, 1)}{2\pi \sqrt{\epsilon} (\gamma/2 + i(\omega - \omega_0))} \exp(i\omega t) \, d\omega. \] (A10)

A3 Equation of Motion for Electrons

In the following we will consider a simple case of an isotropic and uniform plasma without any constant magnetic field and with permeability \( \mu = 1 \). (The effect of magnetic fields is considered in section 4 of the main paper.)

The classical dynamical equation of motion in Gaussian (cgs) units is at the position of \( x = 0 \) usually approximated by (see Eq. (21-16) of Panofsky and Phillips [119] and Eq. (15.1) of Becker [120])

\[ m\dddot{r} - m\beta_0 \dot{\rho} + m\omega_0^2 r = eE \exp(i\omega t), \] (A11)

where the radiation damping constant is \( \beta_0 = 2e^2/(3mc^3) = 6.266 \cdot 10^{-24} \) and \( \dot{r} = -\omega^2 \dot{r} \), and where \( \dot{r}, \ddot{r}, \) and \( \dddot{r} \) are the first, second, and third time derivative of the complex radius \( r \) in the oscillation of the electron with charge \( e \) and mass \( m \) in the electrical Fourier field harmonic with electrical field modulus \( E \) and the frequency \( \omega \).
Our focus is the dynamical equation in plasma. Instead of this conventional equation Eq. (A11),
the equation of motion for a plasma electron acted upon by the electrical field’s Fourier component,
\((A/\varepsilon) \exp (i \omega t)\), may be approximated by

\[
\begin{align*}
  m\ddot{r} + m\alpha \dot{r} - m\beta \dot{r} + m\omega^2 r &= e \frac{A}{\varepsilon} \exp (i \omega t),
\end{align*}
\]

where the first term on the left side Eqs. (A11) and (A12) is the acceleration of the electron with
charge \(e\) and mass \(m\) in the field \(E\exp (i \omega t) = (A/\varepsilon) \exp (i \omega t)\), on the right side. The second
term on the left in Eq. (A12) accounts for the collision damping and \(\alpha = 2/\tau\), where \(\tau\) is the time
between collisions. This collision damping is very large in a hot plasma, but it is often omitted
in the conventional Eq. (A11). The third term on the left in Eq. (A12) accounts for the emitted
radiation by the electron when it is accelerated in the external field on the right side. We call it the
radiation damping term. We note it by \(m\beta \dot{r}\) rather than \(m\beta \dot{r}\) to make it clear that \(\beta \dot{r}\) could
deviate from \(\beta_0 = 2e^2/(3mc^3)\). If a field with only the frequency \(\omega_0\) acts on the electron, we have
that \(m\beta_0 \dot{r} = m\beta_0 \omega_0^2 \dot{r}\). But if several frequencies of the field act on the electron simultaneously, then
\(m\beta \dot{r}\) can deviate from \(m\beta_0 \omega_0^2 \dot{r}\). This is especially important in hot plasmas. In the following, we
will often combine the second and the third term and use the notation \(\beta \omega^2\) for \((\alpha + \beta \omega^2)\). Later on
we show that we can add the collision term to \(m\beta \dot{r}\), and replace it by \(m\beta \dot{r} = m\beta \omega^2 \dot{r}\). The collision
field can be replaced with a the Fourier harmonics of the fast moving electrons in the hot plasma.
These Fourier fields will cause the plasma electrons to oscillate and lose the radiation energy in a
similar way as the incident photon field on the right side of Eqs. (A11) and (A12). The fourth term,
\(m\omega^2 r\), accounts for any “elastic” force that binds the electron to a certain equilibrium position.
This is an eigenstate and because it is assumed to be stable, it will not result in additional radiation
damping unless acted on. This binding of the electron is characterized by its “eigenfrequency”, \(\omega_\text{q}\).

The validity of Eqs. (A11) and (A12), specifically the radiation damping term, the third term of
(A12), has often been questioned in the literature. The problems raised can be traced to the fact
that we do not have a reliable model of the electron structure [119 - 125].

As shown by Dirac [124] already in 1938, it is reasonable to assume that this form of the equation
is valid, as it leads to correct quantum mechanical results. We can expect deviations as shown by
Hartemann and Kerman [125], when the radiation intensity becomes extremely high or when the
wavelength approaches the classical electron radius. These limits are well beyond the application
of intensities and photon energies in focus of the present article.

In general, the force, \(F(\omega, \varepsilon)\), acting on an electronic oscillator differs from the average field,
which is \((A/\varepsilon) \exp (i \omega t)\). We have more generally that

\[
F(\omega, \varepsilon) = \frac{A}{\varepsilon} \exp (i \omega t) + k 4\pi P(\omega),
\]  

where \(P(\omega) = N_e e_r(\omega)\) is the polarization when \(N_e\) is the electron density and \(r(\omega)\) the solution of
Eq. (A11). In an amorphous isotropic matter, we can usually set the shielding factor \(k = 1/3\). More
generally this shielding factor, \(k\), is a complex tensor. In a fully ionized plasma without magnetic
fields, we have that \(\omega_\text{q} = 0\), and \(k = 0\). The effects of magnetic fields complicate the calculations.
Their effects are treated in section 4 of the main paper.

When the electron is bound, we can set the collision damping factor \(\alpha = 2/\tau\), where \(\tau\) is the time
between collisions. The collisions with electrons and ions together with the collisions with neutral
atoms are important for determining the width of the emissions and absorption lines. In fully ionized
plasmas, where \(\omega_\text{q} = 0\), the collision fields of the free electrons and ions can be Fourier analyzed and
can be considered a part of the external fields affecting the third term in Eq. (A12). We can then set
\(\alpha = 0\), and replace the classical damping term, \((\alpha + \beta \omega^2)\), by the quantum mechanical damping
term, \(\beta \omega^2\), which in hot plasmas is much greater than the classical radiation damping, \(\beta \omega^2\), as
shown in section 3.

In Eq. (A11), we have neglected the magnetic field force

\[
\frac{\dot{r}}{\varepsilon} = \frac{A}{\sqrt{\varepsilon}} \exp (i \omega t),
\]  

(A14)
because it is very small for low-energy photons of light, and because in the first approximation it
does not perform any work. Its main component is at right angle to the velocity, \( r \), along the incident
electrical photon field, and at right angle to the magnetic photon field \( H_2 \). Its main component is
thus opposite to the photon’s pressure on the electron. This force is thus responsible for the loss
and change of momentum of the photon, as it is deflected and its energy attenuated.

It is important to include \( \epsilon \) in the denominator on the right side of Eq. (A12). In the customary
treatment, which uses Eq. (A11), the Fourier harmonics are usually obtained assuming that \( \epsilon = 1 \)
(see Eq. (21-16) in Panofsky and Phillips [119] or Eq. (15.1) in Becker [120]). Eq. (A11), without the
\( \epsilon \) in the denominator on the right side, leads to a Compton scattering cross section being equal to
\[ \sigma_0 = \frac{8\pi r_0^2}{3}, \]
where \( r_0 \) is the electron radius (see Eqs. (21-3) to (21-27) in Panofsky and Phillips
[119]) instead of \( \sigma_0 = \frac{8\pi r_0^2}{3(1 + \beta_p^2 \omega_0^2)} \). We show later that in this case we usually can set \( \beta_p = \beta_0 \).
The classical term \( \beta_0^2 \omega_0^2 \) is usually small and insignificant. It is of interest to note that the quantum
mechanical treatment by Heitler [1] leads to the correct form \( \sigma_0 = \frac{8\pi r_0^2}{3(1 + \beta_p^2 \omega_0^2)} \). It follows
from the finite damping width of the photon. This form corresponds to the last term within the
brackets in Eq. (A34) in the following. When the dielectric constant and the collision damping are
very large, Eq. (A12) results in three additional terms within the brackets of Eq. (A34).

**Comment A3.** The right side of Eq. (A12) differs from Eq. (A11) by the dielectric constant
\( \epsilon \) in the denominator on the right side, where \( A = D \) and \( D \) is the displacement field,
and \( A/\epsilon \) is the modulus of the Fourier harmonics of the photon field. When we solve
Maxwell’s equation, we should select \( A/(\epsilon \sqrt{\alpha}) \) as the solution and not the form \( E \), and we
should select \( A(\mu \sqrt{\beta}) \) and not the form \( H \). This is for the purpose of indicating how the
photon’s Fourier field varies with the dielectric constant and the permeability. In a plasma,
we initially set \( \mu \) equal to 1. The \( D \)-field (for example, the displacement field from an
electron) is for \( \mu = 1 \) independent of the dielectric constant so that the \( E \)-field varies like
\( D/\epsilon = A/\epsilon = E \). This form, \( A/\epsilon \), shows clearly how \( E \) varies with the dielectric constant.
Unfortunately, these solutions to Maxwell equation are usually not among the forms selected
in the standard literature. That fact has often lead to difficulties and misleading equations
in the conventional literature, even in high quality references such as Panofsky and Phillips
[119] and Becker [120]. This correction is crucial for deriving the plasma redshift. Without
the factor \( 1/\epsilon \) on the right side of Eq. (A12) there is no plasma redshift.

The principal solution to Eq. (A12) is
\[ r = \frac{e}{m} \frac{A/\epsilon}{\omega_q^2 - \omega^2 + i(\alpha + \beta_p \omega^2) \omega} \exp \left( i \omega t \right). \]  
(A15)

To this solution, we may add the solutions of the homogeneous differential equation, that is, the solutions
\[ \Delta r = (C_1/\alpha) + [C_2 \exp(-k_1 t) + C_3 \exp(k_1 t)] \exp \left( t/2 \beta_p \right), \]  
(A16)

where
\[ k_1 = \sqrt{\frac{\alpha}{\beta_p^2}} + \frac{1}{4 \beta_p^2}. \]  
(A17)

However, we can disregard these last mentioned solutions, which have been discussed by Dirac [124].
Eq. (A15) may be compared with Eq. (21-19) of Panofsky and Phillips [119], but take note of the subtle
differences.

**Comment A4.** In their Eq. (21-19) of [119], which corresponds to Eq. (A15) above, Panofsky
and Phillips do not have any collision term and not the factor \( 1/\epsilon \). The same applies to
Eq. (15.2a) by Becker [120]. But in his Eqs. (15.6) to (15.10) of [120], Becker considers the
collision damping but disregards \( 1/\epsilon \) in the numerator. When the conventional approximations of references [119] and [120] are applied to a hot sparse plasma, the approximations
they used prevent us from discovering the plasma redshift. We emphasize that Eq. (A12)
and (A15) are the correct forms as they are more exact than the conventional equations in
the literature. These correct forms are essential for deduction of the plasma redshift.
The polarization is given by
\[ P(\omega) = N_e e r, \]  
where \( N_e \) is the number of plasma electrons per cm\(^3\), \( e \) the electronic charge, and where \( r \), the displacement of each of the electrons, is given by Eq. (A15). The dielectric constant is defined as
\[ \varepsilon(\omega) = 1 + 4\pi \frac{P(\omega)}{(A/\varepsilon) \exp(i\omega t)}, \]  
(A19)
When in this expression for the dielectric constant, we insert Eqs. (A15) and (A18), we get
\[ \varepsilon(\omega) = 1 + \frac{4\pi N_e e^2/m}{\omega_p^2 - \omega^2 + i(\alpha + \beta\omega^2)\omega}, \]  
(A20)
where
\[ \omega_p = 2\pi\nu_p = \sqrt{4\pi N_e e^2/m} = 5.642 \cdot 10^4 \sqrt{N_e}, \]  
(A21)
is the cyclic plasma frequency.
If we write the complex dielectric constant on the form \( \varepsilon = (n - i \cdot \kappa)^2 \), we get from Eq. (A20) that
\[ \frac{2\pi \omega}{\varepsilon \varepsilon} = \frac{(\alpha + \beta\omega^2)\omega^2}{(\omega_p^2 + \omega^2 - \omega^2)} + \frac{(\alpha + \beta\omega^2)\omega^2}{(\omega_p^2 + \omega^2 - \omega^2)} + \frac{\alpha^2}{\beta^2\omega^4}. \]  
(A22)
where in the last form, we have replaced the damping constant \( \omega_p^2 \) by \( \beta \omega^2 \). We have deduced this form for later use in calculating the attenuation of the photons in a plasma. The value of \( \beta \) can be very large in a hot plasma. We show later that \( \beta \) is on the order of \( (3kT/\hbar\omega_p)\beta_0 \).

**Comment A5.** The form of the dielectric constant in Eq. (A20) above is similar to the form of the dielectric constant given by Becker [120] (see Eqs. (25.5) and (25.9) of that source), except that Becker uses the form \( \gamma = 2e^2\omega^2/(3mc^3) \) instead of \( [\alpha + \beta\omega^2] \approx [\alpha + 2e^2\omega^2/(3mc^3)] \) in the denominator of Eq. (A20). (We draw attention to that Eq. (25.6) of Becker [120] applies to ponderable matter and does not apply to plasmas.) Becker then proceeds to integrate over the Fourier harmonics as if \( \gamma \) was small and a constant \( \gamma = 2e^2\omega^2/(3mc^3), \) (see his Eq. (26.8) of Becker [120]). That is he disregards the solutions that could lead to the plasma redshift and the scattering on the plasma frequency. Panofsky and Phillips do the same in reference [119] (see Eq. (21-26) of that source). We, on the other hand, will integrate over the Fourier harmonics as if the damping factor, the imaginary part, of the denominator of Eq. (A20) could be large and that the damping constant varies with the frequency \( \omega \) as \( \beta\omega^2 = (\alpha + \beta\omega^2) \), because only by using the exact form for the damping of the electrons and the exact integration can we obtain the cross section for the plasma redshift. In the conventional literature on plasmas it is even customary to disregard altogether the imaginary part in Eq. (A20) by assuming that \( \varepsilon = 1 - \omega_p^2/\omega^2 \). Clearly, such approximations can never lead to plasma redshift. We emphasize that the forms of Eqs. (A20) and (A22) above are more accurate than those used in the conventional approximations.

**A4 Time Average of the Poynting Vector**
The Poynting vector is \( \mathbf{S} = c(E \times H)/4\pi = c(E_\gamma)_p (H_z)_p/4\pi \), where the last expression is in the direction of the x-axis, and where the subscript \( p \) means the real value of the indexed quantity. For obtaining the time average \( \bar{S} \) of the Poynting vector at \( x = 0 \) and at \( t = 0 \), we insert the Fourier transforms for \( E_\gamma \) and \( H_z \) for the photon pulse with a decay time \( \tau = 1/\gamma \) and integrate. We get
\[ \bar{S} = \frac{c\gamma}{4\pi} \int_{-\infty}^{\infty} \frac{A(\omega, 0)}{\varepsilon} d\omega \int_{-\infty}^{\infty} \frac{A(\omega', 0)}{\sqrt{\varepsilon}} d\omega' \int_{-\infty}^{\infty} \exp(i(\omega + \omega')t) dt. \]  
(A23)
The last integral is the Dirac delta-function, \(2\pi\delta(\omega + \omega')\). We can then set \(\omega' = -\omega\), and the corresponding function of \(-\omega\) equal to the complex conjugate function of \(\omega\). We add the complex conjugate of the average Poynting vector and divide by 2, and get\(^1\)

\[
\bar{S} = \frac{c\gamma}{4} \int_{-\infty}^{\infty} \left[ \frac{1}{\sqrt{\bar{\varepsilon}\varepsilon}} + \frac{1}{\sqrt{\bar{\varepsilon}\varepsilon}} \right] A(\omega, 0) \bar{A}(\omega, 0) \, d\omega. \tag{A24}
\]

The bar over the quantity means the complex conjugate. We have also that

\[
\frac{1}{\sqrt{\bar{\varepsilon}\varepsilon}} + \frac{1}{\sqrt{\bar{\varepsilon}\varepsilon}} = \frac{2n}{\bar{\varepsilon}\varepsilon}; \tag{A25}
\]

and when we for the Fourier transforms insert expressions from Eqs. (A9) and (A10), we get

\[
\bar{S} = \frac{c\gamma}{4} \int_{-\infty}^{\infty} \frac{2n E_y^2(x = 0, t = 0, \varepsilon = 1)}{\bar{\varepsilon}\varepsilon 4\pi^2} \left( \frac{\gamma^2}{4} + (\omega - \omega_0)^2 \right) \left[ \exp(-2\kappa x/c) \right] d\omega. \tag{A26}
\]

where \(E_y\) is the amplitude of the electrical field at \(x = 0, t = 0, \varepsilon = 1\); and \(\omega_0 = 2\pi\nu_0\) is the center frequency of the photon in vacuum\(^2\). If we in the above deduction include the variation with \(x\), we get

\[
\bar{S} = \frac{c\gamma}{4} \int_{-\infty}^{\infty} \frac{2n E_y^2(x = 0, t = 0, \varepsilon = 1)}{\bar{\varepsilon}\varepsilon 4\pi^2} \left( \frac{\gamma^2}{4} + (\omega - \omega_0)^2 \right) \left[ \exp(-2\kappa x/c) \right] \left[ \exp(-2\kappa x/c) \right] d\omega. \tag{A27}
\]

We will normalize the Poynting vector \(\bar{S}\) at \(x = 0\) to the average energy flux of one photon, \(\bar{h}\omega_0 = \hbar\nu_0\), per second and per cm\(^2\) in vacuum, where \(\hbar\) is the Planck constant; that is, we set

\[
\frac{cE_y^2(x = 0, t = 0, \varepsilon = 1)}{8\pi^2} \gamma = \hbar\omega_0 \frac{\gamma}{2\pi}. \tag{A28}
\]

We get then that in dielectric medium, the Poynting vector corresponding to a flux of one photon per second and per cm\(^2\) at the distance \(x\) from the source is

\[
\bar{S} = \hbar\omega_0 \frac{\gamma}{2\pi} \int_{-\infty}^{\infty} \frac{n}{\bar{\varepsilon}\varepsilon} \left[ \exp(-2\kappa x/c) \right] \left[ \exp(-2\kappa x/c) \right] d\omega, \tag{A29}
\]

where \(\omega_0\) is the center frequency of the photon in vacuum.

### A5 Photon’s Energy Loss in a Plasma

We will consider an electronic plasma, where the magnetic permeability is equal to one. When we differentiate with respect to \(x\) the average Poynting vector \(\bar{S}\) as given by Eq. (A29), we get the decrease in photon energy flux per cm,

\[
\frac{d\bar{S}}{dx} = \frac{d\bar{\omega}_0}{dx} = -\bar{\omega}_0 \frac{\gamma}{2\pi c} \int_{-\infty}^{\infty} \frac{2\kappa n \varepsilon}{\bar{\varepsilon}\varepsilon} \left[ \exp(-2\kappa x/c) \right] \left[ \exp(-2\kappa x/c) \right] d\omega. \tag{A30}
\]

When we then insert Eq. (A22) into Eq. (A30) and set \(x = 0\), we get

\(^1\)It is easily verified that the Poynting vector is also equal to the product of energy density and the light velocity in the medium.

\(^2\)It can be shown that the form of these equations in the mks (rationalized) system of units is identical to their form in cgs system.
\[ \frac{d\hbar\omega_0}{dx} = \frac{\hbar\omega_0\gamma}{2\pi c} \int_{-\infty}^{\infty} \frac{\omega_p^2 \omega_0^4}{(\omega_p^2 + \omega_0^2 - \omega^2)^2 + \beta^2 \omega^6} \left\{ \frac{\gamma^2/4 + (\omega - \omega_0)^2}{(\omega - \omega_0)^2} \right\} \omega \, d\omega, \quad (A31) \]

which gives the photon’s energy loss per cm at \( x = 0 \) due to the “frictional” forces resisting the forward movement of the photon.

The expressions in the denominator have eight complex roots. The four roots in the upper plane are:

\[\omega = \begin{cases} 
a = +\sqrt{\omega_0^2 - \frac{(\alpha + \beta \omega_0^2)^2}{4}} + \frac{i(\alpha + \beta \omega_0^2)}{2} 
b = -\sqrt{\omega_0^2 - \frac{(\alpha + \beta \omega_0^2)^2}{4}} + \frac{i(\alpha + \beta \omega_0^2)}{2} 
c = +i\left( \frac{1}{\beta} + \alpha + \beta \omega_0^2 \right) 
d = +\omega_0 + i\frac{\gamma}{2} \end{cases} \quad \text{(A32)}\]

For integrating Eq. (A31), we use complex integration. We select a path along the x-axis from \(-\infty\) to \(\infty\) and then along a semicircle in the upper half-plane from \(+\infty\) to \(-\infty\). The integral along the semicircle is equal to zero. The integral along the x-axis is therefore equal to \(2\pi i\) times the sum of the residues in the poles in the upper half-plane. Of the four poles in the upper half-plane, one pole, corresponding to the root \(d\) in Eq. (A32), is due to the roots of the expression inside the braces in the denominator of Eq. (A31), while the remaining three poles are due to the roots of the expression inside the brackets in the denominator. It is of interest to keep these contributions separate, because the different roots correspond to distinct interactions.

The root \(d\) would exist even when the dielectric constant is equal to one. This root corresponds to the conventional Compton scattering, which is due to interactions of the photon with individual electrons. This Compton scattering is due to high frequency Fourier components around the center frequency \(\omega_0\) of the photon for which the dielectric shielding is usually unimportant.

The three remaining roots in the upper plane are of different character. They are due to the expression in the first pair of brackets, and to the dielectric constant not being equal to one. Conventional calculations usually disregard these roots. They correspond to collective interactions of the photon field with several plasma electrons. As the photon with its associated virtual photon field penetrates and disturbs the plasma, it leaves behind a wake of collective oscillations, which carry away the energy given up by the photon to the plasma. Two of the three roots, the roots \(a\) and \(b\) in Eq. (A32), correspond to Stokes scattering or Raman scattering or resonance scattering, where the frequency, \(\omega_{qp} = \sqrt{\omega_q^2 + \omega_p^2}\), is the frequency that causes the Stokes scattering. As can be seen, the absorption frequency \(\omega_{qp}\) differs slightly from the eigenfrequency \(\omega_q\). (In ionized matter the absorption frequency has a slightly different form.)

The imaginary root \(c\) in Eq. (A32) is of a different nature. This root, which is important only in a hot sparse plasma, has not been considered before. It corresponds to energy loss in what we will call “plasma redshift” of the photon as it penetrates a hot electron plasma. In a hot sparse plasma, the collision damping, \(\alpha\) in Eq. (A31), is very important. When \(\omega_q = 0\), we can equate the collision field with the Fourier harmonics of the fast moving electrons. As shown in section 3 of the main paper, the quantum mechanical damping term \(\beta \omega^2\) in the plasma oscillations then replaces the classical damping term \((\alpha + \beta_0 \omega^2)\), where \(\beta_0 \omega^2\) is the classical radiation damping.

In this article, the focus is on the plasma redshift, because the Stokes scattering and the Compton (Thomson) scattering are well known and have been estimated accurately by others, for example, by Heitler [1]. We can then in the following simplify the Stokes scattering term and set \(\omega_q = 0\).

When evaluating the integral of Eq. (A31), we will assume that the following six conditions are fulfilled:

\[\begin{align*}
1) \quad & \omega_q = 0; \quad 2) \quad \alpha = 0; \quad 3) \quad \beta \gg \beta_0 = 6.266 \cdot 10^{-24}; \quad 4) \quad \beta \omega_p \ll 1; \\
5) \quad & \omega_0 \gg \omega_p; \quad \text{and} \quad 6) \quad \gamma \ll \omega_0.
\end{align*}\]
As we will see, these conditions are usually fulfilled for the plasmas of main interest in this article. The four roots in the upper plane of the denominator are then:

\[
\omega = \begin{cases} 
    a = +\omega_p + i\frac{\beta\omega_p^2}{2} \\
    b = -\omega_p + i\frac{\beta\omega_p^2}{2} \\
    c = + i \left(\frac{1}{\beta} + \beta\omega_p^2\right) \\
    d = +\omega_0 + i\frac{\gamma}{2}
\end{cases}
\]

(A33)

The roots “a” and “b” are very close to the real axis, while the root “c” is purely imaginary. In hot, sparse plasmas \( \beta \) is small, although it is very large compared with \( \beta_0 \).

The results of the integration on the right side of Eq. (A31) is then

\[
\frac{d\omega_0}{dx} = -2\pi\frac{\hbar\omega_0}{2\pi c} \left[ \text{Res} (a) + \text{Res} (b) + \text{Res} (c) + \text{Res} (d) \right] \\
= -\frac{\hbar\omega_0\gamma\omega_p^2}{\omega_0^2} \left[ \frac{1}{4} + \frac{1}{4} + \frac{1}{2} \left( 1 - 1/ (\beta_0\omega_0)^2 \right) + \frac{\beta_0\omega_0^2}{\gamma \left( 1 + (\beta_0\omega_0)^2 \right)} \right].
\]

(A34)

We use the notation \( \gamma \) for the actual quantum mechanical width of the incident photon, while the classical photon width is given by

\[
\gamma_0 = \beta_0\omega_0^2 = \left( \frac{2}{3} \frac{e^2}{mc^3} \right) \omega_0^2 = 6.266 \cdot 10^{-24} \omega_0^2.
\]

Eq. (A34) can then be written on the form

\[
\frac{d\omega_0}{dx} = -\hbar\omega_0 6.65 \cdot 10^{-25} N_e \left[ \gamma_0 \frac{\gamma}{2\gamma_0} \left( 1 - 1/ (\beta_0\omega_0)^2 \right) + \frac{1}{1 + (\beta_0\omega_0)^2} \right].
\]

(A35)

The first term inside the brackets corresponds to Stokes scattering (or Raman scattering). It corresponds to the collective scattering on the plasma frequency. In the quantum mechanical treatment of highly excited plasma, some of the oscillator strengths are negative while others are positive. The incident photon can then absorb and emit a plasma frequency photon, and thereby increase or decrease its energy to \( \hbar (\omega_0 + \omega_p) \) or \( \hbar (\omega_0 - \omega_p) \). In thermodynamic equilibrium, the two processes will average out. There will be an equal number of positive and negative oscillator strengths. However, when one is observing very distant supernovae, the narrow beam geometry may scatter some of the photons enough to remove them from the observed intensity.

The second term inside the brackets of Eq. (A35) corresponds to the plasma redshift. This interaction has not been discovered before. Usually, the collision damping \( \alpha \) has been disregarded and the damping \( \beta\omega^2 \) equated with \( \beta_0\omega^2 \). This term was then insignificant as \( \beta_0\omega_0 \ll 1 \). However, in section 3 of the main paper, we show that in a hot sparse plasma the damping in the plasma oscillations is \( \beta\omega^2 \), which then replaces the classical damping term \( (\alpha + \beta_0\omega^2) \), where \( \beta_0\omega^2 \) is the classical radiation damping. We may then have that \( \beta\omega_0 > 1 \), provided the plasma is very hot and sparse. The required conditions for experimental determination have not been present in the laboratory experiments. There are thus good reasons why this interaction has not been theoretically nor experimentally discovered previously. The energy loss in the plasma-redshift scattering is all absorbed in the plasma. It is about 50\% of the total Thomson (Compton) scattering. For \( \beta\omega_0 < 1 \), the plasma-redshift term can be slightly negative, but the corresponding blue shift is usually insignificant. This miniscule blue shift occurs mostly in relatively cold and dense plasmas. However, in hot, sparse plasmas, the value of \( \beta \) can be very large and \( \beta\omega_0 > 1 \). The second term inside the brackets is then important for explaining many astrophysical phenomena. In section 3 of the main
paper, we use quantum-mechanical treatment to estimate $\beta$. We can then see how $\beta$ varies with the temperature and the density of the plasma and the condition for $\beta\omega_0 > 1$. In section 4 of the main article, we show how the magnetic field affects $\beta$.

Most of the plasma-redshifted photons are not scattered out of the path in the narrow beam geometry, because the individual energy losses are so small. The angular scattering of the photons is therefore so small in intergalactic space (smaller than the angular scattering on the plasma frequency) that it does not affect the observed intensity of the distant stars and supernovae.

The fourth term, the Compton scattering term, is calculated assuming that $\beta \approx \beta_0$ for incident photons with relatively high frequencies $\omega_0 = 2\pi\nu_0$. That is, we assumed that in accordance with the conventional Compton (Thomson) scattering the photons interact with individual electrons, and not coherently with several electrons in the plasma. If the incident photon’s frequency is very low, the plasma electrons may act collectively in the field of the incident photons (confer Rayleigh scattering on atoms). Compton scattering is then affected.

The recoil energy in the Compton scattering, which is absorbed in the plasma, is for $h\omega_0 \ll mc^2$ only an insignificant fraction of the incident photon energy. However, the scattered photons are usually removed from the narrow beam observation of a star. The Compton scattering causes then dimming of the distant stars and galaxies, as shown in sections 5.8 and 5.9.

Appendix B

B1 Conversion of Magnetic Field Energy to Heat in a Plasma

The diamagnetic moments in closed shells of atoms are small. But at high temperatures the atoms are ionized and form a plasma. The electrons and the ions in a magnetic plasma encircle the magnetic field lines and produce thereby large diamagnetic moments with direction opposite the magnetic field. These large diamagnetic moments in the plasma often cause the $B$-field to be significantly smaller than the $H$-field. For simplifying the analysis, it is usually assumed in the following that the cyclotron frequency is much larger than the plasma frequency.

An increasing magnetic field induces rotational electrical field, which accelerates the electrons and the ions as they encircle the field lines; that is, the increasing field increases the velocities of the electrons and ions, and therefore the plasma temperature. From Maxwell’s theory, we have, using gaussian (cgs) system of units, that

$$\nabla \times \mathbf{E} = \frac{1}{c} \frac{\partial \mathbf{B}}{\partial t} = -\frac{\mu}{c} \frac{\partial \mathbf{H}}{\partial t} - \frac{\mathbf{H}}{c} \frac{\partial \mu}{\partial t},$$  \hspace{1cm} (B1)

where $\nabla \times \mathbf{E}$ is the rotational electrical field created by the change in the magnetic induction $\mathbf{B} = \mu \mathbf{H}$ with time $t$. In the plasma $\mu$ is less than 1, and when $\mathbf{H}$ increases $\mu$ could decrease or increase; but let us assume for a moment that $\mu$ is constant. Then when $\mathbf{H}$ increases, the $B$-field increases proportional to the $H$-field, and the rotational electrical field transfers energy to the encircling charged particles producing diamagnetic moments.

If the $H$-field is constant while we transfer heat to the plasma, the $B$-field will decrease; and if the plasma emits heat while the $H$-field is constant, the $B$-field will increase and approach the $H$-field. If $\mu$ is constant, the work performed on a particle with charge $e$ encircling the field lines is for one revolution

$$\oint e \mathbf{E} \cdot d\mathbf{r} = e \oint (\nabla \times \mathbf{E})_n \, df = \frac{e}{c} \frac{\delta \mathbf{B}}{\delta t} \pi r_\perp^2 = \frac{e \mu \delta \mathbf{H}}{c} \pi r_\perp^2,$$  \hspace{1cm} (B2)

provided the rate of change in the field is so slow that it can be considered constant during one revolution of the particle. The radius in the cyclotron movement at right angle to $\mathbf{B}$ is $r_\perp = v_\perp / \omega = v_\perp / (2\pi\nu)$, where $v_\perp$ is the velocity of the particle perpendicular to the $B$-field. When $\partial \mathbf{B}/\partial t$ and $\partial \mathbf{H}/\partial t$ are positive, the work is positive and the particle’s energy increases.

However, $\mu$ is usually not a constant in a plasma. For example, when the heating by the plasma redshift increases the temperature and the kinetic energy of the charged particles in the plasma, the
diamagnetic moment may increase from \( M \) to \( M + \Delta M \). For constant \( H \)-field the induction may then decrease from \( B = H - 4\pi M \) to \( B - \Delta B = H - 4\pi (M + \Delta M) \).

The mutual inductance between the diamagnetic moments and the currents that create the \( H \)-field may sometimes be small. The plasma redshift results in a hot bubble surrounded by colder plasma. When the plasma redshift increases, the temperature in the hot bubble increases, and the \( B \)-field in the hot bubble decreases. However, that decrease in the \( B \)-field results often in a corresponding increase in the \( B \)-field in the colder surroundings, the walls of the hot bubble. The coupling between the initial diamagnetic moment in the hot bubble and the more distant currents creating the \( H \)-field is then reduced significantly.

Let us for a moment assume that these distant currents are constant and therefore the \( H \)-field is constant; and let us see if we can quantify some of these changes. When we multiply Eq. (B2) by \( \frac{3}{2} \) of the total kinetic energy density.

\[
\sum \frac{3mv^2}{r^2},
\]

where for \( e \) positive the number of turns is positive when the rotation vector is opposite to the direction of the \( B \)-field. The force from a magnetic induction field on the moving particle with charge \( e \) and velocity \( v \) is \( F = e (v/c) \times B \), which leads to \( \vec{\omega} = -eB/mc \), as shown in Eq. (B4).

The work \( \partial A \) in Eq. (B3), which is transferred to the particle, increases its kinetic energy as the \( B \)-field decreases due to the plasma-redshift heating. The increase is proportional to the rate of change in the field \( B \). The kinetic energy also increases with the diamagnetic moments. In a fully ionized plasma, the radius \( r_\perp \) in a particle’s orbit around the field-lines is not a constant during the increase or decrease in \( B \). We can also show that the particles usually make a great many turns before being affected significantly by collisions in sparse plasmas of our main interest.

Our present interest is to focus on the particle’s interactions with large magnetic fields. We can equate the centripetal force with the centrifugal force and get

\[
\frac{ev_\perp B}{c} = \frac{mv^2}{r_\perp} \quad \rightarrow \quad |v_\perp| = \frac{mv_\perp c}{eB} = \frac{mr_\perp \omega c}{eB} \quad \rightarrow \quad \vec{\omega} = -\frac{eB}{mc}. \quad (B4)
\]

The last expression is obtained by keeping track of the directions of the different vector quantities.

From Eqs. (B3) and (B4), we get

\[
\partial A = mv_\perp dv_\perp = -\frac{eB}{c} \nu \pi r_\perp^2 = -\frac{eB}{c} \nu \pi \frac{m^2 v^2 c^2}{e^2 B^2}, \quad \text{or} \quad 2\frac{dv_\perp}{v_\perp} = -\frac{dB}{B}. \quad (B5)
\]

which when integrated gives

\[
v_2^2 B_2 = v_1^2 B_1, \quad (B6)
\]

where \( B_1 \) and \( v_1 \) are the lower and \( B_2 \) and \( v_2 \) are upper integration limits for the field \( B \) and for the particle’s velocity \( v_\perp \) perpendicular to the induction field \( B \).

We can simplify the analysis by assuming that the field \( H \) and the number density of particles are constant. We multiply Eq. (B6) by \( 3m/2 \) and by \( H/(8\pi) \), and sum the different particles. We get

\[
\frac{HB_2}{8\pi} \sum \frac{3mv_2^2}{2} = \frac{HB_1}{8\pi} \sum \frac{3mv_1^2}{2}, \quad \text{or}
\]

\[
\frac{\sum (3mv_2^2 - 3mv_1^2)}{2HB_1 - HB_2} = \frac{\sum 3mv_1^2}{2}. \quad (B7)
\]

When we apply this equation to the reversing layers of the Sun, we find that the initial energy density \( H B_1/(8\pi) \) of the magnetic field is usually much larger than the charged particles’ kinetic energy density \( \sum 3mv^2/2 \). (\( mv_1^2 \) is the kinetic energy density perpendicular to the field, which is \( 2/3 \) of the total kinetic energy density). At an optical density of \( \tau_{500} = 1 \) at 500 nm in the solar
photosphere, the electron density is about \( N_e = 6.4 \times 10^{13} \text{ cm}^{-3} \) and the temperature about \( T = 6420 \text{ K} \). The kinetic energy density in charged particles’ movements is then about \( \sum 3mv^2_i/2 \approx 3NkT/2 \approx 85 \text{ erg cm}^{-3} \). In and above the photosphere the field is sometimes about 1000 gauss and the energy density in the field is then about 40,000 erg cm\(^{-3}\). Higher, at an optical density of \( \tau_{500} = 2.64 \times 10^{-7} \), the electron density is about \( N_e = 2.4 \times 10^{10} \text{ cm}^{-3} \) and temperature about \( T = 21,000 \text{ K} \). The kinetic energy density is then about \( \sum 3mv^2_i/2 \approx 0.104 \text{ erg cm}^{-3} \). We have for large fields that \( B \approx H \). When we then introduce heat \( \Delta Q \) from the plasma redshift contributes to the heating. When the magnetic field’s fluctuations reduce the field, only a small fraction of the field energy transforms into kinetic energy or heat due to the small ratio on the right side of Eq. (B7). The field would then bounce back to nearly its initial value. In solar atmosphere plasma redshift creates hot plasma “bubbles”, which lead to increased plasma redshift and reduced cooling, which therefore leads to high temperatures in the “bubble”. This increase in temperature increases the ratio on the right side of Eq. (B7) and facilitates thereby transformation of the magnetic field energy to heat. As the plasma temperature increases, the rate of transformation increases exponentially, and may lead to explosive phenomena such as large flares in the Sun.

If the decrease in the magnetic field energy is to equal the increase in kinetic energy or heat, the left side of Eq. (B7) must be close to 1. When by some means heat energy \( \Delta Q \) is transferred to the plasma, the temperature will increase and a larger fraction of the magnetic energy is transformed into heat. When during the field fluctuations the field energy decreases, less of the field energy will then bounce back. We can write \( \Delta Q = T \Delta S \), where \( \Delta S \) is the entropy density of the plasma and field. We will assume that initially the field energy density is high relative to the kinetic energy density. When we then introduce heat \( \Delta Q \) the particles entropy will increase and the field energy decrease. But as we approach equilibrium, \( HB_2/(8\pi) = \sum 3mv^2_i/2 \), the entropy reaches its maximum and the transformation ceases. In a similar way, if the kinetic energy is initially greater than the field energy, small fluctuations induce the system either to increase the field energy or to reduce the kinetic energy of the system.

The aggregate of a plasma and a magnetic field, thus, requires for an equilibrium that the magnetic field energy about equals the kinetic energy component perpendicular to the field, provided that chemical potentials are in balance; that is, when these chemical potentials neither release or absorb heat.

The Fourier harmonics of the fields produced by moving and accelerating particles in a cavity of matter create a spectral energy density given by \( u_\omega = (E^2_\omega + H^2_\omega)/(8\pi) \), where \( E_\omega \) and \( H_\omega \) are the electrical and magnetic field components with frequency \( \omega \). The integrated electromagnetic energy density is \( u = \int_0^\infty u_\omega d\omega \). This energy density is created mainly by the accelerated charges and dipoles. This electromagnetic field is the source of the blackbody radiation from blackbody cavity. In plasmas, we may have magnetic fields with energy densities that far exceed the energy densities of the particles’ thermal motions.

The electrical field interacts more easily with the charged particles and the atoms through excitations and ionizations. Therefore, when a plasma with the fields moves up through the photosphere from a position deep under the solar photosphere, the electrical field can quickly interact and adjust to the decrease in temperature, while the magnetic field, as shown by Eq. (B7), has difficulty transferring its energy to the particles when the plasma cools abruptly in the photosphere. In the reversing layers of the Sun, we can therefore for a while have large magnetic fields, but rather normal electrical fields. The electrical and magnetic fields are coupled; and the fields become equal, as we approach the equilibrium over huge dimensions of black body cavity. The total pressure \( p \) of the electromagnetic energy is equal to \( u/3 \), where \( u \) is the total electromagnetic energy density. In a quasi equilibrium, we must have that the electromagnetic pressure is about equal to the pressure in
the plasma. We get then that \( p = NkT = u/3 \), where \( N \) is the total number density of particles and \( k \) is Boltzmann constant. The kinetic energy density is then \( (3/2) NkT = u/2 \); that is, we have *equipartition between the kinetic energy, the electrical field energy, and the magnetic field energy*. This equipartition is principally valid as an average over the huge dimensions of a black body cavity, and not necessarily over smaller dimensions where the plasma may not be in equilibrium with the fields.

Like the paramagnetic moments and the ferromagnetic moments, the diamagnetic moments are coupled. This coupling seeks to direct all the diamagnetic moments in the same direction. When the diamagnetic moments are small as they are in atoms, the thermal motion usually dominates the coupling and the direction of the magnetic moments is not aligned. However, when the diamagnetic moment \( M \) is large, the energy \( MH/2 \) in some external field, \( H \), may become larger than the kinetic energy fluctuations. Just outside the periphery of the domain containing the diamagnetic moments the induction field \( B \) becomes stronger. The magnetic moments, both perpendicular and parallel to the field lines, can then align and gradually build up huge domains. While the diamagnetic moments align along the field lines, they will reduce the \( B \)-field within the domain and thereby reduce the field energy within the domain.

While these equations are deduced assuming a hot, sparse plasma, they are to some extent valid for diamagnetic moments of hot material with temperatures in excess of any paramagnetic and ferromagnetic Curie point, such as that of the hot interior of the Earth. This possibly explains why the Earth has a magnetic field with large secular variation and even reversals of direction (see Brynjolfsson [126]) like the magnetic fields in the Sun. The Moon and the planet Mars, which most likely have a relatively cold interior, have very small magnetic fields.

### B2 Repulsion of Diamagnetic Moments

Sometimes, we also must consider that diamagnetic moments are pushed away in a direction of a decreasing field. For example, the diamagnetic moments of protons and electrons are pushed away from the Sun, because of the outward decreasing magnetic field. When we divide Eq. (B3) by \( \partial R/\partial t \), the velocity along the field lines, we get the outward force, \( F \), on the magnetic moment, which is

\[
F = \frac{\partial A}{\partial R} = -\frac{\partial B}{\partial R} \frac{e\nu\pi r^3}{c} = -\frac{\partial B}{\partial R} M = -\frac{\partial B}{B\partial R} \frac{mv^2}{2}. \tag{B8}
\]

We have made use of that the diamagnetic moment is given by

\[
M = \frac{ev\pi r^3}{c} = \frac{ev\pi v^3}{c^2} = \frac{ev^3}{2c^2} = \frac{mv^2}{2B}.
\]

Close to a point \( P \) we use Eq. (B6) and set \( v^2 = v^2_P (B_P/B) \), where \( B_P \) is the value of the \( B \)-field and \( v_p \) the value of the particle velocity at right angle to the field at the point \( P \). From Eq. (B8) we get then that the outward force at \( P \) is

\[
F_P = \frac{\partial (1/B)}{\partial R} \frac{1}{2} mv^2_P B_P. \tag{B9}
\]

If the field at \( P \) decreases outward as \( B = B_P (R_P/R)^n \), we get

\[
F_P = \frac{n mv^2_P}{2 R_P}, \tag{B10}
\]

We see from this equation that the force pushing the diamagnetic dipole outwards from the Sun is independent of the magnetic field strength at \( P \) (because when the field decreases the diamagnetic moment increases); however, the force depends on \( n \); that is, the force depends on how fast the field decreases with \( R \). When \( n (mv^2_P/2) \) of the particle exceeds the numerical value of its gravitational potential, the particle will be pushed away from the Sun. This uses energy and the magnetic field will decrease until it becomes amorphous.
In thermal equilibrium the velocity distribution is often isotropic, and the average kinetic energy component $mv_p^2/2$ in each direction is $1/3$ of the average of the total kinetic energy of the particles. However, as the protons accelerate outwards in sparse plasma of the outer corona, the scattering cross section may not be large enough to make the velocity distribution isotropic. The velocity perpendicular to the field may be nearly constant as the velocity along the field lines increases. The average value of $mv_p^2$ perpendicular to the field at the point $P$ may then be much smaller than $2/3$ of the average total kinetic energy.

As a rough guide, we can use Rutherford's formula for the angular scattering cross section $\sigma(\theta)$ for elastic scattering in the center of mass system, which is valid in the classical limit for proton temperatures well below $2.8 \times 10^8$ K. We have then that

$$\frac{d\sigma(\theta)}{d\Omega} = \frac{Z_1^2 Z_2^2 e^4}{4m^2v^4\sin^4\frac{\theta}{2}},$$

(B11)

where $d\Omega = 2\pi \sin \theta \, d\theta$ and $\theta$ the scattering angle; the mass $m = m_1 m_2/(m_1 + m_2)$ is the reduced mass of two particles with masses $m_1$ and $m_2$ and charges $Z_1 e$ and $Z_2 e$, respectively; and $v$ is their relative velocity. This equation shows that the scattering is larger for multiply charged ions. Eq. (B11) serves only to indicate the trend. In the laboratory system the total cross section is the same, but variation with $\theta$ is slightly different, and good estimates require also that we take into account the shielding effects. In a plasma with $5$ to $10\%$ He$^{++}$-ions and $95$ to $90\%$ H$^+$-ions, the velocities of the helium ions will become isotropic before the proton ions. The average of the outward accelerating force on the helium ion can then be greater than that on the proton. The average velocity of helium ions can even become equal to or slightly greater than that of the protons.

Appendix C

C1 Emission and Absorption of CMB and X Rays from a Hot Intergalactic Plasma

C1.1 The basic equations for emission and absorption

We define, see section 3 in Spitzer [127], the photon's energy flux, or the specific intensity $I_\nu(\vec{n}, \vec{r}, t)$ so that $I_\nu \, d\nu \, d\Omega \, dA \, dt$ is the energy of those photons, which during a time interval $dt$ pass through the area $dA$, whose frequency lies within the interval $d\nu$ about $\nu$, and whose direction is within the solid angle $d\Omega$ about the photon's direction $\vec{n}$; the area $dA$ is located at the position $\vec{r}$ and is perpendicular to the photon's direction $\vec{n}$.

Similarly, we define the emission coefficient $j_\nu(\vec{n}, \vec{r}, t)$ so that $j_\nu \, d\nu \, d\Omega \, dV \, dt$ is the energy emitted by the volume $dV = ds \, dA \, d\vec{n}$ in the intervals $d\nu$, $d\Omega$, and $dt$, whereas $\kappa_\nu \, I_\nu \, d\nu \, d\Omega \, dV \, dt$ is the corresponding energy absorbed from a beam of specific intensity $I_\nu$.

The average electron density in the intergalactic plasma is $N_e = 1.95 \cdot 10^{-4} \cdot (H_0/60)$, where $H_0$ is the Hubble constant. The plasma frequency is then $\nu_p \approx 8.979 \sqrt{N_e} \approx 125.4$ Hz. It is far below the CMB frequencies, which are in the range of $10^9$ to $10^{12}$ Hz. Usually, we can assume therefore that the dielectric constant is equal to one.

If the photons travel in straight lines, the change in $I_\nu$ along a distance $ds$ is given by (see section 3 by Spitzer [127]),

$$\frac{dI_\nu}{ds} = -\kappa_\nu I_\nu + j_\nu \text{ erg cm}^{-3} \text{s}^{-1} \text{sr}^{-1} \text{Hz}^{-1},$$

(C1)

where $\kappa_\nu$ is the absorption coefficient and $I_\nu$, the photon’s energy flux.

In thermodynamic equilibrium, the emission density, $j_\nu$, equals the absorption of $I_\nu$ per cubic cm. We have then that $dI_\nu/ds = 0$ and $I_\nu = \text{constant}$ in Eq. (C1). Assuming Kirchhoff’s law, we have then in extended uniform plasma in thermodynamic equilibrium that (see Spitzer [127] and Rybicki and Lightmann [128]),

$$\frac{j_\nu}{\kappa_\nu} = I_\nu = B_\nu(T) = \frac{2h\nu^3}{e^2} \frac{1}{e^{h\nu/kT} - 1} \text{ erg cm}^{-2} \text{s}^{-1} \text{sr}^{-1} \text{Hz}^{-1},$$

(C2)
where \( B_\nu(T) \) is the Planck’s function, \( h \) is Planck’s constant, \( c \) the velocity of light, \( k \) the Boltzmann constant, and \( T \) in K units is the temperature of the blackbody radiation in the plasma.

### C1.2 Blackbody emission

A cavity in a solid block heated to a temperature \( T \) emits the well-known blackbody spectrum, \( B_\nu(T) \). The electrons in the plasma emit a background radiation, \( j_\nu \) erg \( s^{-1} \) cm\(^{-3} \) sr\(^{-1} \) Hz\(^{-1} \), when they interact with the other charged particles, mainly the protons. This emission accumulates over the absorption distance \( R_\nu = \kappa_\nu^{-1} \) cm for each frequency in the frequency interval between \( \nu \) and \((\nu+\nu')\). When Eq. (C2) is integrated over all frequencies and over the absorption distance for each frequency in a uniform plasma in a steady state universe, we get the conventional expression,

\[
\int \frac{j_\nu}{\kappa_\nu} \, d\nu = \int R_\nu \, j_\nu \, d\nu = \int I_\nu \, d\nu = \int B_\nu \, d\nu = \int \frac{2h\nu^3}{c^2} \frac{d\nu}{e^{h\nu/kT} - 1} = \frac{\sigma T^4}{4\pi} \text{ erg cm}^{-2} \text{s}^{-1} \text{sr}^{-1}, \quad (C3)
\]

where \( \sigma = 5.67 \cdot 10^{-5} \) erg cm\(^{-2} \) K\(^{-4} \) is the Stefan-Boltzmann constant for emission to one side of a plane surface, corresponding to \( \Omega = \pi \). The integrand in this equation has the same form as the blackbody spectrum. The conventional absorption distance for each frequency is \( R_\nu = \kappa_\nu^{-1} \). We may multiply Eq. (C3) by \( 4\pi/c \) to get the energy density of the photon field. We get

\[
\frac{4\pi}{c} \int_0^\infty \frac{B_\nu \, d\nu}{c^3} = \int_0^\infty \frac{8\pi h\nu^3}{c^3} \frac{d\nu}{e^{h\nu/kT} - 1} = \frac{4\sigma T^4}{c} = a T^4 \text{ erg cm}^{-3},
\]

where \( a = 4\sigma/c = 7.566 \cdot 10^{-15} \) erg cm\(^{-3} \)K\(^{-4} \).

**Caution**

We usually should not equate the blackbody temperature, \( T \), with the particle temperature, \( T_e \), in the plasma. These two temperatures are defined differently. The blackbody temperature, \( T \), depends on the average electromagnetic energy per volume unit in the blackbody cavity, or in the plasma. The particle temperature, \( T_e \), in the plasma is defined through the average kinetic energy of the particle, usually the electron. The field energy of a particle (except the very low frequency Fourier harmonics) reaches usually only a very short distance; see Eqs. (D7) and (D8). The blackbody temperature in the plasma depends, therefore, not only on \( T_e \), but also on the density \( N_e \). We will come back to this question in subsection C1.7. Unfortunately, the blackbody temperature, \( T \), is often, incorrectly, surmised to be equal to the particle temperature, \( T_e \), which has created some confusion.

### C1.3 Free-free emission and absorption in a plasma

The free-free emission, \( j_\nu \), is obtained from the acceleration of mainly the electrons in the field of the nuclei. It is given by (see for example Spitzer [127] and Rybicki and Lightman [128])

\[
j_\nu' = \frac{8}{3} \left( \frac{2\pi}{3} \right)^{1/2} \frac{Z^2 e^6 \langle g_{ff} \rangle N_e N_r}{m_e^{1/2} c^3 (kT_e)^{1/2}} e^{-h\nu/kT_e} \text{ erg cm}^{-3} \text{s}^{-1} \text{sr}^{-1} \text{Hz}^{-1}, \quad (C4)
\]

where \( T_e \) is the particle temperature defined by \((3/2)kT_e = (1/2)m_e c^2\), and \( \langle g_{ff} \rangle \) is the Gaunt factor averaged over the velocities. For \( h\nu \ll kT_e \), the value of \( \langle g_{ff} \rangle \) and therefore the intensity increases slightly (see Eq. (C10))) with decreasing frequency. But as \( h\nu \) approaches and exceeds \( kT_e \), the free-free emission in Eq. (C4) falls off exponentially.

Other processes contribute to the emission, especially in the sparse plasmas of intergalactic space. In some of these other processes, the emissions and absorption are proportional to the electron density, \( N_e \), while free-free emission given by Eq. (C4) is proportional to \( N_r^2 \). Relative to the processes that are proportional to \( N_r^2 \), such as the free-free emission and absorption, the processes that are proportional to \( N_e \) increase in importance, some times by a factor of \( 10^{18} \), as the
particle densities decrease from about $10^{14}$ cm$^{-3}$ in a laboratory plasmas to about $10^{-4}$ cm$^{-3}$ in intergalactic plasmas.

Eq. (C4) is equivalent to

$$j'_\nu = 5.444 \cdot 10^{-39} \frac{Z_i^2 \langle g_{ff} \rangle N_e N_i}{T_e^{1/2}} \, e^{-h\nu/kT_e} \, \text{erg cm}^{-3} \, \text{s}^{-1} \, \text{sr}^{-1} \, \text{Hz}^{-1}. \quad (C5)$$

For comparison with experiments, we often use different units. Eq. (C5) is equivalent to

$$j'_\nu = 8.217 \cdot 10^{-13} \frac{Z_i^2 \langle g_{ff} \rangle N_e N_i}{T_e^{1/2}} \, e^{-h\nu/kT_e} \, \text{keV cm}^{-3} \, \text{s}^{-1} \, \text{sr}^{-1} \, \text{keV}^{-1}. \quad (C6)$$

For each frequency, we may multiply this by the absorption length $R_\nu = (\kappa_\nu)^{-1}$, where $(\kappa_\nu)$ is the total absorption coefficient, including that from plasma redshift, and photoelectric absorptions and excitations. We get then that the intensity spectrum is

$$I_\nu = R_\nu j'_\nu = R_\nu \cdot 8.217 \cdot 10^{-13} \frac{Z_i^2 \langle g_{ff} \rangle N_e N_i}{T_e^{1/2}} \, e^{-h\nu/kT_e} \, \text{keV cm}^{-2} \, \text{s}^{-1} \, \text{sr}^{-1} \, \text{keV}^{-1}. \quad (C7)$$

When we multiply Eq. (C4) by $4\pi d\nu$ and integrate over all frequencies, we get that the total emission density is

$$\int_0^\infty 4\pi j'_\nu \, d\nu = 1.426 \cdot 10^{-27} Z_i^2 \langle g_{ff} \rangle N_i T_e^{1/2} \, \text{erg s}^{-1} \, \text{cm}^{-3}. \quad (C8)$$

Integration of the total emissivity over the absorption distance is obtained by multiplying the integrand in Eq. (C8) by $R_\nu$. If $R_\nu \approx R_{pl} = (\kappa_{pl})^{-1}$, which is independent of the frequency, this integrated intensity is equal to

$$\int_0^\infty R_\nu 4\pi j'_\nu \, d\nu \approx R_{pl} \cdot 1.426 \cdot 10^{-27} \cdot Z_i^2 \langle g_{ff} \rangle N_i T_e^{1/2} \, \text{erg s}^{-1} \, \text{cm}^{-2}. \quad (C9)$$

In Eqs. (C8) and (C9), the Gaunt factor is averaged over both the velocities and the frequencies (see Rybicki and Lightman [128]).

When the intergalactic space is filled with average electron densities of $N_e = 1.95 \cdot 10^{-4}$ cm$^{-3}$, at an average electron temperatures, $T_e \approx 3 \cdot 10^6$ K, as required by the plasma-redshift cosmology, the free-free emission without the plasma-redshift absorption would be very large and inconsistent with observations. But plasma-redshift absorption and other absorption processes reduce the free-free emission by many orders of magnitudes. These absorptions cause the X-ray intensity to match the observations, as shown by Eq. (C21) and the subsequent paragraphs in section C3.

For the very high frequencies, the averaged Gaunt factor is close to one. But for $h\nu \ll kT_e$, the Gaunt factor is given by (see Spitzer [127])

$$\langle g_{ff} \rangle = \frac{\sqrt{3}}{\pi} \left\{ \ln \left( \frac{(2kT_e)^{3/2}}{\pi e^2 m_1/2} \right) - 1.443 \right\} = 9.769 \left( 1 + 0.130 \log \frac{T_e^{3/2}}{\nu} \right). \quad (C10)$$

The maximum intensity of a blackbody radiation is at $h\nu_{max}/kT = 2.821$. We have then that $\nu_{max} = 5.879 \cdot 10^{10}$ T Hz. If the CMB temperature is assumed to be $T_{CMB} = 2.728 \pm 0.002$ K, as estimated by Fixen et al. [100], the frequency at maximum intensity of the CMB is $\nu_{max} = 5.879 \cdot 10^{10} T_{CMB} = 1.604 \cdot 10^{11}$ Hz.

For $T_e = 3 \cdot 10^6$ K, and $\nu = 1.604 \cdot 10^{12}$ Hz, the Gaunt factor given by Eq. (C10) is $\langle g_{ff} \rangle = 6.61$; for $T_e = 3 \cdot 10^6$ K, and $\nu_{max} = 1.604 \cdot 10^{11}$ Hz at the maximum intensity, we get $\langle g_{ff} \rangle = 7.88$; for $\nu = 1.604 \cdot 10^{10}$ Hz, we get $\langle g_{ff} \rangle = 9.15$; for $\nu = 1.604 \cdot 10^9$ Hz, we get $\langle g_{ff} \rangle = 10.42$; and
for \( \nu = 1.604 \cdot 10^8 \) Hz, we get \( \langle g_{ff} \rangle = 11.69 \).

At the high temperature of \( T_e = 3 \cdot 10^6 \) K, and at the frequencies of the CMB, the free-free emission, \( j'_e \), per volume element increases thus with decreasing frequency. This increase in the Gaunt factor (and therefore in the intensity) with decreasing frequency is related to the fact that the Fourier harmonics of the incident particle’s field reach a distance \( b = \gamma v' / \omega \approx v' / \omega \) from the path of the incident charged particle, as shown by Eqs. (D7) and (D8) in Appendix D, and where \( \omega = 2 \pi \nu \). In this equation \( \gamma = (1 - v^2 / c^2)^{-1/2} \) is a relativistic factor, which in the plasma of main interest in this article is approximately equal to 1.

The increase in the emission density, \( j'_e / k'_e \), with the increase in the impact parameter, \( b \), corresponds to a similar increase in the absorption coefficient with the Gaunt factor. The ratio \( j'_e / k'_e \) in Eq. (C2) and (C3) is therefore independent of the Gaunt factor.

### C1.4 Absorption coefficient \( k'_e \) corresponding to free-free emission

From Eq. (C2), we have in thermodynamic equilibrium, and disregarding the plasma-redshift absorption and other absorptions except the free-free absorption, that \( k'_e = j'_e / B'_e \). If the emission density is given by Eq. (C4), we have for the corresponding absorption coefficient that

\[
k'_e = \frac{4}{3} \left( \frac{2 \pi}{3} \right)^{1/2} \frac{Z_e^2 e^6 N_e \langle g_{ff} \rangle (1 - e^{-h \nu / kT})}{cm_e^3 / (kT_e)^{3/2} h \nu^3} = 3.69 \cdot 10^6 \frac{Z_e^2 N_e \langle g_{ff} \rangle (1 - e^{-h \nu / kT})}{T_e^{3/2} \nu^3} \text{ cm}^{-1}.
\]

(C11)

For \( h \nu \ll kT_e \), we have that (see Eq. (3-57) of Spitzer [127], or Eq. (5.14a) of Rybicki and Lightman [128])

\[
k'_e = \frac{4}{3} \left( \frac{2 \pi}{3} \right)^{1/2} \frac{Z_e^2 e^6 N_e N_i \langle g_{ff} \rangle}{cm_e^3 / (kT_e)^{3/2} \nu^2} = 0.173 \left( 1 + 0.130 \log_{10} \frac{T_e^{3/2}}{\nu} \right) \frac{Z_e^2 N_e N_i}{T_e^{3/2} \nu^2} \text{ cm}^{-1}.
\]

(C12)

We set \( Z_e^2 N_i = 1.17 N_e \text{ cm}^{-3} \), \( N_e = 1.95 \cdot 10^{-4} (H_0/60) \text{ cm}^{-3} \), and \( T_e = 3 \cdot 10^6 \) K. The maximum intensity of the CMB is at \( \nu_{max} = 1.604 \cdot 10^{11} \) Hz.

For \( \nu = 1.604 \cdot 10^{12} \) Hz, we get \( k'_e = 5.30 \cdot 10^{-43} \) cm\(^{-1}\), and that the absorption length \( R'_e = (k'_e)^{-1} = R''_e \approx 1.85 \cdot 10^{42} \) cm;

for \( \nu = 1.604 \cdot 10^{11} \) Hz, we get \( k'_e = 4.64 \cdot 10^{-41} \) cm\(^{-1}\), and \( R'_e = R''_e \approx 2.15 \cdot 10^{40} \) cm;

for \( \nu = 1.604 \cdot 10^{10} \) Hz, we get \( k'_e = 3.90 \cdot 10^{-39} \) cm\(^{-1}\), and \( R'_e = R''_e \approx 2.57 \cdot 10^{38} \) cm;

for \( \nu = 1.604 \cdot 10^9 \) Hz, we get \( k'_e = 3.15 \cdot 10^{-37} \) cm\(^{-1}\), and \( R'_e = R''_e \approx 3.18 \cdot 10^{36} \) cm;

for \( \nu = 1.604 \cdot 10^8 \) Hz, we get \( k'_e = 2.40 \cdot 10^{-35} \) cm\(^{-1}\), and \( R'_e = R''_e \approx 4.17 \cdot 10^{34} \) cm.

In the literature, the absorption length is often given by \( R'_e = (k'_e)^{-1} \), where the free-free absorption, \( k'_e \), is given by Eq. (C11). This \( R'_e \) is, as shown above, many orders of magnitude larger than the plasma-redshift absorption length, \( R_{pl} = k_{pl}^{-1} = 1.54 \cdot 10^{28} \cdot (60 / H_0) \) cm. We have also that the absorption length \( R_{pl} \) is equal to the Hubble length \( c / H_0 \). In the hot sparses plasmas of intergalactic space, the plasma redshift absorbs most of the free-free emission and reduces it to a tiny fraction, \( R'_e / R_{pl}' \), of the intensity that would be measured if there was no plasma-redshift absorption. For X-ray frequencies, we get further reduction because \( R'_e < R_{pl}' \), as we can see from Table C1.

### C1.5 Compton scattering absorption

For the small absorptions, \( k'_e \), given by Eq. (C11) and (C12), (small because of the low densities in intergalactic plasma) or the corresponding large absorption distances, \( R'_e = (k'_e)^{-1} \), we cannot ignore the absorption (=energy transfer to the plasma) in Compton scattering with average energy transfer to the plasma of \( h \nu / m_e c^2 \) per interaction for \( h \nu \ll m_e c^2 \). In this case, the absorption coefficient in Compton scattering is given by

\[
k'_C = \frac{d h \nu}{h \nu d x} = \frac{h \nu}{m_e c^2} 6.65 \cdot 10^{-25} N_e = 5.38 \cdot 10^{-45} \nu N_e \text{ cm}^{-1},
\]

(C13)

This average absorption is due only to the average recoil energy transferred from the photon to the electron. Like the plasma-redshift absorption, this process is linear in the electron density, \( N_e \).
In the sparse plasmas of intergalactic space these processes are important when compared with the free-free emission and absorption. In case of the densities of about $10^9$ cm$^{-3}$ in the transition zone to the solar corona, the Compton scattering is still not important. The corresponding plasma-redshift heating can compensate the cooling from free-free emission and the larger cooling from the trace elements. In laboratory plasmas, on the other hand, the free-free absorption may often dominate.

For $\nu_{\rm max} = 1.604 \cdot 10^{11}$ Hz for the CMB radiation, and for $N_e = 1.95 \cdot 10^{-4}$ cm$^{-3}$, this gives $\kappa_C = 1.684 \cdot 10^{-35}$ cm$^{-1}$, which corresponds to absorption distance of $R_C = \kappa_C^{-1} = 5.94 \cdot 10^{34}$ cm. At this frequency, the Compton absorption is about 363,000 times the corresponding absorption coefficient, $\kappa'_e = 4.64 \cdot 10^{-41}$ cm$^{-1}$, as calculated by the conventionally used Eq. (C12), but it is much smaller than the plasma-redshift absorption, $\kappa_{\rm pl} = 6.49 \cdot 10^{-29} (H_0/60)$ cm$^{-1}$.

The absorption distance for Compton scattering at the CMB frequency, $\nu$, is equal to

$$R_C = \frac{1.857 \cdot 10^{44}}{\nu N_e} \text{ cm}.$$ (C14)

For $N_e = 1.95 \cdot 10^{-4}$ cm$^{-3}$, and $\nu = 1.604 \cdot 10^{11}$ Hz, we get $R_C = \kappa_C^{-1} = 5.94 \cdot 10^{34}$ cm; for $\nu = 1.604 \cdot 10^{8}$ Hz, we get $R_C = \kappa_C^{-1} = 5.94 \cdot 10^{37}$ cm; for $\nu = 1.604 \cdot 10^{12}$ Hz, we get $R_C = \kappa_C^{-1} = 5.94 \cdot 10^{33}$ cm. For the CMB frequencies, $\nu \geq 2 \cdot 10^9$ Hz, the absorption lengths in Compton scatterings are shorter than the absorption lengths for the free-free absorptions, but usually much longer (by several orders of magnitude) than the absorption lengths for plasma redshift.

In Eq. (C12), the variations with frequency and electron density are different. The conventional estimates, which usually rely on Eq. (C12), are therefore often misleading.

### C1.6 Absorptions and emissions from a plasma

In addition to the free-free absorption, the Compton absorption, and the plasma-redshift absorption, we have many other absorptions and excitation processes. Excitation and ionization of trace elements are important; see for example Sutherland and Dopita [11]. For solar abundance, the excitations and ionizations of trace elements, which like the free-free emissions are proportional to $N_e^2$, exceed the free-free emission by a factor of about 32 at $T_e = 10^8$ K. Besides that, when a “free” electron is pushed out of its position in the plasma, the plasma will adjust, and another “free” electron will fall into the empty position and emit microwave radiation. These absorption and emission processes may far exceed the free-free emission; see Appendix D.

We can evaluate the excitations given by Eqs. (D13) and (D19) of the Appendix D by replacing the frequency $\omega$ by the frequencies of the many states in the plasma that were deduced in (see section 3) and then weigh the transitions by the thermal distribution. This is a cumbersome method, because it entails also stimulated absorptions and emissions.

For the purpose of deducing the CMB, it is adequate to use the fact that the plasma, like any other body, must emit a blackbody radiation based on the average temperature for the electromagnetic volume energy in the plasma. In the next section, we will estimate this blackbody radiation.

### C1.7 Plasma redshift absorption and blackbody emission from a plasma

We can use Eq. (C2) and (C3) to derive the emission density in the plasma. From Eq. (C2), we get

$$j_\nu = \kappa_{\rm pl} I_\nu = \kappa_{\rm pl} B_\nu (T) = \kappa_{\rm pl} \frac{2h\nu^3}{c^2} \frac{1}{e^{h\nu/kT} - 1} \text{ erg cm}^{-3} \text{ s}^{-1} \text{ sr}^{-1} \text{ Hz}^{-1}. \quad (C15)$$

The plasma-redshift absorption, $\kappa_{\rm pl} = 3.326 \cdot 10^{-25} (N_e)_{\text{av}} = 6.486 \cdot 10^{-29} (H_0/60)$ cm$^{-1}$, dominates the other absorptions, as shown in sections C1.4 and C1.5. $R_{\text{pl}} = (\kappa_{\text{pl}})^{-1}$ is a constant independent of the frequency, and $T = T_{\text{CMB}}$ is the temperature of a “blackbody cavity”. We have that

$$R_{\text{pl}} j_\nu = I_\nu = B_\nu (T) = \frac{2h\nu^3}{c^2} \frac{1}{e^{h\nu/kT} - 1} \text{ erg cm}^{-2} \text{ s}^{-1} \text{ sr}^{-1} \text{ Hz}^{-1}. \quad (C16)$$
In the CMB range of frequencies, the photon intensity emitted by the intergalactic plasma is thus a perfect blackbody radiation, because it dominates all other contributions by several orders of magnitude in the CMB range of frequencies.

The temperature, $T$, of the blackbody spectrum could be derived from the equations in Appendix D. A simpler way is to note that the absorption distance $R_{pl} = (\tau_{pl})^{-1} = 1.542 \cdot 10^{28}$ cm, is the radius of a blackbody cavity. The walls of this blackbody cavity consist of the particle density, $N(x)$, along the line of the radius, $R_{pl}$, from the observer. The column density, $\int N(x) \, dx = N_{pl} R_{pl}$, forms the wall. The radiation pressure, $p$, inside this cavity is given by $p = u/3$, where $u$ is the photon’s energy density. We have that

$$p = \frac{u}{3} = \frac{4\pi}{3c} \int_{0}^{\infty} B_{\nu}(T) \, d\nu = \frac{4\pi}{3c} \int_{0}^{\infty} \frac{2h\nu^{3}}{c^{2}} \frac{d\nu}{e^{h\nu/kT} - 1} = \frac{4\sigma}{3c} T^{4} \, \text{erg cm}^{-3}. \quad (C17)$$

This photon pressure, $p$, in the usual way must be equal to particle pressure, $NkT_{e}$, in the “walls” of the cavity, because of the second law of thermodynamics. We replace $T$ with $T_{CMB}$ and get

$$\frac{4\sigma}{c} T_{CMB}^{4} = a T_{CMB}^{4} = 3NkT_{e} \, \text{dyne cm}^{-2}, \quad (C18)$$

where in Eq. (C17) and (C18), the pressure is $p = u/3 = (a/3) T_{CMB}^{4} \, \text{dyne cm}^{-2}$, and where Stefan-Boltzmann constant for energy density is $a = 7.566 \cdot 10^{-15}$ dyne cm$^{-2}$ K$^{-4}$. For the particle density, we use the approximation: $N = N_{e} + N_{He} + N_{c} = (2.3/1.2) N_{e} \approx 1.917 N_{e}$ cm$^{-3}$. The electron density predicted by the plasma-redshift cosmology (see Eq. (57)) is $N_{e} \approx 1.95 \cdot 10^{-4} \cdot (H_{0}/60)$ cm$^{-3}$. If the photons’ energy density is mainly due to the CMB radiation with temperature $T_{CMB} = 2.728 \pm 0.002$ (see Fixen [100]), we get that the particle temperature, $T_{e}$, is

$$T_{e} = \frac{a T_{CMB}^{4}}{3Nk} = \frac{4.1902 \cdot 10^{-13}}{3 \cdot 1.917 \cdot (N_{e})_{av} \cdot 1.3807 \cdot 10^{-16}} = 2.706 \cdot 10^{6} \cdot \frac{60}{H_{0}} \, \text{K}, \quad (C19)$$

where $(N_{e})_{av} = 1.95 \cdot 10^{-4} \cdot (H_{0}/60)$ cm$^{-3}$, and $k = 1.3807 \cdot 10^{-16}$ is the Boltzmann constant.

As we saw in section C1.4 and C1.5, the plasma redshift, which is independent of the photon frequency, dominates by far the other absorptions in the CMB range of frequencies. This dominance accounts for the fact that the CMB has such a nice blackbody radiation spectrum. The blackbody temperature, $T_{CMB}$, is well defined through the pressure, $p$, or the product of $N_{e}$ and $T_{e}$ in Eq. (C18), which is averaged over the long distance $R_{pl} \approx 5000$ Mpc.

Below the frequency range of the CMB, the plasma-redshift cut-off gradually sets in below about $\nu \approx 10^{9}$ Hz. The cut-off is gradual, mainly because the cut-off begins in the coldest filaments of space and then in the colder regions. Just below the cut-off the intensity accumulates and increases therefore slightly over the intensity that would be calculated from Eq. (C16). At $T_{e} \approx 3 \cdot 10^{5}$K, and density of about $N_{e} = 1.95 \cdot 10^{-3}$ cm$^{-3}$, the cut-off frequency is at about $\nu = 139$ MHz. For $T_{e} \approx 3 \cdot 10^{6}$, and a frequency of $\nu = 44$ MHz, the plasma redshift is about 50% of its nominal value. A hot region may have about 10 times lower density than the average and 10 times higher temperature. The 50% cut-off is then at the frequency of $\nu = 14$ MHz. Below $\nu = 0.48$ MHz, or at $\lambda \approx 520$ m, the plasma redshift is insignificant. This is consistent with observations, see Keshet et al. [101].

Above the CMB frequencies, we observe the continuum of redshifted photons from the high-frequency photons emitted by stars, active galactic nuclei (AGN), supernovae, and the high-pressure coronal plasma surrounding these objects. These objects are mostly characterized by point sources. The photons are gradually plasma redshifted in the coronas of the stars, the galaxies, the galaxy clusters, and in the intergalactic plasma. Some of these radiations are absorbed in condensations of colder plasma and in cloud formations usually in the coronas of galaxies. We should observe, therefore, a continuum of photon frequencies above about $7 \cdot 10^{11}$ Hz to about $10^{16}$ Hz and beyond. The sources of the high-energy radiations are usually found in and close to the galaxies. The energy content is sometimes estimated to be on the order of 10% of the CMB radiation. If these other radiations contribute about 10% of the CMB radiation, the average temperature is about $T_{e} \approx 3 \cdot 10^{6} \cdot (60/H_{0})$ K, with a high-energy tail skewing the thermal distribution. This is all consistent with observations.
C1.8 Bubble formation in plasma

“Bubble” formation in a plasma affects the temperature and density variations in the plasma; and it affects therefore the absorption and emission processes in the plasma. As mentioned in sections 5.1 and 5.5, the imbalance caused by plasma-redshift heating, which is a first order process with respect to the densities while the cooling processes are usually second order in the densities, results in formation of bubbles within the plasma. “Walls” of cooler plasma surround the bubbles containing the hot plasma. The pressure, $p$, which is proportional to the product $N_e \cdot T_e$, varies much less than the density, $N_e$, and the temperature, $T_e$, separately.

This is important, because as Eqs. (C17) and (C18) show, the electromagnetic field temperature, $T_{CMB}$, of the CMB, is proportional to $p^{0.25}$. Instead of the average values $(N_e, T_e) = (1.95 \cdot 10^{-4}, 2.7 \cdot 10^9)$, we might have in a cold region at the surface of a “bubble” that the density and the temperature are about $(N_e, T_e) = (1.95 \cdot 10^{-3}, 2.7 \cdot 10^5)$, while close to the center of the “bubble”, we might have about $(N_e, T_e) = (1.95 \cdot 10^{-5}, 2.7 \cdot 10^7)$. The hotter volumes, the bubbles, are more extensive. The above averages, $(N_e$ and $T_e)$, are averages per particle and not per volume unit, and the division is such that about 50% of the particles are in the cold regions and 50% in the hot region.

In practice, we have a continuum of intermediary groups.

The maximum temperatures in the bubbles are limited mostly by the steep increase in the heat conductivity coefficient, $\kappa_h \approx 10^{-6} \cdot T_e^{5/2}$, with temperature. In the colder regions at the bubbles’ surfaces, the temperatures are limited by the heat conductivity coefficient and by the X-ray heating. The X-ray heating prevents usually condensation to atomic and molecular hydrogen. The volumes of the hot regions, the bubbles, are much larger than those of the cold regions. The hot and cold regions contain equal number of atoms. The cold regions are often close to galaxies and galaxy clusters. The softer X rays are absorbed heavily in the colder filaments at the surfaces of the “bubbles”.

The pressure variations usually equilibrate through movement of material from the high pressure to a low-pressure region. The pressure can also equilibrate by means of radiation, because high-pressure regions emit slightly more radiation than they absorb, while in a cold regions it is reversed.

The imbalance caused by plasma redshift is initially more powerful than gravitation in forming clouds. Subsequently, the gravitation may dominate the formation of stars inside the clouds. Where the intergalactic plasma meets the rotating Milky Way’s corona, the cloud formation is sometimes increased. These clouds may then sink as high-velocity clouds into the Milky Way. At the inner periphery of the corona, clouds may form and with the rotational speed at the periphery drift into space. In this way matter moves in to and out of the Galaxy. This explains why the metallicity in intergalactic plasma is so similar to that in the galaxies. In the big-bang cosmology it is assumed that the material flows on the average only into the galaxies, which is often difficult to reconcile with the clouds movements and with the observed trace elements in WHIM.

C2 X rays from intergalactic plasma

In section 5.7, we found that X rays from intergalactic space are needed to explain the high densities of the trace elements in the Milky Way’s corona. The high densities were derived, for example, from the observations of the 6374.51 Å FeX-line towards the bright supernova 1987A in the Large Magellanic Cloud (LMC) by Pettini et al. [68]. Assuming solar abundance and collisional ionization of the iron Pettini et al. derived a column density of $N_H \approx 3.2 \cdot 10^{21}$ cm$^{-2}$, which corresponds to an average density of $N_e \approx 0.02$ cm$^{-3}$ along the 50 kpc distance to the SN 1987A and a temperature of about $T \approx 1.25 \cdot 10^6$ K.

Other effects such as a relatively high average density along the line towards LMC, and excessive solar abundance could possibly lower the average slightly. We must conclude, however, that the low coronal densities, $N_e \approx 0.0005$ cm$^{-3}$, conventionally surmised in the Galactic corona, are incorrect. These low-density estimates are dictated by the conventional big-bang cosmology, which has no means of heating the intergalactic plasma or a denser coronal plasma. Usually, it is surmised that somehow the debris from supernovae drifted into the corona to supply the heating for a low-density corona; but not enough supernovae could be envisaged to explain the higher densities.
As shown in section 5.7, the UV light, the supernovae, and the plasma redshift of direct light are inadequate for ionizing the dense corona of our Milky Way. However, most of the light energy escaping from the galaxies is plasma-redshifted in the intergalactic plasma. With the help of the hot intergalactic sparse plasma, the light energy from the galaxies is transformed into X rays, which return the energy to galaxies and to the clusters of galaxies and ionizes their coronae and the intracluster plasma. This can explain the observed high coronal densities.

We saw in section C1.4 and C1.5 that for CMB frequencies the absorption length for the plasma redshift is many orders of magnitude shorter than the absorption length for the free-free absorption and Compton scattering. But for X-ray frequencies, as seen from Table C1 (see the last row), the absorption length in the intergalactic plasma is, due to trace elements, shorter than the absorption length for plasma redshift.

The absorptions by the plasma redshifts and the trace elements reduce the intensity in the free-free emission. The low-energy X rays are absorbed mainly in the cold filaments at the surface of the hot “bubbles”, and in the transition zone and low in the corona of the Milky Way.

The Milky Way’s corona is usually thinner in the polar region. Towards the Lockman Hole, with \((l, b) = (150^\circ, 53^\circ)\), the column density of hydrogen is only about \(5 \cdot 10^{19} \text{ cm}^{-2}\). However, the column density of the partially ionized elements is much greater, and X-ray absorption significant, as discussed in section C3.

### C2.1 The absorption distance for X rays

Table C1 gives a rough estimate of the X-ray absorption. We have used the new solar abundance values by Asplund, Grevesse, and Sauval [129], for the trace elements, which are usually significantly smaller than the widely used old values by Anders & Grevesse (1989). We have used the absorption coefficients from Salaman, Hubble, and Scofield [130], which are valid for the neutral atomic elements. For X rays, the stripping of the outer electrons at high temperatures will reduce the absorptions coefficient for low-energy X-ray photons. The low-energy X rays, however, are preferentially absorbed in the low temperature regions of intergalactic space and in the Galactic corona and its transition zone. For X rays above about 250 eV, the removal of the outer electrons from the atoms increases slightly the absorption coefficients for the remaining electrons due to their increased binding energies. Also the increased Stark broadening at higher temperature increases the cross sections. For the frequencies of main interest, this will partially compensate for the lost electrons from the outer shells. A detailed analysis would have to take these effects into account, including the changes with temperature and density. For the present, we will use Table C1 as a rough guide.

The absorption distances \(R_\nu\) like \(R_{pl}\) is proportional to \(60/H_0\), where \(H_0\) is the Hubble constant. In Table C1, the column density (in the penultimate row) is the number of hydrogen atoms per cm\(^2\) in a cold plasma. It is independent of the Hubble constant.

From Table C1, we see that the absorption lengths for X rays are shorter than the absorption length for the plasma redshift, \(R_{pl} = 1.542 \cdot 10^{28} \cdot (60/H_0)\) cm. In case of 750 eV X rays, a few of the relevant electrons would be stripped from the atoms, but the remaining electrons would usually have a slightly stronger absorption. A rough estimate from the Table C1 is an absorption length of \(R_\nu = 1.8 \cdot 10^{25}\) cm. This is smaller than \(R_{pl}\) by a factor of about 0.0012. The corresponding column density is about \(N_H = 3.1 \cdot 10^{21}\) cm\(^{-2}\). This column density is comparable to column density \(N_e = 2.78 \cdot 10^{20}\) cm\(^{-2}\) for the Galactic corona at high latitudes. This last mentioned column density corresponds to \(\Delta z = 0.000925\), which was determined to be the average for the Galactic corona at high latitudes from coronal densities (discussed in section 5.7) and from the supernovae SN Ia experiments (see the penultimate paragraph in section 5.9). This means that the 750 eV X rays that we observe are produced mainly in the Milky Way’s corona and in the transition zone to the corona.

The absorption of low and high-energy X rays is significant in intergalactic space, where the temperature in the cold regions can be about \((T_e)_{\text{cold}} \approx 3 \cdot 10^5\) K. The absorption is also significant in the transition zone to the Milky Way’s corona, where the temperature may even be \((T_e)_{\text{cold}} < 1 \cdot 10^5\) K, as discussed in section 5.7. The heating and ionization of the corona by X rays from intergalactic plasma is necessary for explaining the observed high densities in the Milky Way’s corona.
We often can assume thermal equilibrium and use the approximations: $N \approx 1.917 N_e \text{ cm}^{-3}$; and $T_e = 2.706 \cdot 10^8$ K for the average kinetic temperature of the plasma particles. For the electrons, we have: $(3/2)kT_e = (1/2)m_e(u^2)_{av}$, where $k$ is Boltzmann constant, $m_e$ the electron’s mass, and $v$ its velocity. $a = 7.566 \cdot 10^{-15}$ erg cm$^{-3}$K$^{-4}$ is the Stefan-Boltzmann constant for the electromagnetic energy density.

From comparison with many experiments, such as the magnitude-redshift relation for SNe Ia, we know the average electron density of intergalactic space. This magnitude-redshift relation predicts

$$aT_{CMB}^4 = 3 N k T_e, \quad \text{or} \quad T_{CMB} = \left(\frac{3 N k T_e}{a}\right)^{0.25}. \quad (C20)$$
The temperatures of WHIM derived from the X-ray observations. Besides Eq. (C19) many determination of the temperatures in the WHIM beyond the Galactic corona, which decreases the accuracy in the one relaxation length for 0.75 keV photons (see Table C1). It is therefore difficult to discern sometimes been suggested as possible explanations for these high temperatures, they can not explain degree temperatures. Although some invisible supernovae with no other supporting indicators have ionizations by UV photons that produce a Str"omgren radius of a plasma do not result in million both in the LHB, the Galactic corona, and in intergalactic space. The conventional excitations and absorptions lines.

In the transition zone and low in the corona, the temperatures are lower. The high temperatures of about 2.8 million K are likely to be high in the Galactic corona. It follows that the coronal plasma must diffuse into the intergalactic space, because the gravitational potential can not hold it back. These determinations thus contradict the assumptions often made by big-bang cosmologists that the intergalactic space is practically empty.

These densities and temperatures are consistent with those predicted by Eq. (C20), as well as, the temperatures in the Galactic corona predicted in section 5.7. They are also consistent with the magnitude-redshift relation in the SN Ia experiments. In section 5.9, we estimated that the column density in the Galactic corona at high latitudes corresponds is $\Delta z = 9.25 \cdot 10^{-4}$ or $N_e \approx 2.78 \cdot 10^{21}$ cm$^{-2}$. This column density high in the corona nearly equals the column density, $3.1 \cdot 10^{21}$ of one relaxation length for 0.75 keV photons (see Table C1). It is therefore difficult to discern the temperatures in the WHIM beyond the Galactic corona, which decreases the accuracy in the temperatures of WHIM derived from the X-ray observations. Besides Eq. (C19) many determination of the $T_e$ lead to similar values and besides Eq. (C20) could be used to determine the $T_{CMB}$.

However, only plasma redshift gives a reasonable explanation of these million degree temperatures both in the LHB, the Galactic corona, and in intergalactic space. The conventional excitations and ionizations by UV photons that produce a Str"omgren radius of a plasma do not result in million degree temperatures. Although some invisible supernovae with no other supporting indicators have sometimes been suggested as possible explanations for these high temperatures, they can not explain the high densities in the Galactic corona and not the high temperatures in the solar corona, which are nicely explained by the plasma redshift, as shown in sections 5.1 and 5.2.

Spectrum and isotropy of CMB

It has been amazing to see how well the CMB fits the blackbody spectrum, and how isotropic it is. In the frequency range of the CMB, the plasma redshift dominates all other absorption processes by several orders of magnitude. Only at frequencies below the CMB frequency of about $10^9$ Hz, does the cut-off for plasma redshift start to take effect gradually; first in the coldest filaments of space. This is all consistent with observations.

On the high frequency end, $\nu \geq 7 \cdot 10^{11}$ Hz, the limit is set by the gradual redshift of the light from stars and other objects and including infrared emission from grains. The CMB frequencies, which exceed the cut-off frequencies, are also continually being redshifted. The absorption (redshift) per cm of the CMB is continually replaced by equivalent emission of CMB. The spectrum is therefore constant in space and time. The isotropy follows from:

1. The $T_{CMB}$ is given by Eq. (C20) and the average pressure is well defined. The large dimensions, about $R_{pl} = 1.542 \cdot 10^{28}$ cm $\approx 5,000$ Mpc, of the blackbody cavity lead to relatively good averages for the pressure $p$.

2. The column density, $R_{pl} N_e = 3.006 \cdot 10^{24}$ cm$^{-2}$, of electrons, which determines the integration length for the blackbody radiation is a constant independent of the direction, the electron-density variations, and the spectral frequency.
X-ray intensities

For $T_e = 3 \cdot 10^6$ K and X-ray frequencies, the velocity averaged Gaunt factor is about $\langle g_{ff} \rangle \approx 1$ (see Fig. 5.3 of Rybicki and Lightman [128]). The maximum intensity in the free-free emission (a blackbody radiation) is at the frequency $\nu_{\text{max}} = 5.8790 \cdot 10^{10} T_e = 1.7637 \cdot 10^{17}$ Hz. This frequency corresponds to $h\nu_{\text{max}} = 729.4$ eV, and to $h\nu_{\text{max}}/kT_e = 2.821$. At this frequency the exponential factor in Eq. (C7) is $\exp(-h\nu/kT_e) \approx 0.05952$.

From Table C1, we get for 729.4 keV X rays that the absorption distance is $R_\nu = 1.73 \cdot 10^{25}$ cm. At these frequencies it is thus much shorter than the absorption distance, about $R_{pl} = 1.54 \cdot 10^{28}$ cm, caused by the plasma redshift in intergalactic space. From the SN Ia experiments, we estimated (see the penultimate paragraph in section 5.9) that the intrinsic redshift at high latitudes in the Galactic corona is about $\Delta z = 0.000925$. This corresponds to a column density of about $N_e \approx 2.78 \cdot 10^{21}$ cm$^{-2}$. The column densities at high latitudes in the Galactic corona would then reduce the intensity from intergalactic space by a factor of about $\exp(-2.78/3.05) = 0.4019$, where $N_e \approx 3.05 \cdot 10^{21}$ cm$^{-2}$ is is obtained by interpolation from Table C1 in Appendix C.

Using Eq. (C7), and the absorption in the corona, we get that the observed intensity at $h\nu = 729$ eV would be

$$I_\nu = R_\nu 2.2166 \cdot 10^{-13} \frac{Z_\odot^2 \langle g_{ff} \rangle N_e N_i}{T_e^{1/2}} e^{-h\nu/kT_e} \cdot \exp(-2.78 \cdot 10^{21}/3.05 \cdot 10^{21}),$$  \hspace{1cm} (C21)

or

$$= 1.7 \cdot 10^{25} \cdot 8.2 \cdot 10^{-13} \frac{1.17 \cdot 1 \cdot (1.95 \cdot 10^{-4})^2}{(3 \cdot 10^6)^{1/2}} e^{-2.821} \cdot \exp(-2.78/3.05)$$

$$= 8.7 \text{ keV cm}^{-2} \text{ s}^{-1} \text{ sr}^{-1} \text{ keV}^{-1}.$$

At $h\nu = 750$ eV, we could then expect slightly lower intensity, or about $I_\nu \approx 8 \text{ keV cm}^{-2} \text{ s}^{-1} \text{ sr}^{-1} \text{ keV}^{-1}$. The intensity values given by Eq. (C21) would also be reduced by the inhomogeneties in intergalactic space. Close to a center of a “bubble” the temperature would be higher, and the density lower, which reduces the ratio $N_e^2/T_e^{1/2}$ but increases the value of $\exp(-h\nu/kT_e)$. For example, if the temperature $T_e$ increases from $3 \cdot 10^6$ to $4.5 \cdot 10^6$, the ratio $N_e^2/T_e^{1/2}$ changes by a factor of 0.3629, while the factor $\exp(-h\nu/kT_e)$ changes by a factor of 2.5608. The total reduction is then only 0.3629 $\cdot$ 2.5608 $= 0.9293$. This higher temperature of $T_e = 4.5 \cdot 10^6$, in the bubble results also in a slower decrease in the intensity with increasing energy of the X rays. In the cold regions the intensity will increase slightly, but the absorption in the Galactic corona would increase for the low-energy X-ray photons more than for the high-energy photons. These modifications of Eq. (C21) are consistent with observations. By analyzing the attenuation spectrum, it has been possible with the fine X-ray instrumentation to analyze the spectrum and separate the point sources from the diffuse X-ray background.

Kuntz et al. [102] estimated that the upper limit for the emission strength for the cosmic X-ray background (CXB) is $7.5 \pm 1.0$ keV cm$^{-2}$ s$^{-1}$ sr$^{-1}$ keV$^{-1}$ in the 0.75 keV band, and that an unknown portion of this value may be due to the Galactic halo. They found that the shape of the warm-hot intergalactic medium (WHIM) can be described as thermal emission with $T_e = 2.63 \cdot 10^6$ K, although a true spectrum is more likely to come from a range of temperatures. They concluded that the extra galactic power law component of the soft X-ray background spectrum must be $9.5 \pm 0.9$ keV cm$^{-2}$ s$^{-1}$ sr$^{-1}$ keV$^{-1}$. This small difference, 9.5 versus 7.5 between the intensity before and after the galactic absorption, indicates that they believed the Galactic absorption reduced the intensity only by a factor of about $7.5/8.5 = 0.79$, while Eq. (C21) indicates a factor of 0.402. This small Galactic absorption reflects the common opinion among big-bang cosmologists that the Galactic corona has much lower density than that derived from the plasma-redshift theory. Many observations, such as those by Pettini et al. [68] have confirmed the higher densities in the Galactic corona. Kuntz et al. [102] show in their Fig. 1 that the observed intensity especially at high energies is dominated by unresolved extragalactic sources. Beyond about 0.5 keV, even the X-ray intensity from unresolved Galactic stars after absorption in the Galactic disk is significant.

At 3 keV, De Luca and Molendi [104] estimated the CXB to be $7.4 \pm 0.27$ keV cm$^{-2}$ s$^{-1}$ sr$^{-1}$ keV$^{-1}$, and in the 1 keV range, they estimated $11.6 \pm 0.9$ keV cm$^{-2}$ s$^{-1}$ sr$^{-1}$ keV$^{-1}$. 

\textit{Ari Brynjolfsson: Redshift of photons penetrating a hot plasma}
In the 1 keV range, Vecchi et al. [105] find that the CXB is $11.7 \pm 0.5$ keV cm$^{-2}$ sr$^{-1}$ keV$^{-1}$; and in the same range, Barcons et al. [106] find the CXB to be: $9.8^{+0.7}_{-1.0}$, $11.1^{+1.0}_{-2.3}$, and $12.7^{+0.9}_{-1.9}$ keV cm$^{-2}$ sr$^{-1}$ keV$^{-1}$, for ASCA, BeppoSAX, and ROSAT, respectively.

The values by De Luca and Molendi [104], Vecchi et al. [105], and Barcons et al. [106] appear slightly higher than that predicted and may indicate contamination from point sources. But all these values derived from observations are consistent with those predicted by Eq. (C21).

C4 Conclusions

The plasma-redshift cosmology gives a good explanation of the CMB, its well-defined temperature, spectrum, and isotropy. The X-ray intensities from the diffuse WHIM are shown to be consistent with observations.

The fact that the plasma-redshift absorption is greater than the free-free absorption and the Compton scattering absorptions by many orders of magnitude in the CMB frequency range has the effect that the blackbody radiation is well defined. The plasma-redshift cosmology, which uses only basic laws of physics, is incompatible with the big-bang cosmology. Not only do the big-bang cosmologists overlook the plasma redshift, but they also incorrectly equate $T_{CMB}$ with $T_e$ in the cosmic plasma at the time of decoupling.

Appendix D

D1 Charged Particle’s Field in a Plasma

The electrical field of the incident particle that is moving with velocity $v$ cm s$^{-1}$ in the direction of the x-axis can be Fourier analyzed. In a rectangular coordinate system the particle has the coordinates $(x, y, z) = (vt, 0, 0)$ and charge $Ze$. At a position $b$ on the y-axis the the field’s Fourier harmonics with cyclic frequency $\omega$ are then given by

$$A_x(b, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F_x(b, t) \cdot e^{-i\omega t} \cdot dt = \frac{Ze}{\pi vb} \frac{\omega b}{\gamma v} \cdot K_0 \left( \frac{\omega b}{\gamma v} \right),$$  \hspace{1cm} (D1)$$

and

$$A_y(b, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F_y(b, t) \cdot e^{-i\omega t} \cdot dt = \frac{Ze}{\pi vb} \frac{\omega b}{\gamma v} \cdot K_1 \left( \frac{\omega b}{\gamma v} \right),$$  \hspace{1cm} (D2)$$

where

$$F_x(b, t) = F_x(0, b, 0, t) = \frac{-Ze \gamma v t}{(b^2 + \gamma^2 v^2 t)^{3/2}},$$  \hspace{1cm} (D3)$$

$$F_y(b, t) = F_y(0, b, 0, t) = \frac{Ze \gamma b}{(b^2 + \gamma^2 v^2 t)^{3/2}},$$  \hspace{1cm} (D4)$$

$$F_z(b, t) = H_x(b, t) = H_y(b, t) = 0,$$  \hspace{1cm} (D5)$$

$$H_z(b, t) = H_z(0, b, 0, t) = \frac{v}{c} \frac{Ze \gamma b}{(b^2 + \gamma^2 v^2 t)^{3/2}},$$  \hspace{1cm} (D6)$$

where $i = \sqrt{-1}$ and where $K_0(\omega b/\gamma v)$ and $K_1(\omega b/\gamma v)$ in Eqs. (D1) and (D2) are the modified Bessel functions of zero and first order, and where $\gamma = (1 - v^2/c^2)^{-1/2}$, is the relativistic factor, which is close to one in the plasmas of our main interest. We can set

$$A(b, \omega) = A_y + A_x = \frac{Ze}{\pi vb} \left\{ \frac{\omega b}{\gamma v} \cdot K_1 \left( \frac{\omega b}{\gamma v} \right) + i \frac{\omega b}{\gamma v} \cdot K_0 \left( \frac{\omega b}{\gamma v} \right) \right\}. $$  \hspace{1cm} (D7)$$
The component \( A_x \) is in the direction of the particle's velocity \( \vec{v} \), while \( A_y \) is perpendicular to \( \vec{v} \).

We have that

\[
A(b, \omega) A^*(b, \omega) = \frac{Z^2 e^2}{\pi^2 v^2 b^2} \left\{ \left[ \frac{\omega b}{\gamma v} \cdot K_1 \left( \frac{\omega b}{\gamma v} \right) \right]^2 + \left[ \frac{1}{\gamma} \frac{\omega b}{\gamma v} \cdot K_0 \left( \frac{\omega b}{\gamma v} \right) \right]^2 \right\},
\]

\[\text{(D8)}\]

where \( A^* \) is the complex conjugate of \( A \). This form, Eq. (D8), has the nice characteristic that the quantity within the braces is about equal to 1 for \( \zeta = (\omega b/\gamma v) \leq 1 \) and falls of exponentially for \( \zeta > 1 \).

We have also as Niels Bohr has shown in 1913 and 1915 [3] that any electron oscillator with charge \( e \), mass \( m \) and eigenfrequency \( \omega_0 \) when exposed to this the field will absorb energy \( q \) equal to

\[
q = \frac{2\pi^2 e^2}{m} \cdot A(b, \omega_0) A^*(b, \omega_0) = \frac{2 Z^2 e^4}{m^2 v^2 b^2} \left\{ \left[ \frac{\omega b}{\gamma v} \cdot K_1 \left( \frac{\omega b}{\gamma v} \right) \right]^2 + \left[ \frac{1}{\gamma} \frac{\omega b}{\gamma v} \cdot K_0 \left( \frac{\omega b}{\gamma v} \right) \right]^2 \right\},
\]

\[\text{(D9)}\]

We assume that there are \( N_{e, \omega_0} \) oscillators per \( \text{cm}^3 \) with frequency \( \omega_0 \), and the density is so low that we can assume that the dielectric constant is 1. The energy absorbed per infinitesimal distance \( dx \) is obtained by multiplying Eq. (D9) by \( N_{e, \omega_0} 2\pi b db \) and integrating over \( b \). We get

\[
Q = -\frac{dE}{dx} = \frac{4\pi Z^2 e^4 N_{e, \omega_0}}{mv^2} \int_{b_{\text{min}}}^{b_{\text{max}}} \left\{ \left[ \frac{\omega b}{\gamma v} \cdot K_1 \left( \frac{\omega b}{\gamma v} \right) \right]^2 + \left[ \frac{1}{\gamma} \frac{\omega b}{\gamma v} \cdot K_0 \left( \frac{\omega b}{\gamma v} \right) \right]^2 \right\} db,
\]

\[\text{(D10)}\]

where \( b_{\text{min}} = h/\sqrt{2mE_{\text{max}}} \) and \( b_{\text{max}} = \gamma v/\omega_0 \). For proton and heavier incident particles, we have that \( E_{\text{max}} = 2m\gamma^2 v^2 \), for incident electrons \( E_{\text{max}} = (1/2)mc^2(\gamma - 1) = (1/2)E_{\text{kin}} \), and for incident positrons \( E_{\text{max}} = mc^2(\gamma - 1) = E_{\text{kin}} \). This integral can be integrated exactly and gives

\[
Q = -\frac{dE}{dx} = \frac{2\pi Z^2 e^4 N_{e, \omega_0}}{mv^2} \left[ \frac{v^2}{c^2} \left\{ x^2 K_1^2(x) - x^2 K_0^2(x) \right\} - 2xK_0(x)K_1(x) \right]_{x_{\text{min}}}^{x_{\text{max}}},
\]

\[\text{(D11)}\]

where the minimum and maximum impact parameter correspond to

\[
x_{\text{min}} = \frac{h\omega_0}{\gamma v \sqrt{2mE_{\text{max}}}}, \quad \text{and} \quad x_{\text{max}} = \frac{b_{\text{max}} \omega_0}{\gamma v} = 1.
\]

We use the quantum mechanical limits (and not the classical limits), because the temperatures in the intergalactic plasma are very high. When we insert these integration limits, we can bring Eq. (D11) on a simpler and more familiar form

\[
Q = -\frac{dE}{dx} = \frac{2\pi Z^2 e^4 N_{e, \omega_0}}{mv^2} \left[ \ln \left( \frac{2m\gamma^2 v^2 E_{\text{max}}}{\delta_1^2 \hbar^2 \omega_0^2} - \delta_2 \frac{v^2}{c^2} \right) \right],
\]

\[\text{(D12)}\]

where \( \hbar \omega_0 \) is the binding energy of the oscillator, and \( E_{\text{max}} \) is the maximum energy that can be transferred to the oscillator. The constants \( \delta_1 = 1.1474 \), and \( \delta_2 = 0.8150 \) are factors that take into account the quantum mechanical limits. Hans A. Bethe used approximations for the modified Bessel functions, \( K_0 \) and \( K_1 \) and derived similar values for these constants.

We can write Eq. (D12) on a slightly different format

\[
Q = -\frac{dE}{dx} = \frac{2\pi Z^2 e^4 N_{e, \omega_0}}{mv^2} \left[ \ln \left( \frac{2m\gamma^2 v^2}{\delta_1^2 \hbar^2 \omega_0^2} - \delta_2 \frac{v^2}{c^2} \right) + \ln \frac{E_{\text{max}}}{\hbar \omega_0} \right],
\]

\[\text{(D13)}\]

The two first terms inside the brackets are the resonance terms, and the third term is the hard collision term. In this last term, the value of \( E_{\text{max}} \) changes with the particles involved in the collision.
D2 Quantum mechanical excitation in the plasma

The states in the plasma are numerous. In a hot plasma a few of the electrons are momentarily in a highly excited states of the hydrogen atom. Farther away from the protons, the electrons can be considered as oscillating with the high multiples of the plasma frequency as shown in section 3. The kinetic energies of the electrons exceed the ionization potentials for most of the atomic shells. These electrons will oscillate in the high-energy plasma states as described in section 3. The probability \( \phi_{mn} \) for transition from state \( n \) to a state \( m \) due to action of a perturbing energy disturbance \( U(r, t) \) acting for a short time \( t \ll 2\pi/\omega_{mn} \) is known from quantum theory to be

\[
\phi_{mn} = \frac{4\pi^2}{\hbar^2} |U(r, \omega_{mn})|^2, \tag{D14}
\]

where \( U(r, \omega_{mn}) \) is the Fourier component with frequency \( \omega_{mn} \) of the matrix element of \( U(r, t) \), and \( \hbar \omega_{mn} \) the energy difference between the two states.

We write the potential energy of an electron with charge \( e \) in the electrical field \( \vec{A}(t) \) as

\[
U(r, t) = \vec{A}(t) \cdot \vec{r} = A(t) \vec{u} \cdot \vec{r}, \tag{D15}
\]

where \( \vec{r} \) is the space vector to the position of the charge \( e \), and \( \vec{u} \) is a unit vector in the direction of the acting electrical field \( \vec{A}(t) \). The matrix element \( U_{mn}(t) \) of \( U(r, t) \) is

\[
U_{mn}(t) = \int \psi_m^\ast \psi_n U(r, t) d\tau, \tag{D16}
\]

where the integration is performed over the entire volume of the state function \( \psi_m^\ast \) and \( \psi_n \). If the function \( U(r, t) \) is on the form of Eq. (D15) over integration volume of Eq. (D16), we get

\[
U_{mn}(t) = A(t) e \int \psi_m^\ast \vec{u} \vec{r} \psi_n d\tau = A(t) \vec{u} e |\vec{X}_{mn}| = A(t) \vec{u} |\vec{D}_{mn}|, \tag{D17}
\]

where \( D_{mn} = e |X_{mn}| \) is the matrix element of any dipole moment in the plasma. The Fourier harmonic of \( A(t) \) is given by Eq. (D7). When we insert these Fourier harmonics in to Eq. (D14), we get

\[
\phi_{mn} = \frac{4\pi^2}{\hbar^2} |A(t) \vec{u} X_{mn}|^2 = \frac{4Z^2 e^4}{\hbar^2 v^2 b^2} \left\{ \frac{\omega_b}{\gamma v} \cdot K_1 \left( \frac{\omega_b}{\gamma v} \right) \right\}^2 + \left[ \frac{1}{\gamma v} \frac{\omega_b}{\gamma v} \cdot K_0 \left( \frac{\omega_b}{\gamma v} \right) \right] \cdot |X_{mn}|^2, \tag{D18}
\]

which is analogous to Eq. (D9). When we multiply by \( N_e 2\pi b db \) and integrate over \( b \), we get that the cross section is given by

\[
\sigma_{mn} = \phi_{mn} = \frac{4\pi Z^2 e^4 N_e}{\hbar^2 v^2} \cdot |X_{mn}|^2 \cdot \left[ \ln \frac{2m\gamma^2 v^2}{\delta_1^2 \hbar \omega_0} - \delta_2 \frac{v^2}{c^2} \right], \tag{D19}
\]

which is analogous to the first two terms, the resonance terms in Eq. (D13). When we integrate over all the levels \( n \) above the level corresponding to \( \omega_0 \), we should get the total absorption in transition to the resonance terms, the first two terms in Eq. (D13). The values of \( |X_{mn}|^2 \) are usually very small, but in hot sparse plasma the collision broadening enhances the transition probabilities from one state to another in the plasma, as shown in section 3.
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