Non-local correlations as an information theoretic resource
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It is well known that measurements performed on spatially separated entangled quantum systems can give rise to correlations that are non-local, in the sense that a Bell inequality is violated. They cannot, however, be used for super-luminal signalling. It is also known that it is possible to write down sets of “super-quantum” correlations that are more non-local than is allowed by quantum mechanics, yet are still non-signalling. Viewed as an information theoretic resource, super-quantum correlations are very powerful at reducing the amount of communication needed for distributed computational tasks. An intriguing question is why quantum mechanics does not allow these more powerful correlations. We aim to shed light on the range of quantum possibilities by placing them within a wider context. With this in mind, we investigate the set of correlations that are constrained only by the no-signalling principle. These correlations form a polytope, which contains the quantum correlations as a (proper) subset. We determine the vertices of the no-signalling polytope in the case that two observers each choose from two possible measurements with d outcomes. We then consider how interconversions between different sorts of correlations may be achieved. Finally, we consider some multipartite examples.

PACS numbers: 03.65.Ud, 03.67.-a

I. INTRODUCTION

In a typical Bell-type experiment, two entangled particles are produced at a source and move apart to separate observers. Each observer chooses one from a set of possible measurements and obtains some outcome. The joint outcome probabilities are determined by the measurements and the quantum state. One of the more striking features of quantum mechanics is that joint outcome probabilities can violate a Bell-type inequality 1, indicating that quantum mechanics is not, in Bell’s terminology, locally causal. This prediction has been confirmed in numerous laboratory experiments 2.

Abstractly this scenario may be described by saying that the two observers have access to a black box. Each observer selects an input from a range of possibilities and obtains an output. The box determines a joint probability for each output pair given each input pair. It is clear that a quantum state provides a particular example of such a box, with input corresponding to measurement choice and output to measurement outcome. More generally, boxes can be divided into different types. Some will allow the observers to signal to one another via their choice of input, and correspond to two-way classical channels, as introduced by Shannon 3. Others will not allow signalling - it is well known, for example, that any box corresponding to an entangled quantum state will not. This is necessary for compatibility between quantum mechanics and special relativity. Of the non-signalling boxes, some will violate a Bell-type inequality. The significance of this can be spelt out in information theoretic terms: separated observers without the box, who have access to pre-shared classical random data but no other resources, and in particular who cannot communicate, will not be able to simulate the box. We refer to any such box (and to the corresponding correlations) as non-local.

In general, these boxes can be viewed as an information theoretic resource. This is obvious in the case of signalling boxes, or classical channels. However, it is also known that non-local correlations arising from an entangled quantum state, even though they cannot be used directly for signalling, can be useful in reducing the amount of signalling that is needed in communication complexity scenarios below what could be achieved with only shared random data 4. A local black box is, of course, simply equivalent to some shared random data, which in turn (depending on the precise nature of the problem) may be better than nothing 5.

A good question to ask now is, can any set of non-signalling correlations be produced by measurements on
some quantum state? The answer, in fact, is no. This was shown by Popescu and Rohrlich, who wrote down a set of correlations that return a value of 4 for the Clauser-Horne-Shimony-Holt (CHSH) expression, the maximum value algebraically possible, yet are non-signalling. The maximum quantum value is given by Cirel’son’s theorem as $2\sqrt{2}$. These should be compared with the maximum value obtainable by non-communicating classical observers, which is 2. Popescu and Rohrlich concluded that quantum mechanics is only one of a class of non-local theories consistent with causality. In terms of our boxes, there are some boxes that are non-signalling but are more non-local than is allowed by quantum mechanics. It is interesting to note that from an information theoretic point of view, some of these latter are very powerful. For example, van Dam has shown that two observers who have access to a supply of Popescu-Rohrlich-type boxes would be able to solve essentially any two-party communication complexity problem with only a constant number of bits of communication. This should be contrasted with the quantum case, for which it is known that certain communication complexity problems require at least $n$ bits of communication even if unlimited shared entanglement is available.

In this work, we investigate the set of non-signalling boxes, considering them as an information theoretic resource. Clearly this set includes those corresponding to measurements on quantum states as a subset. The motivation for studying the wider set is partly that it is interesting for its own sake. This is true even though no correlations other than quantum correlations have so far been observed in Nature. Our findings are preliminary, but it is already clear that the set of non-signalling boxes has interesting structure, and one finds analogies with other information theoretic resources, in particular with the set of entangled quantum states. This work is not, however, purely academic. Another motivation is that a better understanding of the nature of quantum correlations can be gained by placing them in a wider setting. Only in this way, for example, can one hope to answer Popescu and Rohrlich’s original question, of why quantum correlations are not more non-local than they are. More generally, a proper understanding of the information theoretic capabilities of quantum mechanics includes an understanding of what cannot be achieved as well as what can.

This article is organized as follows. In Sec. II A, we introduce the convex polytope that describes the set of non-signalling correlations. In Sec. II B, we examine more closely the particular case of correlations involving two possible inputs, obtaining all the vertices of the corresponding polytope. We then consider, in Sec. II C, how interconversions between these extreme points may be achieved using local operations. Sec. II D is devoted to three-party correlations and in Sec. II E we examine how extremal correlations correlate to the environment. We conclude with some open questions in Sec. IV.

II. TWO PARTY CORRELATIONS

A. Definitions

The no-signalling polytope. A bipartite correlation box (hereafter, just “box”) is defined by a set of possible inputs for each of Alice and Bob, a set of possible outputs for each, and a joint probability for each output pair given each input pair. We denote Alice’s and Bob’s inputs $x$ and $y$ respectively, and their outputs $a$ and $b$. The joint probability of getting a pair of outputs given a pair of inputs is $p_{ab|xy}$. Since $p_{ab|xy}$ are probabilities they satisfy positivity,

$$p_{ab|xy} \geq 0 \quad \forall a, b, x, y \tag{1}$$

and normalization,

$$\sum_{a,b} p_{ab|xy} = 1 \quad \forall x, y. \tag{2}$$

In this work we only consider non-signalling boxes, i.e, we require that Alice cannot signal to Bob by her choice of $x$, and vice versa. This means that the marginal probabilities $p_{a|x}$ and $p_{b|y}$ are independent of $y$ and $x$ respectively:

$$\sum_b p_{ab|xy} = \sum_b p_{ab|xy'} \equiv p_{a|x} \quad \forall a, x, y, y' \tag{3}$$

$$\sum_a p_{ab|xy} = \sum_a p_{ab|x'y} \equiv p_{b|y} \quad \forall b, y, x, x'. \tag{4}$$

A concrete example of a correlation box is an experiment with two spin-half particles, with the inputs $x$ and $y$ labelling Alice’s and Bob’s analyzer settings and the outputs $a$ and $b$ labelling the experimental outcomes. In a quantum experiment like this one, it is generally the case that the outcome of the measurement is obtained as soon as the measurement is performed. In addition, the entanglement is destroyed after the measurements, so that if the experiment is to be repeated a new entangled state is needed. We define boxes to have the same properties. Alice can select her input at any time and obtains her output immediately, and similarly Bob. There may of course be a time delay between Alice selecting her input and Bob selecting his input, but this makes no difference to the correlations. Further, after a box is used once, it is destroyed and to repeat the experiment a new box is needed.

We will always consider that the number of possible inputs and outputs is finite. Since the above constraints are all linear, the set of boxes with a given number of inputs and outputs is a polytope, which we denote by $P$. It is easy to see that the set is convex - if two boxes each satisfy the constraints, then a probabilistic mixture of them (defined in the obvious manner) will also do so.

The local polytope. In general, the set of non-signalling boxes can be divided into two types, local and
late the CHSH inequality only up to Cirel’son’s bound of Bell inequalities, as the number of extremal points is not finite. Since the measurements on bipartite quantum states. We denote this set of interest, the correlations obtainable by measurements on bipartite quantum states. We denote this set by


Quantum mechanical correlations. Finally, there is a third set of interest, the correlations obtainable by measurements on bipartite quantum states. We denote this set \( Q \) (where \( Q \) is defined for a fixed number of measurement settings and outcomes). The set \( Q \) is investigated in Refs. 8, 12, 13, 14, 15. It is convex but is not a polytope as the number of extremal points is not finite. Since the correlations allowed by quantum mechanics can violate Bell inequalities, \( Q \) is non-local. However, as they violate the CHSH inequality only up to Cirel’son’s bound of \( 2\sqrt{2} \), they form a proper subset of the non-signalling polytope. Overall, we have that \( L \subset Q \subset P \). This situation is illustrated in Fig. 1.

B. The two-inputs no-signalling polytope

1. Two outputs

Having defined the objects that we are interested in, we begin by considering in detail the simple case in which Alice and Bob are each choosing from two inputs, each of which has two possible outputs. We write \( x, y, a, b \in \{0, 1\} \). The probabilities \( p_{ab|xy} \) thus form a table with \( 2^4 \) entries, although these are not all independent due to the constraints of Sec. II A. The dimension of the polytope is found by subtracting the number of independent constraints from \( 2^4 \), and turns out to be 8. To understand the polytope \( P \), we wish to find its vertices. These will be boxes that satisfy all of the constraints and saturates a sufficient number of the positivity constraints to be uniquely determined. In the next subsection, we present an argument that allows us to find all the vertices of the two-input \( d \)-output polytope. Here we simply state the results for the simple two-input two-output case.

We find that there are 24 vertices, which may be divided into two classes, those corresponding to local boxes and those corresponding to non-local boxes. Local vertices are simply the local deterministic boxes, which assign a definite value to each of Alice’s and Bob’s inputs. There are thus 16 local vertices, which can be expressed as

\[
p_{ab|xy} = \begin{cases} 
1 & : \quad a = \alpha x \oplus \beta, \\
0 & : \quad \text{otherwise,}
\end{cases} \quad (6)
\]

where \( \alpha, \beta, \gamma, \delta \in \{0, 1\} \). Here and throughout, \( \oplus \) denotes addition modulo 2.

The 8 non-local vertices may be expressed compactly as

\[
p_{ab|xy} = \begin{cases} 
1/2 & : \quad a \oplus b = x.y \oplus \alpha x \oplus \beta y \oplus \gamma \\
0 & : \quad \text{otherwise,}
\end{cases} \quad (7)
\]

where \( \alpha, \beta, \gamma \in \{0, 1\} \). We will refer to these boxes as Popescu-Rohrlich (PR) boxes.

By using reversible local operations Alice and Bob can convert any vertex in one class into any other vertex within the same class. There are two types of reversible local operations. Alice may relabel her inputs, \( x \rightarrow x \oplus 1 \), and she may relabel her outputs (conditionally on the input), \( a \rightarrow a \oplus \alpha x \oplus \beta \). Bob can perform similar operations. Thus up to local reversible transformations, each local vertex is equivalent to the vertex setting \( \alpha = 0, \beta = 0, \gamma = 0, \delta = 0 \), i.e.

\[
p_{ab|xy} = \begin{cases} 
1 & : \quad a = 0 \text{ and } b = 0 \\
0 & : \quad \text{otherwise.}
\end{cases} \quad (8)
\]

Each non-local vertex is equivalent to

\[
p_{ab|xy} = \begin{cases} 
1/2 & : \quad a \oplus b = x.y \\
0 & : \quad \text{otherwise.}
\end{cases} \quad (9)
\]
We note that if we allow irreversible transformations on the outputs we may convert any non-local vertex into a local vertex.

For the case of two inputs and two outputs, it is well known that the only non-trivial facets of the local polytope $\mathcal{L}$ correspond to the CHSH inequalities. There is an important connection between the CHSH inequalities and the non-local vertices of $\mathcal{P}$. In order to explain this, we first recall explicitly the CHSH inequalities. Let $\langle ij \rangle$ be defined by

$$
\langle ij \rangle = \sum_{a,b=0}^1 (-1)^{a+b} p_{ab|x=i,y=j}.
$$

Then the non-trivial facets of $\mathcal{L}$ are equivalent to the following inequalities.

$$
B_{\alpha,\beta,\gamma} = (-1)^{\gamma} \langle 00 \rangle + (-1)^{\beta+\gamma} \langle 01 \rangle + (-1)^{\alpha+\gamma} \langle 10 \rangle + (-1)^{\alpha+\beta+\gamma+1} \langle 11 \rangle \leq 2,
$$

where $\alpha, \beta, \gamma \in \{0, 1\}$. For each of the 8 Bell expressions $B_{\alpha,\beta,\gamma}$, the algebraic maximum is $B_{\alpha,\beta,\gamma} = 4$. We find that for each choice of $\alpha, \beta, \gamma$ the correlations defined by Eq. 4 return a value for the corresponding Bell expression of $B_{\alpha,\beta,\gamma} = 4$. Thus there is a one-to-one correspondence between the non-local vertices of $\mathcal{P}$ and the non-trivial facets of $\mathcal{L}$, with each vertex violating the corresponding CHSH inequality up to the algebraic maximum. These extremal correlations describe in a compact way the logical contradiction in the CHSH inequalities.

2. $d$ outputs

We now generalize the results of the preceding section. Again we have two parties, Alice and Bob, who choose from two inputs $x$ and $y \in \{0, 1\}$ and receive outputs $a$ and $b$ with a joint probability $p_{ab|x,y}$. We denote the number of distinct outputs associated with inputs $x$ and $y$ by $d^A_x$ and $d^B_y$. If Alice’s input is $x$, for example, then $a \in \{0, \ldots, d^A_x - 1\}$.

**Theorem 1** The non-local vertices of $\mathcal{P}$ for two input settings and $d^A_x$ and $d^B_y$ outputs are equivalent under reversible local relabelling to

$$
p_{ab|x,y} = \begin{cases} 
1/k : & (b-a) \mod k = x \land y \\
0 : & \text{otherwise},
\end{cases}
$$

for each $k \in \{2, \ldots, \min_{x,y}(d^A_x, d^B_y)\}$.

We note that the case $d^A_x = d^B_y = 2$ gives the PR correlations we found previously. If $d^A_x = d^B_y = k = d$ then the vertex violates the $d$-dimensional generalization of the CHSH inequality up to its algebraic maximum. We call such a box a $d$-box (a more complete name would specify that the number of parties and the number of inputs per party are each two, but this simple name will do for our purposes).

**Proof of Theorem 1** A probability table $p_{ab|x,y}$ is a vertex of $\mathcal{P}$ if and only if it is the unique solution of Eqs. 1, 2, 3 and 4 with $\text{dim}(\mathcal{P})$ of the positivity inequalities replaced with equalities.

It will be useful to distinguish two kinds of extremal points: partial-output vertices and full-output vertices. Partial-output vertices are vertices for which at least one of the $p_{a|x} = 0$ or $p_{b|y} = 0$. They can be identified with vertices of polytopes $\mathcal{P}'$ with fewer possible outputs: $d^A_x < d^A_x$ or $d^B_y < d^B_y$. Conversely, the vertices of a polytope $\mathcal{P}'$, with $d^A_x < d^A_x$ or $d^B_y < d^B_y$ can be extended to vertices of $\mathcal{P}$ by mapping the outcomes of $x'$ and $y'$ to a subset of the outcomes of $x$ and $y$, and by assigning a zero probability $p_{a|x} = 0$ and $p_{b|y} = 0$ to extra outcomes. Full-output vertices are vertices for which all $p_{a|x} \neq 0$ and $p_{b|y} \neq 0$, i.e., for which all outputs contribute non-trivially to $p_{ab|x,y}$. Thus the extremal points of a given two-settings polytope consist of the full-output vertices of that polytope and, by iteration, of all the full-output vertices of two-settings polytopes with fewer outcomes. Hence in the following, we need construct only the full-output vertices for a polytope characterized by $d^A_x$ and $d^B_y$.

The joint probabilities $p_{ab|x,y}$ form a table of $d^A_x d^B_y$ entries. These are not all independent because of the normalization and no-signalling conditions. There are 4 normalization equalities expressed by Eq. 4 and $\sum_x d^A_x + \sum_y d^B_y$ no-signalling equalities expressed by Eqs. 3 and 4. But for each value of $x$, the no-signalling condition for one of Alice’s outputs can be deduced from the conditions of normalization and no-signalling for the $d^A_x - 1$ other outputs. A similar argument applies for each value of $y$ and Bob’s outputs. Hence Eqs. 4, 3 and 1 form a set of only $4 + \sum_x (d^A_x - 1) + \sum_y (d^B_y - 1) = \sum_x (d^A_x) + \sum_y (d^B_y)$ linearly independent equations. The dimension of the no-signalling polytope is thus

$$
\text{dim}(\mathcal{P}) = \sum_{x,y=0}^1 d^A_x d^B_y - \sum_{x=0}^1 d^A_x - \sum_{y=0}^1 d^B_y.
$$

This is the number of entries in the table $p_{ab|x,y}$ that must be set to zero to obtain a vertex. Moreover, to obtain a full-output vertex, these must be chosen so that neither $p_{a|x} = 0$ nor $p_{b|y} = 0$. If we fix a particular pair of inputs $(x, y)$, then no more than $d^A_x d^B_y - \text{max}(d^A_x, d^B_y)$ probabilities may be set to zero, otherwise there will be fewer than $\text{max}(d^A_x, d^B_y)$ probabilities $p_{ab|x,y} > 0$, and thus one of Alice’s or one of Bob’s outcomes will not be output for these values of $x$ and $y$. Because of the no-signalling conditions it will not be output for the other possible pairs of inputs, so the vertex will be a partial-output one. Overall, the maximal number of allowed zero entries for a full-output vertex is

$$
Z = \sum_{x,y} (d^A_x d^B_y - \text{max}(d^A_x, d^B_y)).
$$
Such a vertex is thus possible if dim(\(\mathcal{P}\)) \(\leq\) \(Z\), or
\[
\sum_{x=0}^{1} d^A_x + \sum_{y=0}^{1} d^B_y \geq \sum_{x,y=0}^{1} \max(d^A_x, d^B_y).
\]
(15)

This condition is fulfilled (with equality) only for \(d^A_x = d^B_y = d\), \(\forall x,y \in \{0,1\}\).

We can thus restrict our analysis to \(d\)-outcome polytopes. The extremal points of more general ones, where \(d^A_x \neq d^B_y\), will be the full-output extremal points of \(d\)-outcome polytopes for \(d = 2, \ldots, \min_{x,y}(d^A_x, d^B_y)\).

Using \(d^A_x = d^B_y = d\), \(\forall x,y \in \{0,1\}\) in the discussion before Eq. (14), it follows that the dimension of a \(d\)-outcome polytope is \(4d(d-1)\) and that for a given pair of inputs exactly \(d(d-1)\) probabilities must be assigned the value zero, or equivalently that \(d\) probabilities must be > 0. We can therefore write the probabilities as
\[
\begin{align*}
p_{ab|XY} & \begin{cases} > 0 & \text{if } f = f_{XY}(a) \\
0 & \text{otherwise,}
\end{cases} \\
& \begin{cases} > 0 & \text{if } (b-a) \text{ mod } d = 0 \\
0 & \text{otherwise,}
\end{cases}
\end{align*}
\]
(16)

where \(f_{XY}(a)\) is a permutation of the \(d\) outcomes. Indeed, if \(f_{XY}(a)\) is not a permutation, then at least one of Bob's outcomes will not be output.

We can relabel Alice's outcomes for \(x = 0\) so that \(f_{01}(a) = a\), we can relabel those of Bob for \(y = 0\) so that \(f_{00}(a) = a\) and finally those of Alice for \(x = 1\) to have \(f_{10}(a) = a\). In other words,
\[
\begin{align*}
p_{ab|XY} & \begin{cases} > 0 & \text{if } (b-a) \text{ mod } d = 0 \\
0 & \text{otherwise,}
\end{cases}
\begin{cases} > 0 & \text{if } (b-a) \text{ mod } d = 0 \\
0 & \text{otherwise,}
\end{cases}
\end{align*}
\]
(17)

for \((x,y) \in \{(0,0), (0,1), (1,0)\}\). It remains to determine \(f_{11}\). It must be chosen so that the probability table \(p_{ab|XY}\) is uniquely determined, i.e., so that specific values are assigned to the probabilities different from zero. In fact, it is easy to show that this can only be the case if the permutation \(f_{11}\) is of order \(d\), i.e., \(f_{11}^{k}(a) = a\) only for \(k = 0 \text{ mod } d\).

The only remaining freedom in the relabelling of the outcomes so that property (17) is conserved, is to relabel simultaneously the outputs for all four possible inputs. We can relabel them globally so that \(f_{11}(a) = (a+1) \text{ mod } d\). This implies that \(p_{a|11} = 1/d\) if \((b-a) \text{ mod } d = 1\). This completes the proof. \(\square\)

### C. Resource conversions

In the preceding section we found all the vertices of the no-signalling polytope for bipartite, two-input boxes. As described in the introduction, the ethos adopted in this work is that boxes (in particular, non-local boxes) can be regarded as an information theoretic resource, and investigated as such. Useful comparisons can be drawn with other information theoretic resources, including shared random data [18], shared secret data [19, 20], and entanglement [21]. In each case, there is a convex set of possible states and a notion of interconversion between different states. There is also a notion of interconversion between different resources. Each resource is useful for some task(s) and can be quantified via some measure(s). Some of this is illustrated in Table I. Note that the quantitative measures given are not the only possibilities. Note also that even if the given measure vanishes, a useful resource may still be present. Thus uncorrelated random variables can still be useful (as local randomness), as can separable quantum states (for various things), as can local boxes (as local or shared randomness).

In light of this, it is natural to ask, what interconversions between boxes are possible, and what would be a good measure of the non-locality of a box? To the second question, several answers suggest themselves, such as the amount of classical communication needed to simulate the box (given that the only other resource is shared random data), and the degree of violation of Bell inequalities [22]. In this work, however, we concentrate on the first question - partly because it is independently interesting, and partly because understanding of possible interconversions is a prerequisite for a good understanding of quantitative measures.

The problem that we consider, then, is whether one can simulate one type of box, using one or more copies of another type as a resource. Local operations such as relabelling are of course allowed. As non-locality is the resource that we have in mind, it is also natural to allow the parties free access to local boxes (i.e., to local and shared randomness). We note, however, that neither local nor shared randomness can help if the box to be simulated is a vertex [22], thus none of the protocols we describe below make use of this. We make the assumption that communication between the parties is not allowed.

In general, outputs for one box can be used as inputs for another box. This allows non-trivial protocols to be constructed. As an interesting logical possibility, we note that the temporal order in which each party uses the boxes need not be the same, and that this allows loops to be constructed that would be ill-defined if it were not for the no-signalling condition. (Thus if signalling boxes were to be considered, our stipulation that outputs are obtained immediately after inputs would have to be altered.) Such a loop is illustrated in Fig. 2. In all of the protocols presented below, however, the parties use the boxes in the same temporal order.

In the following, we will describe three simple exam-
result: it is not in general possible to go high precision. In addition, we will describe a negative supply of and so on. We see that the condition satisfied by a non-locality \[33\].

They can be characterized by a single numerical measure that in our context, it is inappropriate to suppose that they should hold even if transformations need only be reversible. We believe a similar procedure should be defined for Alice, using the d-box and they wish to simulate one d-box. Call the outputs for the protocol is then \(a = a \mod d\).

Bob. Bob inputs \(y\) into the \(dd'\)-box, obtaining an output \(\beta\). His output for the protocol is \(b = \beta \mod d\).

Again, it is not difficult to check that \((b - a) \mod d = xy\), and that the correct probabilities are reproduced.

Now we show how \(n\) d-boxes can be used to simulate a \(d'\)-box to arbitrarily high precision. This is done using a combination of Protocols 1 and 2.

Protocol 3: \(n\) d-boxes \(\rightarrow\) 1 \(d'\)-box
Alice and Bob begin by using the \(n\) d-boxes to simulate a \(d^n\)-box, as per Protocol 1. Call the outputs for the \(d^n\)-box \(a\) and \(\beta\). They satisfy \((\beta - a) \mod d^n = xy\).

Alice and Bob now use Protocol 2 to obtain something close to a \(d'\)-box: the final outputs are \(a = a \mod d'\) and \(b = \beta \mod d'\).

If \(d^n = kd'\) for some positive integer \(k\), this protocol works exactly. Otherwise, one can calculate the errors resulting in Protocol 3. Denote by \(k\) the largest integer such that \(kd' \leq d^n\). Now we have that if \(x = 0\) or \(y = 0\), then \((b - a) \mod d' = 0\) as required. However, the probabilities are skewed by an amount \(\propto 1/k \approx d'/d^n\). If \(x = y = 1\), then the probabilities are skewed in a similar manner. But in addition we have that if \(b = d^n - 1\), then \((b - a) \mod d' = 1\) is not satisfied with probability \(1/d^n\). The important thing...
here is that all errors tend to zero exponentially fast as $n$ becomes large.

We have seen several examples of how interconversions between non-local extremal boxes are possible using only local operations. It is also interesting to consider how boxes may be simulated using only classical communication (CC) and shared random data (SR), i.e., without other boxes. For example, we can see that one $d$-box may be simulated with one bit of 1-way communication and $\log_2 d$ bits of shared randomness.

**Protocol 4:** 1 bit CC and $\log_2 d$ bits SR $\rightarrow$ 1 $d$-box

Alice and Bob share a random variable $\alpha \in \{0, \ldots, d - 1\}$, where $\alpha$ takes all its possible values with equal probability $1/d$.

$\text{Alice.}$ Alice sends her input $x$ to Bob and outputs $a = \alpha$.

$\text{Bob.}$ Bob, knowing $a$, outputs $b = (a + x \cdot Y) \mod d$.

This protocol is optimal regarding the amount of 1-way communication exchanged. This is a consequence of the following lemma, which places a lower bound on the amount of communication needed to simulate boxes. The lemma is used in the proof of Theorem 2, our final main result for this section.

**Lemma 1** The simulation of $n$ $d$-boxes using 1-way communication requires at least $n$ bits of communication if shared randomness is available, and $n + n \log_2 d$ bits without shared randomness.

**Proof.** Note that this bound can be achieved using Protocol 4 for each of the $n$ boxes, replacing if necessary $n \log_2 d$ bits of shared randomness by $n \log_2 d$ bits of communication from Alice to Bob.

Let us show that this amount of communication is necessary. Suppose first that both parties have access to shared random data and that communication is allowed from Alice to Bob. Bob’s output is $b = b(Y, C, r)$ where $Y = y_1 \ldots y_n$ are the joint inputs for Bob, $C$ is the communication and $r$ the shared data. Note simply that for Alice, there are $2^n$ possible joint inputs into $n$ $d$-boxes. If Alice is sending fewer than $n$ bits, there will be at least one pair of joint inputs for which her communication is the same. Call them $X_1$ and $X_2$. A careful examination of the definition of a $d$-box reveals that there will be at least one joint input of Bob’s into the $n$ boxes such that his output must be different according to whether Alice’s input was $X_1$ or $X_2$. Thus $n$ bits of communication are not sufficient.

If Alice and Bob do not have access to shared randomness, then Bob’s output is of the form $b = b(Y, C)$. The proof then follows by an argument similar to the one used above, noting that for Alice there are $2^n + n \log_2 d$ possible joint input-output pairs $(X, A)$.

These types of considerations will help us to establish the final result of this section.

**Theorem 2** It is in general impossible, using local reversible operations, exactly to transform $n$ $d$-boxes into $m$ $d'$-boxes.

The theorem follows from the following two lemmas.

**Lemma 2** Using $n$ $d$-boxes, Alice and Bob can exactly simulate at most $n$ $d'$-boxes, for $d \geq d'$.

**Lemma 3** Using $n$ $d'$-boxes, Alice and Bob can exactly simulate at most $n(1 + \log_2 d')/(1 + \log_2 d) < n$ $d$-boxes for $d' \leq d$.

**Proof.** We prove Lemma 2 as follows. We know that we can simulate $n$ $d$-boxes with $n \log d$ bits of communication and $n \log d$ bits of shared randomness. Suppose that there were a protocol using only local operations that could convert $n$ $d$-boxes into $N$ $d'$-boxes, for some $d' \leq d$, where $N > n$. Then, by combining the simulation of the $d$-boxes with the protocol for their conversion, we would have constructed a protocol for simulating $N$ $d'$-boxes using only $n$ bits of communication, in contradiction with Lemma 1. The proof of Lemma 3 is very similar. Note that we can simulate $n$ $d'$-boxes with $n + N \log_2 d'$ bits of classical communication and no shared randomness. Suppose that there were a protocol that converts $n$ $d'$-boxes into $N$ $d$-boxes, for some $d' \geq d$, where $N > n(1 + \log_2 d')/(1 + \log_2 d)$. As argued above, it follows from the fact that $d$-boxes are vertices that this protocol would not need any additional shared randomness. Then we would have constructed a protocol for simulating $N$ $d$-boxes using only $n + n \log_2 d'$ bits of communication and no shared randomness, again in contradiction with Lemma 1.

### III. THREE PARTY CORRELATIONS

#### A. Definitions

In this section, we generalize the considerations of the previous sections to consider tripartite correlations. As before, we consider that correlations are produced by a black box with specified inputs and outputs, but now the box is assumed to be shared between three separated parties, $A$, $B$ and $C$.

**The no-signalling polytope.** A box is defined by joint probability distributions $p_{abc|XYZ}$, which satisfy positivity,

$$p_{abc|XYZ} \geq 0 \quad \forall \, a, b, c, x, y, z \quad (19)$$

normalization,

$$\sum_{a,b,c} p_{abc|XYZ} = 1 \quad \forall \, x, y, z \quad (20)$$

and no-signalling. With three parties it is possible to imagine various types of communication, and correspondingly there are different types of no-signalling conditions.
Obviously we require that $A$ cannot signal to $B$ or $C$ (and cyclic permutations). We should also, however, require the stronger condition that if the systems $B$ and $C$ are combined, then $A$ cannot signal to the resulting composite system $BC$. This is expressed by

$$
\sum_a p_{abc|x,y,z} = \sum_a p_{abc|x',y,z} \quad \forall b, c, y, z, x, x',
$$

(21)

where, again, we include cyclic permutations. Finally, note that if systems $A$ and $B$ are combined, the resulting composite system $AB$ should not be able to signal to $C$. This type of condition does not require a separate statement, however, as it already follows from Eq. (21). Indeed, using the fact that $A$ cannot signal to $BC$ and that $B$ cannot signal to $AC$, we deduce

$$
\sum_{a,b} p_{abc|x,y,z} = \sum_{a,b} p_{abc|x',y,z} \quad \forall b, c, x, x', y, z
$$

(22)

which is the condition that $AB$ cannot signal to $C$. Hence the only conditions we need to impose on a tripartite box are those of Eqs. (19), (20) and (21). The set of boxes satisfying these conditions is the polytope $P$. 

Locality conditions. In the tripartite case, as well as different types of no-signalling condition, there are different types of locality condition. First, a box is fully local if the probabilities can be written in the form

$$
p_{abc|xyz} = \sum_{\lambda} p_{\lambda} p_{a|x}(\lambda) p_{b|y}(\lambda) p_{c|z}(\lambda).
$$

(23)

The set of such boxes is a convex polytope denoted $L$. Second, we say that a box is two-way local if either there exists a bi-partition of the parties, say $AB$ versus $C$, such that the composite system $AB$ is local versus $C$, or if the box can be written as a convex combination of such boxes, i.e.,

$$
p_{abc|xyz} = p_{12} \sum_{\lambda_{12}} p_{\lambda_{12}} p_{ab|x}(\lambda_{12}) p_{c|z}(\lambda_{12}) + p_{13} \sum_{\lambda_{13}} p_{\lambda_{13}} p_{ac|x}(\lambda_{13}) p_{b|y}(\lambda_{13}) + p_{23} \sum_{\lambda_{23}} p_{\lambda_{23}} p_{bc|y}(\lambda_{23}) p_{a|x}(\lambda_{23}),
$$

(24)

where $p_{12} + p_{23} + p_{13} = 1$. The set of such boxes is again a convex polytope, denoted $L2$. Finally, any box that cannot be written in this form describes genuine three-way non-locality. We have that $L \subset L2 \subset P$ and also that $L \subset Q \subset P$.

In the following, we restrict our attention to the case $a, b, c, x, y, z \in \{0, 1\}$. We find the vertices of the polytope $P$ and point out some connections with three-party Bell-type inequalities. Finally we consider some examples of interconversions, in particular of how to construct tripartite boxes using PR boxes as a resource.

B. Two inputs and two outputs

For the tripartite boxes with two inputs and two outputs per observer, Eq. (21) expresses 8 normalization constraints, and Eq. (22) expresses $3 \times 12 = 36$ no-signalling constraints. However, as in the bipartite case, there is also some further redundancy; there turn out to be 28 independent constraints. Therefore the dimension of this polytope is $dim P = 2^6 - 38 = 26$.

Finding the vertices of a polytope given its facets is the so-called “vertex enumeration problem” for which several algorithms are available, although they are efficient only for low dimensional problems. We determined the extreme points of our three-party polytope, both with $Porto$ and $cdd$. It turns out that there are 46 classes of vertices, where vertices within one class are equivalent under local relabelling and permutations of the parties. These 46 classes of extreme points can be divided into three categories: local, two-way local and three-way non-local.

Local vertices. This category contains boxes for which $A$‘s, $B$‘s and $C$‘s outputs are all deterministic. They all belong to the same class under reversible local operations, a representative of which is:

$$
p_{abc|xyz} = \begin{cases} 
1 & : a = 0, b = 0, c = 0 \\
0 & : \text{otherwise}.
\end{cases}
$$

(25)

Two-way local vertices. In view of the preceding discussion for bipartite correlations, there is only one class of extremal two-way local correlations that are not fully local. This is because if a box is a vertex, there can be only one term in the decomposition on the right hand side of Eq. (24). Then it follows from Theorem 1 that this term must describe a PR box shared between two parties, along with a deterministic outcome for the third party. Thus any box of this type is equivalent under local relabellings and permutations of parties to

$$
p_{abc|xyz} = \begin{cases} 
1/2 & : a \oplus b = x, y \text{ and } c = 0 \\
0 & : \text{otherwise}.
\end{cases}
$$

(26)

Three-way non-local vertices. This category contains genuine three-party non-local extremal correlations. It is much more complex than the two above, since it comprises 44 different classes of vertices. Out of these, we mention 3 classes of particular interest. The first class can be expressed as

$$
p_{abc|xyz} = \begin{cases} 
1/4 & : a \oplus b \oplus c = x, y \oplus x, z \\
0 & : \text{otherwise}.
\end{cases}
$$

(27)

If we imagine that $B$ and $C$ form a composite system with input $y \oplus z$ and output $b \oplus c$, then this is a PR box shared between $A$ and $BC$. We refer to them as ‘$X(Y+Z)$’ boxes.
Correlations in the second class are equivalent to
\[
p_{abc|xyz} = \begin{cases} 
1/4 & : a \oplus b \oplus c \\
= x.y + y.z + x.z & \\
0 & : \text{otherwise}. 
\end{cases} \tag{28}
\]

We call them “Svetlichny” correlations (for reasons explained below).

Finally, the third class contains what we call “XYZ” correlations.
\[
p_{abc|xyz} = \begin{cases} 
1/4 & : a \oplus b \oplus c = x.y.z \\
0 & : \text{otherwise}. 
\end{cases} \tag{29}
\]

The XYZ correlations are special because, as W. van Dam pointed out to us \cite{25}, they can be used to solve any three party communication complexity problem with only 1 bit broadcast by each party. He also pointed out that they have a natural generalization to n parties: \(a_1 \oplus a_2 \oplus \cdots \oplus a_n = x_1 \cdot x_2 \cdots x_n\), where \(x_i \in \{0,1\}\), is the input of party \(i\) and \(a_i \in \{0,1\}\), the output of party \(i\). These \(n\)-party correlations can be used to solve any \(n\) party communication complexity problem with 1 bit broadcast by each party. They can be constructed from a supply of PR boxes.

We conclude this section with some remarks on these correlation vertices and known multipartite Bell-type inequalities. First, each of the X(Y+Z), XYZ, and correlation vertices and known multipartite Bell-type inequalities. First, each of the X(Y+Z), XYZ, and

\[
\begin{align*}
\langle ijk \rangle &= \sum_{a,b,c} (-1)^{a+b+c} p_{a,b,c|xyz},
\end{align*}
\tag{30}
\]

then the Svetlichny inequality is
\[
M = -(000) + (001) + (011) + (101) + (110) - (111) \leq 4. \tag{31}
\]

Any local or two-way local box must satisfy this inequality. Quantum mechanically we can obtain \(M = 4\sqrt{2}\) using a Greenberger-Horne-Zeilinger (GHZ) state \cite{28} (although note that different measurements are needed from those that produce the well known GHZ paradox \cite{30}). X(Y+Z) boxes do not violate the Svetlichny inequality (although they must violate some Svetlichny-type inequality as they are three-way non-local). Svetlichny boxes give \(M = 8\), the algebraic maximum of the expression (hence their name): XYZ correlations give \(M = 6\).

From the fact that some quantum states violate the Svetlichny inequality, we can conclude that in the two-input two-output case, \(QL \not\subset \mathcal{L}^2\). From the fact that bipartite correlations can be more non-local than quantum mechanics allows, we can also conclude that \(\mathcal{L}^2 \not\subset Q\).

### C. Simulating tripartite boxes

We consider how we may simulate some of these tripartite boxes, using a supply of PR boxes as a resource. We will give three examples, showing how to simulate an X(Y+Z) box with two PR boxes, a Svetlichny box with three PR boxes, and an XYZ box with three PR boxes.

First, suppose that two PR boxes are shared, with box 1 between Alice and Bob and box 2 between Alice and Charles. The following protocol shows how the three observers may simulate one X(Y+Z) box (see Fig. 4).

**Protocol 5: 2 PR boxes \(\rightarrow 1\) X(Y+Z) box**

**Alice.** Alice inputs \(x\) into box 1 and box 2, obtaining outputs \(a_1\) and \(a_2\). She then outputs \(a = a_1 \oplus a_2\).

**Bob.** Bob inputs \(y\) into box 1, obtaining output \(b\).

**Charles.** Charles inputs \(z\) into box 2 obtaining output \(c\).

The protocol works because
\[
a \oplus b \oplus c = a_1 \oplus a_2 \oplus b \oplus c = x.y \oplus x.z. \tag{32}
\]

Suppose now that three PR boxes are shared, with box 1 between Alice and Bob, box 2 between Alice and Charles, and box 3 between Bob and Charles. Protocol 6 (summarized in Fig. 5) allows them to simulate one Svetlichny box.

**Protocol 6: 3 PR boxes \(\rightarrow 1\) Svetlichny box**

**Alice.** Alice inputs \(x\) into both box 1 and box 2,
obtaining \( a_1 \) and \( a_2 \). Her final output is \( a = a_1 \oplus a_2 \).

Bob. Bob inputs \( y \) into both box 1 and box 3, obtaining \( b_1 \) and \( b_3 \). His final output is \( b = b_1 \oplus b_3 \).

Charles. Charles inputs \( z \) into both box 2 and box 3, obtaining \( c_2 \) and \( c_3 \). His final output is \( c = c_2 \oplus c_3 \).

This works because
\[
a \oplus b \oplus c = a_1 \oplus b_1 \oplus b_3 \oplus c_3 \oplus a_2 \oplus c_2 = x.y \oplus y.z \oplus x.z.
\]

Protocol 7 (summarized in Fig. 6) shows how to simulate one XYZ box using three PR boxes.

**Protocol 7: 3 PR boxes \( \rightarrow 1 \) XYZ box**

Alice. Alice inputs \( x \) into box 1, obtaining an output \( a_1 \). She then inputs \( a_1 \) into box 2, obtaining output \( a_2 \). Alice’s output for the protocol is \( a = a_2 \).

Bob. Bob inputs \( y \) into box 1, obtaining an output \( b_1 \). He then inputs \( b_1 \) into box 3, obtaining output \( b_3 \). Bob’s output for the protocol is \( b = b_3 \).

Charles. Charles inputs \( z \) into both boxes 2 and 3, obtaining outputs \( c_2 \) and \( c_3 \). Charles’ output for the protocol is \( c = c_2 \oplus c_3 \).

The protocol works because
\[
a \oplus b \oplus c = a_2 \oplus b_3 \oplus c_2 \oplus c_3 = z.a_1 \oplus z.b_1 = x.y.z.
\]

Finally, we note that it is of course possible to perform conversions among tripartite boxes. For example, it is easy to see how to make one Svetlichny box using two XYZ boxes. The protocol is obvious once it is realized that a Svetlichny box is locally equivalent to a box defined by Eq. (25) with \( x.y \oplus y.z \oplus x.z \) on the right hand side replaced by \( x.y.z \oplus (1 \oplus x)(1 \oplus y)(1 \oplus z) \). We omit the details.

D. Non-locality and the environment

Suppose that we have some three party no-signalling distribution \( p_{abc|XYZ} \) with parties \( A, B \) and \( E \). We will show that if the reduced probability distribution \( p_{ab|xY} = \sum_c p_{abe|XYZ} \) is a vertex of the bipartite no-signalling polytope, then the composite system \( AB \) is local versus \( E \). This is analogous to the result that pure quantum states cannot be entangled with a third party or the environment. It means that extremal non-local correlations cannot be correlated to any other system. (Note that this raises interesting new possibilities for cryptography. These are investigated in Ref. [31].)

By Bayes’ theorem
\[
p_{abc|XYZ} = p_{ab|XYZE} p_{c|XYZE} = p_{ab|XYZE} p_{c|E} \quad \forall E
\]

where we have used the fact that \( AB \) cannot signal to \( E \) to deduce the second equality. The condition that \( E \) cannot signal to \( AB \) implies
\[
p_{ab|xy} = \sum_c p_{abc|XYZ} \quad \forall E
\]

For each value \( E \), the last equality provides a convex decomposition of \( p_{ab|xy} \) in terms of non-signalling correlations, with \( E \) playing the role of the shared randomness. Since we supposed that \( p_{ab|xy} \) is extremal, this decomposition is unique and \( p_{ab|xy} = p_{ab|xy} \forall E \). We then deduce
\[
p_{abc|XYZ} = p_{ab|xy} p_{c|E},
\]

i.e., that \( AB \) is uncorrelated with \( E \).

A natural question that we leave as an open problem is whether the converse is true: if \( p_{ab|xy} \) is in the interior of the no-signalling polytope, is it always possible to extend it to a tripartite distribution \( p_{abc|XYZ} \) such that \( AB \) is non-local versus \( E \)? (It is always possible, if \( p_{ab|xy} \) is not a vertex, to write it as \( p_{ab|xy} = \sum_c p_{abe|XYZ} \), where \( E \) takes the single value \( E = 0 \). One can also require that \( E \) take several values, in such a way that \( p_{abc|XYZ} \) is non-signalling. What is non-trivial is the requirement that \( p_{abc|XYZ} \) is non-local in the partition \( AB \) versus \( E \). We do not know if this is possible in general.)

IV. DISCUSSION AND OPEN QUESTIONS

In conclusion, we have defined non-signalling correlation boxes and investigated their potential as an information theoretic resource. Once the structure of the set of such boxes is understood as a convex polytope, it is clear that there are analogies with other information theoretic resources, in particular the resource of shared quantum states (with non-locality taking the place of entanglement). With this in mind, we have shown how various interconversions between boxes are possible. The set of multipartite boxes in particular appears very rich. Finally, we furthered the analogy with quantum states by demonstrating how non-locality is monogamous, in much the same way that entanglement is monogamous. We finish with some open questions.
Non-local vertices and Bell inequalities. We saw in Sec. 115 that for the two-settings two-outcomes polytope there is a one-to-one correspondence between extremal non-local correlations and facet Bell inequalities (non-trivial facets of the local polytope). One might wonder whether this one-to-one correspondence holds in general. It appears, however, that for more complicated situations, involving more possible inputs or outputs, it does not. It would be interesting to investigate what is the precise relation between non-local vertices and facet Bell inequalities. This might help understand further the geometrical structure of non-local correlations.

Other vertices. We have given a complete characterization of two-inputs extremal non-local boxes in the bipartite case and presented some examples in the tripartite case. In general, one might also consider extremal boxes involving more inputs, more outcomes or more parties.

For instance, a natural way to generate more complex boxes is by taking products of simpler ones. Suppose Alice and Bob have access to two boxes \( p_{a_0b_0|x_0y_0}^0 \) and \( p_{a_1b_1|x_1y_1}^1 \), where for simplicity we consider that there are \( M \) possible inputs and \( d \) possible outputs for each box. If Alice inputs \( x_0 \) and \( x_1 \) in each of the two boxes and outputs \( a = d a_1 + a_0 \) and similarly for Bob, they have now produced a non-local box with \( M^2 \) inputs and \( d^2 \) outputs \( p_{a_0b_0|x_0y_0} = p_{a_0b_0|x_0y_0}^0 \cdot p_{a_1b_1|x_1y_1}^1 \), where \( x = M x_1 + x_0 \) and similarly for \( y \). If the two original boxes were extremal for the \( (M, d) \) polytope will the product be extremal for the \( (M^2, d^2) \) polytope? In the case of quantum states, the analogous result of course holds - a product of two pure states is itself a pure state. We have been able to show that in the case of boxes, the result holds provided that we restrict to extremal boxes with the following property: the output of one party is uniquely determined when the two inputs and the other party’s output are specified. This is true for all the vertices presented in this paper. Plausibly it is true for all vertices, but this is not proven.

Interconversions. We have so far been able to achieve only a limited set of interconversions between extremal boxes. This is especially true for the three party case, where there are 46 classes of vertices and we have investigated only 5 of these. Understanding what kinds of interconversions between extremal boxes are possible is necessary to appraise their relative power as an information-theoretic resource.

The motivation is also to answer the general question of whether there exist inequivalent types of non-local correlations. Note for instance that the three-way non-local correlations of Eqs. 27, 28 and 29 cannot be reduced to two-way non-local ones using only local operations. This follows from the fact that the outcomes for two out of the three parties are totally independent of one another (unless the outcome of the third party is communicated to them). In this sense genuinely tripartite extremal correlations and bipartite extremal correlations belong to inequivalent classes. Are there inequivalent classes of bipartite extremal correlations? In other words, are there two bipartite extremal boxes, such that one cannot simulate the other even approximately, no matter how many copies are available?

Another problem is whether all bipartite and multipartite correlations can be constructed using PR boxes, as is the case for all the extremal boxes presented in this paper (and thus also for probabilistic mixtures of them). PR boxes could then be viewed as the unit of non-local correlation, in analogy with the bit, qubit and ebit, which are the units of classical and quantum information theoretic resources.

Interior points. We have only considered conversions between extremal probability distributions. It would be interesting to consider the interior points of the polytope, which comprise quantum correlations. In particular we would like to find out if distillation of such mixed correlations is possible, i.e., if given a number of copies of a mixed box we can by local operations obtain some number of extremal boxes. Note that Cirel’son’s bound [15] shows that the quantum correlations \( Q \) are a proper subset of the set of all non-signalling correlations \( P \). Thus it is impossible to distill correlations in \( Q \) to extremal correlations. But apart from this, we do not know of any constraint on possible distillation of non-local correlations.

Finally, one could consider distillation in a new context, where we allow some communication between the parties but account for it at the end of the protocol (as noted above, an analogous approach was considered in Ref. 18 in the context of classical distillation of shared randomness). Alternatively, following Ref. 20, one could introduce a new element, that of secrecy. Suppose that inputs and outputs are considered to be secret, and that Alice and Bob have a supply of noisy (that is non-extremal) boxes. Can Alice and Bob distill a supply of extremal boxes, whose inputs and outputs are also secret, via public communication?

As we outlined in the introduction, non-local extremal correlations can be a very powerful resource for communication complexity problems. This will also be the case for correlations that can be distilled to these with no or little communication. On the other hand, Cirel’son’s bound and results in communication complexity [10] put limits on the power of quantum mechanics as a resource in distributed tasks. A better understanding of the possible interconversions between non-local correlations might bring an information theoretic explanation of these limitations.
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[32] This is easy to see. For each value of the local or shared randomness, one can write down the box that is simulated, conditioned on that value occurring. The box simulated by the overall protocol is then the average of these conditional boxes, with the average taken over the possible values of the randomness. But if this box is a vertex, then each of the conditional boxes must be the same vertex, and the protocol could have been carried out without the randomness.
[33] Similar considerations apply to the other resources we have mentioned. In the case of entanglement, for example, reversible interconversions are not in general possible for mixed states, thus there is no unique measure of entanglement for mixed states. In the case of shared random data, interconversions by local operations are rather limited and provide no very meaningful measure of shared randomness. However, if one expands the set of operations that Alice and Bob are allowed, then the picture changes. Thus in the case of shared random data, allowing that Alice and Bob can communicate classically, while demanding that the communication must be subtracted at the end, gives an operational meaning to the mutual information. Inspired by this, it may be interesting to consider conversions between boxes, with classical communication allowed but subtracted at the end, or indeed conversions between entangled quantum states with quantum communication allowed but subtracted at the end. We do not pursue these questions here.