All-sky component separation in the presence of anisotropic noise and dust temperature variations
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ABSTRACT

We present an extension of the harmonic-space maximum-entropy component separation method (MEM) for multi-frequency CMB observations that allows one to perform the separation with more plausible assumptions about the receiver noise and foreground astrophysical components. Component separation is considered in the presence of spatially-varying noise variance and spectral properties of the foreground components. It is shown that, if not taken properly into account, the presence of spatially-varying foreground spectra, in particular, can severely reduce the accuracy of the component separation. Nevertheless, by extending the basic method to accommodate such behaviour and the presence of anisotropic noise, we find that the accuracy of the component separation can be improved to a level comparable with previous investigations in which these effects were not present.
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1 INTRODUCTION

An important stage in the reduction of CMB anisotropy data is the separation of the astrophysical and cosmological components. Several techniques have been suggested, including blind (Baccigalupi et al. 2000, Maino et al. 2002) and non-blind (Hobson et al. 1998, Bouchet and Gispert 1999, Stolyarov et al. 2002) approaches. Non-blind methods, such as the maximum-entropy method (MEM) or Wiener filtering, allow one to use all available prior information about the components in the separation process.

A detailed description of the harmonic-space MEM approach for flat patches of the sky was described by Hobson et al. (1998), and was extended later to the sphere by Stolyarov et al. (2002; hereinafter S02). Accounting for the presence of point sources was discussed by Hobson et al. (1999) for the flat patches and point source detection on the full sky maps using Spherical Mexican Hat Wavelets (SMHW) was analyzed by Vielva et al. (2003). A joint technique using both SMHW and MEM for the flat case was investigated by Vielva et al. (2001), and for the spherical case it was described in a forthcoming paper by Stolyarov et al. (in preparation). The method has also been used to construct simulated all-sky catalogues of the thermal Sunyaev-Zel’dovich effect in galaxy clusters (Geisbüsich, Kneissl and Hobson, in preparation).

The separation tests described in previous articles were performed making some simplifying assumptions. In particular, the receiver noise was assumed uncorrelated and statistically homogeneous over the sky, which is a reasonable approximation for some scanning strategies. Another simplification concerned the foreground spectral behaviour. It was assumed that spectral parameters, such as the synchrotron spectral index and dust emission properties, were spatially-invariant. In the analysis of real data, however, one cannot simply ignore these effects, and it is very important to investigate their influence on the component separation results.

For real observations, each point in the sky is observed a different number of times depending on the scanning strategy of the instrument. In the case of simple scanning strategies, such as constant latitude scans, the spin axis stays close to the plane of the ecliptic. In this situation, pixels near the ecliptic pole are observed several times more often than those near the ecliptic plane. This uneven coverage leads to marked differences in the noise rms per pixel across the sky. We also note that intrinsic gain fluctuations in the instrument can also contribute to the variable noise rms.

Component separation using incomplete maps containing cuts (e.g. along the Galactic plane) can be considered as an extreme case of varying noise rms. One approach is to assume that the noise rms for pixels in the cut is formally infinite (or, equivalently, that they have zero statisti-
2 ANISOTROPIC NOISE AND INCOMPLETE SKY COVERAGE

Following the notation from previous articles (Hobson et al. 1998; S02), a data vector of length \( n_f \), which contains the observed temperature (or specific intensity) fluctuations at \( n_f \) observing frequencies in any given direction \( \hat{x} \), can be defined as

\[
d_{\nu}(\hat{x}) = \int_{4\pi} B_{\nu}(\hat{x} \cdot \hat{\nu}) \sum_{p=1}^{n_s} F_{\nu p} s_{\nu}(\hat{\nu}) \, d\Omega' + \epsilon_{\nu}(\hat{x})
\]

where \( F_{\nu p} \) is the frequency response matrix, \( B_{\nu} \) is the beam profile for the \( \nu \)th frequency component, \( \epsilon_{\nu}(\hat{x}) \) is the instrumental noise contribution in the \( \nu \)th channel, and \( s_{\nu}(\hat{x}) \) is the signal from \( p \)th physical component. An integration is performed over the solid angle \( \Omega \).

For observations over the whole sky and for a Gaussian (or at least circularly symmetric) beam profile at each frequency we can rewrite the previous equation in matrix notation using the spherical harmonic coefficients:

\[
d_{\ell m} = R_{\ell} a_{\ell m} + e_{\ell m},
\]

where \( d_{\ell m} \) and \( a_{\ell m} \) are column vectors containing \( n_f \), \( n_c \) and \( n_f \) complex components respectively. The response matrix \( R_{\ell} \) has dimensions \( n_f \times n_c \) and accommodates the beam smearing and the frequency scaling of the components.

We assume that the anisotropic, uncorrelated pixel noise represents a non-stationary random process in the signal domain with mean value \( \langle \epsilon_{\nu}(\hat{x}) \rangle = 0 \) and an rms that varies across the sky. This leads to correlations between different \((\ell,m)\) modes in the spherical harmonic domain. Assuming that the instrumental noise is uncorrelated between different frequency channels, we have

\[
\langle \epsilon_{\ell m}(\hat{x}) \epsilon_{\ell' m'}(\hat{x}') \rangle = N_{\ell m,\ell' m'}(\hat{x}) \delta_{\ell\ell'} \delta_{mm'},
\]

where the form of \( N_{\ell m,\ell' m'}(\hat{x}) \) is discussed in detail in Appendix A. In particular, for the case in which the instrumental noise is uncorrelated between different frequency channels, we have

\[
N_{\ell m,\ell' m'}(\nu) \equiv \Omega_{\text{pix}}^2 \sum_{p=1}^{N_{\text{pix}}} Y_{\ell m}(\hat{x}_p) Y_{\ell' m'}^*(\hat{x}_p) \sigma^2_{\nu}(\hat{x}_p),
\]

where \( \sigma^2_{\nu}(\hat{x}_p) = \langle \epsilon^2_{\nu}(\hat{x}_p) \rangle \) is the noise variance in the \( \nu \)th pixel, \( \Omega_{\text{pix}} \) is the pixel area and \( N_{\text{pix}} \) is the total number of pixels. For each frequency \( \nu \), if we define the double indices \( i \equiv \ell m \) and \( j \equiv \ell' m' \), we may consider the quantities \( \mathcal{N} \) as the components of the noise covariance matrix \( \mathcal{N}(\nu) \) in the spherical harmonic domain. It is also shown in Appendix A that the elements of the inverse of this matrix are given by

\[
\mathcal{N}^{-1}(\nu)_{\ell m,\ell' m'} = \sum_{p=1}^{N_{\text{pix}}} Y_{\ell m}(\hat{x}_p) Y_{\ell' m'}^*(\hat{x}_p) \frac{1}{\sigma^2_{\nu}(\hat{x}_p)},
\]

where, in general, the notation \([\cdots]_{ij} \) denotes the \( ij \)th element of the corresponding matrix.

Ideally, one would like to take into account the full noise covariance matrix in performing the component separation. As discussed in Stolyarov et al. (2002), however, it is not computationally feasible to determine the entire vector, \( \hat{a} \), containing the best estimate of the harmonic coefficients of the physical components, using all the elements of the data vector \( \hat{d} \) simultaneously. Instead, a ‘mode-by-mode’ approach is used, in which any a priori coupling between different \((\ell,m)\) modes is neglected. Taking the modes to be independent corresponds to assuming that the likelihood and prior probability distributions factorise, such that

\[
\Pr(\hat{d}|\hat{a}) = \prod_{\ell m} \Pr(\hat{d}_{\ell m}|\hat{a}_{\ell m}),
\]

\[
\Pr(\hat{a}) = \prod_{\ell m} \Pr(\hat{a}_{\ell m}).
\]

This offers an enormous computational advantage, since one can maximise the posterior probability...
Pr(a_{\ell m}|d_{\ell m}) \propto Pr(d_{\ell m}|a_{\ell m}) Pr(a_{\ell m}) \quad (8)

at each mode separately, where Pr(d_{\ell m}|a_{\ell m}) is the likelihood and Pr(a_{\ell m}) is an entropic prior.

The factorisation 6, together with the assumption that the instrumental noise is Gaussian, implies that the likelihood function is given by

Pr(d_{\ell m}|a_{\ell m}) \propto \exp \left[-\chi^2(a_{\ell m})\right], \quad (9)

where \(\chi^2\) is the standard misfit statistic

\[\chi^2(a_{\ell m}) = (d_{\ell m} - R_{\ell m} a_{\ell m})^T N^{-1}_{\ell m} (d_{\ell m} - R_{\ell m} a_{\ell m}).\] \quad (10)

In this expression \(N^{-1}_{\ell m}\) is the \(n_f \times n_f\) inverse noise covariance matrix for the \((\ell, m)\) mode, which can be different for each mode. For the case in which the instrumental noise is uncorrelated between frequency channels, it is a diagonal matrix and we take the \(\nu\)th diagonal entry to be

\[N^{-1}_{\ell m,\nu} = [N^{-1}_\nu]_{\ell m,\ell m},\] \quad (11)

where the right-hand side is obtained by setting \(\ell' = \ell\) and \(m' = m\) in 6. One should note that we are considering inverse noise covariance matrices in the expression 11. This is clearly not equivalent simply to setting \([N^{-1}_{\ell m}]_{\nu\nu} = [N^\dagger_{\nu}]_{\ell m,\ell m}\) and then inverting the resulting matrix (which reduces in this case to taking reciprocals of the diagonal elements).

The reason for using the definition 11 is that it allows for the straightforward analysis of cut-sky data. We can consider the missing areas in cut-sky maps as an extreme case of anisotropic noise in which the noise rms of the pixels in the cut is formally infinite. As can be seen from 6, this leads to elements of \(N^\dagger_{\nu}\) which are also formally infinite, and hence this causes problems for the analysis. One might try to avoid such difficulties by, for example, setting the noise rms in the cut to be some arbitrary large value. This can itself cause problems of computational accuracy, however, and one also has no a priori means of deciding to which large value the noise rms in the cut should be set. Moreover, the resulting component separation may depend on the value adopted. Using 6 instead, we see that formally infinite noise rms in the cut is easily accommodated. It corresponds simply to omitting the pixels in the cut from the summation in 6. Adopting this approach also means that there is no need to apply any smoothing to the edges of the cut, or to perform the analysis on some cut-sky harmonic basis. One is, in effect, still performing the component separation over the whole sky, but not constraining the solution in the cut region in any way. After the component separation has been performed one may then apply whichever cut is desired to the resulting component maps.

### 2.1 Simulated Planck Observations

For our component separation tests, we prepared simulated Planck observations for 9 frequency bands at 30, 44, 70 GHz (LFI) and 100, 143, 217, 353, 545 and 857 GHz (HFI) with a resolution of 3.4 arcmin (HEALPix parameter \(N_{\text{side}} = 1024\)). The key parameters of the satellite, such as beam FWHMs and average noise levels, were taken from the relevant web-page\(^1\). In our simulations and separation tests, we assumed symmetrical Gaussian beams.

The models of the astrophysical components used in the simulations are the same as those presented in S02. We assume the presence of six physical components of emission: primordial CMB, thermal and kinetic Sunyaev-Zel’dovich (SZ) effects, and Galactic synchrotron, free-free and thermal dust emission. Fig. 1 shows the template of the primordial CMB anisotropies used in the simulations. The map is plotted in units of \(\mu K\).

![Figure 1. The template of the primordial CMB anisotropies used in the simulations. The map is plotted in units of \(\mu K\)](image)

Figure 1. The template of the primordial CMB anisotropies used in the simulations. The map is plotted in units of \(\mu K\).

Figure 2. The noise rms variation across the sky, in Galactic coordinates, due to uneven coverage resulting from a sinusoidal-precession scanning strategy with \(\theta = 90^\circ\), \(\Delta\theta = 7^\circ\), opening angle \(\phi = 85^\circ\) and \(n_{\text{cycle}} = 4\). The plot is scaled such that unity corresponds to the average noise rms. Note that the noise rms decreases near the ecliptic poles.

![Figure 2. The noise rms variation across the sky, in Galactic coordinates, due to uneven coverage resulting from a sinusoidal-precession scanning strategy with \(\theta = 90^\circ\), \(\Delta\theta = 7^\circ\), opening angle \(\phi = 85^\circ\) and \(n_{\text{cycle}} = 4\). The plot is scaled such that unity corresponds to the average noise rms. Note that the noise rms decreases near the ecliptic poles.](image)

\(1\)\url{http://astro.esa.int/Planck/science/performance/perf_top.html}

All-sky component separation
channel on large scales ($\ell \leq 200$). It is clear from the plot that the deviations from the average level do not exceed the 10 per cent level.

As mentioned above, a cut-sky map can be considered as an extreme case of anisotropic noise. To test the accuracy of the component separation in the presence of a cut, we also prepared a set of channel maps with a symmetric, constant-latitude cut of $\pm 10^\circ$ applied along the Galactic plane. In the remainder of the map, we preserved the anisotropic noise pattern resulting from the uneven coverage produced by our assumed scanning strategy, but in the cut region the noise rms was considered as formally infinite. As might be expected, an extreme anisotropy of this sort leads to more profound variations in the statistical weight $w_{\ell m}$ of the modes. In Fig. 4 we plot $w_{\ell m}$ for the 100 GHz channel in this case. It is easy to see from the plot that the deviations from the average level are significant.

2.2 Results for all-sky data

We first performed a component separation of simulated data with the anisotropic noise distribution shown in Fig. 2, assuming diagonal inverse noise covariance matrices $N_{\ell m}^{-1}$ with elements given by (11). The reconstructed map obtained for each physical component was of a similar visual quality to those obtained in S02, and so they are not presented here. Instead, we plot only the residuals of the reconstruction of the primordial CMB component in Fig. 3. We see that these residuals are essentially featureless, except for a small band in the Galactic plane. We note, however, that the residuals do contain a faint imprint of the noise rms distribution plotted in Fig. 2.

In Fig. 5 we present the unbiased estimator (see S02) of the CMB power spectrum, obtained from the reconstructed modes for this component, and compare it with the power spectrum of the input primordial CMB realization used in the simulations. We see from the figure that, even in the presence of realistic anisotropic noise, the reconstructed CMB power spectrum follows the input spectrum out to $\ell \approx 2500$, recovering the correct positions and heights of the first seven acoustic peaks.

In fact, even without making use of our prior knowledge of the noise anisotropy, the effect of the spatially-varying noise rms on the reconstructions is negligible. In order to compare our new approach with that presented in S02, we analysed the same simulated data once more, but assuming that the noise was in fact isotropic. The resulting recovered maps were visually indistinguishable from those obtained using the approach outlined above. In Fig. 6, we plot the difference in the unbiased estimators of the CMB power spectrum obtained by the two methods. We see that the two approaches yield almost identical results. This is not too surprising, since the variation in the values of the statistical weight per $(\ell, m)$ mode are quite small in the all-sky case, as illustrated in Fig. 3.

2.3 Results for cut-sky data

In the process of foreground removal from CMB data (as opposed to component separation), it is common practice to impose some cut along the Galactic plane prior to performing the analysis. In S02, it was shown that such an approach is unnecessary, since accurate results may be obtained by instead performing the component separation on all-sky data.
and then imposing a Galactic cut in the reconstructed CMB map, if required, prior to any further analysis. Nevertheless, the question of analysing cut-sky data sets might occur, for example, in the event of instrument failure, and it is thus of interest to investigate how to accommodate this complication.

To test our approach of modelling cut-sky data as an extreme case of anisotropic noise, we performed a component separation using a set of frequency maps with $\pm 10^\circ$ symmetrical, constant-latitude cut along the Galactic plane, within which the pixels were set to zero. In Fig. 8 we show the reconstruction of the primordial CMB component, and the corresponding residuals are shown in Fig. 9.

The reconstructed physical components were not explicitly restricted to be zero in the cut. Instead, as explained above, the reconstruction was simply not constrained by the data in the cut region. As a result the reconstruction of spherical harmonic modes that lie predominantly in the cut will be prior driven. Since the maximum of the entropic prior occurs for zero signal, such modes will have zero amplitude in the reconstruction. This does not mean, however, that the reconstructed temperature map will be precisely zero in the cut. Modes that are not restricted to the cut region will have amplitudes that are constrained to be non-zero by data on the un-cut part of the sky. Such modes may, in general, contribute to the reconstructed pixel values in the cut region.

We note from Fig. 8 and Fig. 9 that, by using our approach, the quality of the CMB reconstruction outside the cut is unaffected by the presence of the cut. In particular, we see that the reconstruction residuals are featureless over the un-cut part of the sky, and show no identifiable structure even directly adjacent to the cut region. In making this observation, it should also be remembered that no smoothing was applied to the edges of the cut prior to the analysis.

Finally, in Fig. 10 we plot the unbiased estimator (see S02) of the CMB power spectrum, obtained from the reconstructed modes for this component, and compare it with the power spectrum of the input primordial CMB realisation used in the simulations. We see that, even in the presence of the cut, the reconstructed CMB power spectrum follows the input spectrum out to $\ell \approx 2500$. 

Figure 6. Initial and unbiased reconstructed CMB power spectra for the modelled data with non-uniform pixel noise. The $1\sigma$ errors on the reconstructed power spectrum are also shown.

Figure 7. The difference in the unbiased estimators of the CMB power spectrum obtained assuming uniform noise across the sky, and by taking into account noise rms variations.

Figure 8. The reconstruction of the CMB anisotropy in the cut-sky case. The map is plotted in units of $\mu K$.

Figure 9. The residuals of the reconstruction in cut-sky case. The map is plotted in units of $\mu K$.
that to the current best estimate of step in the optimisation, the predicted data corresponding a find the most probable values for the harmonic coefficients assumption is quite central. The MEM approach seeks to separation methods, such as MEM and Wiener filtering, is the implicit assumption in that the emission from each physical component can be factorised into a spatial template at some reference frequency \( \nu_0 \) and a frequency dependence, so that

\[
I_\nu(\hat{x}) = \sum_{c=1}^{n_c} s_c(\hat{x})f_c(\nu).
\]

This clearly represents the idealised case in which the spectral parameters of each component do not vary with direction on the sky. In terms of the detailed operation of the harmonic-space MEM algorithm (and Wiener filtering), this assumption is quite central. The MEM approach seeks to find the most probable values for the harmonic coefficients \( a \) of the astrophysical components, given the observed data and an entropic regularisation prior on the solution. At each step in the optimisation, the predicted data corresponding to the current best estimate of \( a \) is compared (through the Gaussian likelihood function) with the real data. In calculating the predicted data at each frequency, one must determine the contribution of the physical components at this frequency by scaling the solution from the reference frequency \( \nu_0 \) using the conversion matrix \( F_{vc} \). This matrix determines the frequency behaviour of the components and its coefficients are calculated in accordance to some model of spectral scaling – power law for the synchrotron, modified blackbody emission law for the dust emission, and so on. The scaling is taken to be the same for all \( (\ell, m) \) modes, which implies that the parameters defining the spectral scaling do not vary across the sky.

The assumption of spatially-invariant spectral parameters is reasonable for the primordial CMB and the two SZ effects. The thermal SZ effect does depend on the electron temperature of the clusters \( T_e \), which can reach 10–15 keV; this dependence is rather weak, but can be used to determine \( T_e \) during component separation, as will be explored in a forthcoming paper. For the Galactic components, however, our assumption is clearly not valid. For example, as discussed in Section 11 the spectral indices of the synchrotron and thermal dust emission are known to vary considerably across the sky. In the case of \textsc{Planck} observations, variation in the synchrotron spectral index will not cause severe problems. Even in the lowest frequency channel at \( \nu = 30 \text{ GHz} \), the synchrotron emission is quite weak. A similar conclusion may be drawn for free-free emission. Unfortunately, variations in the spectral parameters of thermal dust emission can give rise to severe difficulties in performing component separation for \textsc{Planck} data.

In the previous simulations presented in S02, the thermal dust emission was assumed to follow a simple single-component grey-body model with spectral emissivity index \( \beta = 2 \) and mean dust temperature \( \langle T_{\text{dust}} \rangle = 18 \text{ K} \). It is easy to show that variations in these parameters at 20—30 per cent level can lead to differences of the same factor (in specific intensity units) when scaling from the reference frequency \( \nu_0 = 300 \text{ GHz} \) to the highest HFI channel at \( \nu = 857 \text{ GHz} \). This can cause huge errors in the prediction of dust emission which can reach up to \( 10^5 \text{ MJy/Sr} \) in some regions of the galactic plane. As a result, incorrectly assuming the emissivity and dust temperature to be spatially-invariant can severely reduce the accuracy with which all the physical components are recovered. The dominant cause of these difficulties is in fact the uncertainty in the dust temperature, which is known to vary in the range 5–25 K. It is therefore necessary to take proper account of the variation in the dust temperature to obtain reliable component separation results.

Using the simplest single-component grey-body model as an example, the scaling with frequency of the dust emission can be defined, in terms of specific intensity, by

\[
I_\nu(\hat{x}) = I_{\nu_0}(\hat{x})\frac{\nu^\beta B(\nu, T(\hat{x}))}{\nu_0^\beta B(\nu_0, T(\hat{x}))} = I_{\nu_0}(\hat{x})F_{vc}(T(\hat{x})),
\]

where \( I_\nu(\hat{x}) \) is the dust specific intensity at frequency \( \nu \) in the direction \( \hat{x} \), \( T(\hat{x}) \) is dust colour temperature in this direction, \( \beta \) is the emissivity spectral index, which is assumed to be uniform over the sky, and \( B(\nu, T) \) is the blackbody function. The quantity \( F_{vc}(T(\hat{x})) \) is the appropriate element of the conversion matrix for the dust component, which depends on the position on the sky.

Since \textbf{(13)} takes the form of a product of two functions in the spatial domain, because this product will turn into a convolution over the whole range of the spherical harmonics. In order to work in terms of harmonic coefficients, we instead begin by expanding \textbf{(13)} around the mean dust temperature \( T_0 \) to obtain

\[
I_\nu(\hat{x}) \approx I_{\nu_0}(\hat{x})F_{vc}(T_0) + I_{\nu_0}(\hat{x})\Delta T(\hat{x})\left.\frac{\partial F_{vc}}{\partial T}\right|_{T=T_0} + \cdots
\]

where \( \Delta T(\hat{x}) \) is the deviation from the mean temperature in a given direction. We have not included further terms in the expansion for the sake of brevity, but these may be written down trivially. Given our Taylor series expansion, it is now possible to use our standard formalism to reconstruct several separate (but highly correlated) fields – intensity at the reference frequency \( I_{\nu_0} \) and intensity-weighted temperature fields \( I_{\nu_0}\Delta T, I_{\nu_0}(\Delta T)^2 \), and so on, to obtain an increasingly accurate approximation to \( I_\nu(\hat{x}) \).
A similar approach may also be used for accommodating spatial variation in any other foreground spectral parameter, such as the dust emissivity or synchrotron spectral index. One may also treat the electron temperature of SZ clusters in the same way. It should be noted, however, that the number of terms used in the Taylor expansion cannot simply increase without limit. Typically, one is constrained such that the total number of fields to be reconstructed does not exceed the number of frequencies at which observations are made.

3.1 Simulated PLANCK observations

The simulated PLANCK observations considered here are similar to those described in Section 2.1. We assume six physical components and simulate nine frequency maps, smoothed with appropriate FWHMs and add anisotropic pixel noise. The only difference here is that the thermal dust emission has a spatially-varying temperature distribution.

In simulating the thermal dust emission, it is more accurate to use a two-component best-fit thermal dust model, with the dominant component having a mean temperature of \( \langle T_1 \rangle = 16.2 \) K and a small contribution of cold dust with \( \langle T_2 \rangle = 9.4 \) K (Finkbeiner et al. 1999). The two components are fully correlated and their temperature is related by \( T_2 = 0.352 T_1^{18} \), so we have only one effective temperature parameter. A template for the temperature \( T_i(\hat{x}) \) across the sky was constructed from the colour temperature of Schlegel et al. (1998). The latter was constructed assuming a single-component dust model with the uniform emissivity index of \( \beta = 2 \) and has the mean temperature \( \langle T_{\text{dust}} \rangle = 18 \) K. This map was simply scaled to \( \langle T_{\text{dust}} \rangle = 16.2 \) K to obtain the \( T_i(\hat{x}) \) map for the two-component model used in our simulations (see Figs. 11).

For a multi-component dust model, the dust emission, in specific intensity units, scales with frequency as

\[
I_\nu(\hat{x}) = I_\nu(0) \sum_k f_k B(\nu, T_k(\hat{x})) q_k(\nu/\nu_0)^{\alpha_k} \sum_k f_k B(\nu_0, T_k(\hat{x})) q_k,
\]

where \( k = 1, 2, \ldots \) labels the dust component, \( f_k \) is a normalisation factor for the \( k \)th component and \( \sum_k f_k = 1 \). The terms \( q_k(\nu/\nu_0)^{\alpha_k} \) represent the relative emission efficiency for each component (see Finkbeiner et al (1999) for details). For the two-component best-fit model used in our simulations, \( f_1 = 0.0363, \alpha_1 = 1.67, \alpha_2 = 2.70 \) and \( q_1/q_2 = 13.0 \). We can expand the multi-component dust model around the mean temperature an analogous manner to that given in [41] for the single component case.

3.2 Component separation results

Several separation tests were performed to investigate the approach outlined above. In our first test, we recreated the method used in S02, in which the dust temperature was assumed to be spatially-invariant (the zeroth-order approximation), and so only intensity fields \( I_{\nu_0}^{(k)} \) \( (k = 1, 2, \ldots, 6) \) for the six physical components were reconstructed at the reference frequency \( \nu_0 \). In the second test, we attempted to reconstruct 7 components, which included \( I_{\nu_0}^{(k)} \) for \( k = 1, 2, \ldots, 6 \), but also the intensity-weighted dust colour temperature field \( I_{\nu_0} \Delta T \) (the first order of the expansion). Finally, in a third test, 8 components were reconstructed, namely \( I_{\nu_0}^{(k)} \) for \( k = 1, 2, \ldots, 6 \), together with \( I_{\nu_0} \Delta T \) and \( I_{\nu_0} (\Delta T)^2 \), thereby accounting for dust temperature variations up to second order.

3.2.1 Quality of the CMB reconstruction

The reconstruction of the primordial CMB component and the corresponding residuals are shown in Fig. 11 for all three separation tests. It is clear from the figure that the separation assuming \( T_{\text{dust}} \) to be constant over the sky has a very strong residual signal along the plane of Galaxy on the CMB map, where the dust component is strong. Moreover, we see that the reconstruction outside the Galactic plane is also badly contaminated; this is discussed further in Section 4. We thus conclude that the practice adopted in previous component separation analyses of assuming a spatially-invariant dust temperature leads to CMB reconstructions of unacceptable poor quality. Although we do not plot them here, the reconstructions of the other physical components are found to contain similar artefacts both inside and outside the Galactic plane.

Fortunately, the reconstruction errors are significantly reduced even when the dust temperature variations are accounted for only up to first order in the expansion [44]. We see that outside Galactic regions of high dust emission, the CMB residuals in this case are essentially featureless. Never-
Figure 13. Reconstructions of the primordial CMB component (left-hand column) and the corresponding residuals (right-hand column) for the three separation tests: without any accounting for $T_{\text{dust}}$ variations across the sky (top panel); accounting for variations up to first order (middle panel); and accounting for variations up to second order (bottom panel). All maps are plotted in units of $\mu K$.

Nevertheless, the Galactic plane still contains significant dust contamination. The quality of the CMB reconstruction can be improved still further by accounting for $T_{\text{dust}}$ variations up to second order. In this case, the remaining contamination of the CMB residuals in the Galactic plane is significantly reduced, to a level comparable to that obtained in S02 in the analysis of simulated data in which $T_{\text{dust}}$ was taken not to vary.

A more quantitative comparison of the quality of the CMB reconstructions is given in Fig. 14 (left panel), in which the unbiassed estimates (see S02) of the angular power spectra of the three reconstructions are plotted in relation to the input power spectrum. In each case, the power spectrum has been calculated using the full sky reconstruction. As anticipated from Fig. 13, the recovered power spectrum in the zeroth-order approximation is very poor due to the significant dust contamination. The recovered power spectrum in the first-order approximation is significantly improved. It follows the input spectrum out to $\ell \approx 1700$, recovering the positions and heights of the first 5 acoustic peaks. Beyond this point, the presence of the 6th and 7th acoustic peaks is inferred, but the recovered spectrum begins to underestimate the true power level. In the second-order approximation, the power spectrum recovery is improved still further, and the positions and heights of the first 7 acoustic peaks are accurately recovered before the true power level is again underestimated. The differences between the first and second-order recovered power spectra are further illustrated in the right panel of Fig. 14 in which the ratio $(C_{\text{rec}}^\ell - C_{\text{template}}^\ell)/C_{\text{template}}^\ell$ is plotted for these two cases. The improved accuracy and extended range of validity of the second-order approximation is easily seen.
3.2.2 Reconstruction of the dust temperature distribution

For the second and third separation tests, the actual dust colour temperature variations can be calculated as

\[ \bar{T}_{\text{dust}}(\hat{x}) = \langle T_{\text{dust}} \rangle + (I_{\nu_0} \Delta T_{\text{dust}}) / I_{\nu_0}(\hat{x}), \]

(16)

where \( I_{\nu_0} \) is the reconstruction of dust intensity at the reference frequency \( \nu_0 \) assuming the average colour temperature \( \langle T_{\text{dust}} \rangle \), and \( (I_{\nu_0} \Delta T)_{\text{dust}} \) is the reconstruction of intensity-weighted temperature variation field. The result is shown in Fig. 12. Comparing with Fig. 11, we see that the reconstruction has faithfully recovered the main features of the input map. It is clear, however, that \( \Delta T_{\text{dust}} \) variations are better restored around the Galactic plane. This is not surprising, since we have actually reconstructed the intensity-weighted \( T_{\text{dust}} \) field, which can be recovered more accurately in areas with higher dust intensity, which are obviously located predominantly in the Galactic plane.

4 DISCUSSION AND CONCLUSIONS

In this paper, we have demonstrated an approach that allows one to account for the spatial variations of the noise properties and spectral characteristics of foregrounds in the harmonic-space maximum-entropy component separation technique.

In Section 3, we show that the variation of spectral parameters of foregrounds may be taken into account by a method of successive approximations based on a series expansion of the corresponding intensity field around the mean value of the parameter. In particular, we investigate the effect of dust colour temperature variations on the quality of the component separation, focusing on the reconstruction of the CMB. We show that realistic dust temperature variations lead to severe contamination of the CMB reconstruction if, in the separation process, the dust temperature is assumed not to vary. This contamination is concentrated in the Galactic plane, but significant artefacts exist at high Galactic latitudes. The poor quality of the reconstruction outside the Galactic plane is a result of performing the reconstruction mode-by-mode in harmonic space. The inaccurate model of the dust emission leads to errors in the determined amplitudes of a wide range of spherical harmonics in the CMB reconstruction. Many of these modes do not lie predominantly in the Galactic plane region, but contribute to the reconstruction over the whole sky.

If one is content simply with removing foregrounds from the CMB, rather than performing a component separation, then one could apply a Galactic cut prior to the analysis. In Fig. 15, we show the CMB reconstruction and residuals respectively obtained by applying a Galactic cut of \( \pm 25^\circ \) to each simulated frequency map used in Section 3 and assuming a constant dust temperature across the sky. The noise rms in the cut region was assumed to be formally infinite in the manner discussed in Section 2. We see from the figures that the quality of the reconstruction is significantly improved as compared with the case in which no Galactic cut was applied, which was shown in Fig. 18 (top row). In particular, we note that the residuals now contain no obvious artefacts outside of the cut region. Thus, even assuming an inaccurate dust model, one can still recover a reasonable reconstruction of the CMB outside of the Galactic plane.

In Section 3, we show that the variation of spectral parameters of foregrounds may be taken into account by a method of successive approximations based on a series expansion of the corresponding intensity field around the mean value of the parameter. In particular, we investigate the effect of dust colour temperature variations on the quality of the component separation, focusing on the reconstruction of the CMB. We show that realistic dust temperature variations lead to severe contamination of the CMB reconstruction if, in the separation process, the dust temperature is assumed not to vary. This contamination is concentrated in the Galactic plane, but significant artefacts exist at high Galactic latitudes. The poor quality of the reconstruction outside the Galactic plane is a result of performing the reconstruction mode-by-mode in harmonic space. The inaccurate model of the dust emission leads to errors in the determined amplitudes of a wide range of spherical harmonics in the CMB reconstruction. Many of these modes do not lie predominantly in the Galactic plane region, but contribute to the reconstruction over the whole sky.

If one is content simply with removing foregrounds from the CMB, rather than performing a component separation, then one could apply a Galactic cut prior to the analysis. In Fig. 15, we show the CMB reconstruction and residuals respectively obtained by applying a Galactic cut of \( \pm 25^\circ \) to each simulated frequency map used in Section 3 and assuming a constant dust temperature across the sky. The noise rms in the cut region was assumed to be formally infinite in the manner discussed in Section 2. We see from the figures that the quality of the reconstruction is significantly improved as compared with the case in which no Galactic cut was applied, which was shown in Fig. 18 (top row). In particular, we note that the residuals now contain no obvious artefacts outside of the cut region. Thus, even assuming an inaccurate dust model, one can still recover a reasonable reconstruction of the CMB outside of the Galactic plane.

It is clearly not possible, however, to perform an acceptable all-sky component separation for the PLANCK experiment by assuming constant dust spectral parameters, even using all 9 frequency channels. Nevertheless, taking account
of dust temperature variations up to first order in the series
expansion significantly improves the CMB reconstruction to
an acceptable level. This reconstruction quality is still fur-
ther improved by including second-order terms and is then
comparable to that obtained for the ideal case presented in
Stolyarov et al. (2002), where the simulated observations as-
umed no dust temperature variation across the sky. More-
over, an accurate reconstruction of the dust temperature
variation is obtained over the whole sky.

Finally we note that the approach for dealing with
spatially-varying spectral parameters described in this pa-
er can also be applied to other foregrounds to yield, for exam-
ple, maps of the synchrotron spectral index. The method
can also be used to reconstruct the electron temperature in
clusters from their thermal SZ effect, as will be discussed in
a forthcoming paper.
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APPENDIX A: THE NOISE COVARIANCE
MATRIX IN THE SPHERICAL HARMONIC
DOMAIN

We consider a single frequency map for which \( n_p \) is the
instrumental noise in the \( p \)th pixel. We denote the spherical
harmonic coefficients of the noise by \( \epsilon_{\ell m} \).

The elements of the noise covariance matrix in the har-
monic domain are given by

\[
N_{\ell m, \ell' m'} = \langle \epsilon_{\ell m} \epsilon_{\ell' m'} \rangle
= \Omega_{\text{pix}} \sum_p \left( Y_{\ell m}(p) n_p \right) \Omega_{\text{pix}} \sum_{p'} \left( Y_{\ell' m'}(p') n_{p'} \right)
= \Omega_{\text{pix}}^2 \sum_{p, p'} Y_{\ell m}(p) Y_{\ell' m'}(p') \langle n_p n_{p'} \rangle
= \Omega_{\text{pix}}^2 \sum_{p, p'} Y_{\ell m}(p) Y_{\ell' m'}(p) \sigma_p^2
\] (A1)
where $Y_{\ell m}(p)$ denotes the value of the corresponding spherical harmonic at the $p$th pixel centre, $\Omega_{\text{pix}} = 4\pi / N_{\text{pix}}$ and, in the last line, we have assumed that the noise is uncorrelated between pixels, so that $\langle n_p n_{p'} \rangle = \sigma_p^2 \delta_{pp'}$. We note that in the special case in which the noise is statistically isotropic, $\sigma_p^2 = \sigma^2$ for all pixels, and we obtain

$$N_{\ell m, \ell' m'} = \Omega_{\text{pix}} \sigma^2 \left[ \Omega_{\text{pix}} \sum_p Y_{\ell m}(p) Y_{\ell' m'}^\ast(p) \right]$$

$$= \Omega_{\text{pix}} \sigma^2 \delta_{\ell \ell'} \delta_{mm'}.$$  \hfill (A2)

It is convenient to define the double indices $i \equiv \ell m$ and $j \equiv \ell' m'$, and regard (A1) as the elements of the noise covariance matrix $\mathbf{N}$. One may then write

$$\mathbf{N} = \Omega_{\text{pix}}^2 \mathbf{Y}^\dagger \mathbf{N} \mathbf{Y},$$ \hfill (A3)

where $\mathbf{N}$ is the noise covariance matrix in the pixel domain, with elements $N_{pp'} = \langle n_p n_{p'} \rangle$, and we have defined the transformation matrix $\mathbf{Y}$ with elements $Y_{pi} = Y_i(p)$.

Using the fact that transformation matrix has the useful property

$$\mathbf{Y}^\dagger \mathbf{Y} = \frac{1}{\Omega_{\text{pix}}} \mathbf{I} = \mathbf{Y} \mathbf{Y}^\dagger,$$ \hfill (A4)

it is straightforward to show that $\mathbf{N} \mathbf{N}^{-1} = \mathbf{I} = \mathbf{N}^{-1} \mathbf{N}$, where the inverse noise covariance matrix in the spherical harmonic domain is given by

$$\mathbf{N}^{-1} = \mathbf{Y} \mathbf{N}^{-1} \mathbf{Y}.$$ \hfill (A5)

In the special case that the instrumental noise is uncorrelated between pixels, $\mathbf{N}^{-1}$ is diagonal and we obtain

$$[\mathbf{N}^{-1}]_{\ell m, \ell' m'} = \sum_p Y_{\ell m}(p) Y_{\ell' m'}^\ast(p) \frac{1}{\sigma_p^2}.$$ \hfill (A6)