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ABSTRACT

We derive the most general local boundary conditions necessary for T-duality to be compatible with superconformal invariance of the two-dimensional $\mathcal{N}=1$ supersymmetric nonlinear sigma model with boundaries. To this end, we construct a consistent gauge invariant parent action by gauging a $U(1)$ isometry, with and without boundary interactions. We investigate the behaviour of the boundary conditions under T-duality, and interpret the results in terms of D-branes.
1 Introduction

Classical T-duality can be realised as a transformation acting on the worldsheet fields in the two-dimensional nonlinear sigma model. This realisation is straightforward when there is an isometry of the target space which at the same time is a symmetry of the worldsheet action. By gauging the isometry (making it locally dependent on the worldsheet coordinates) one obtains a gauge invariant “parent action” from which the original and dual actions are extracted by integrating out different fields [1, 2, 3]. In the process one finds the transformation on the worldsheet fields as well as Buscher’s rules [4, 5] which yield the dual background.

The simplest situation occurs when the isometry group is abelian. In this case the duality transformation is symmetric in the sense that one can start from either theory (the original or the dual one) and obtain the other one via the same gauging process [6]. But for nonabelian isometries the dual model does not possess the same nonabelian isometry as the original theory, rendering the gauging procedure less straightforward [7]. In such a situation, one obtains the dual model by gauging a subgroup of the isometry, but a corresponding gauging of the dual model does not bring you back to the original model.

T-duality by way of gauging isometries has been extensively studied for the nonlinear sigma model [8, 9, 10]. In particular closed string T-duality in the presence of a $U(1)$ isometry is well understood, both for the bosonic model and the models with $\mathcal{N}=1$ and $\mathcal{N}=2$ worldsheet supersymmetry [11, 12, 13, 14]. The operative point in those investigations is that the parent action is gauge invariant up to boundary terms, if the background is subject to certain constraints. For the open string, however, the worldsheet has boundaries, and the gauging procedure must be performed with care so as to make the parent action gauge invariant also on the boundary. In the bosonic case this is achieved by imposing the appropriate boundary conditions on the worldsheet fields and on the added gauge fields. But the supersymmetric action in general receives an extra boundary term [15, 16], necessitating an addition of gauge fields on the boundary. These additional boundary terms affect the resulting boundary conditions.

The structure of the paper is as follows. In Section 2 we review the $\mathcal{N}=1$ supersymmetric nonlinear sigma model with boundaries and the set of boundary conditions required for superconformal invariance. Assuming there is a group acting on the target space we derive in Section 3 the conditions necessary for the model to be invariant under the action of that group, first for the bosonic case and then for the supersymmetric one. We find that the symmetry, when it exists, is global (i.e., the infinitesimal parameter of the isometry transformation is independent of the worldsheet coordinates), and that the group is an isometry of the target space metric. The derivation involves two invariance checks: the action and the
boundary conditions. Armed with the full set of boundary conditions for superconformal and isometry invariance of the original model, we then construct the appropriate parent action, first the bosonic one in Section 4, and then the $\mathcal{N}=1$ supersymmetric one in Section 5. For each parent action we derive the conditions necessary for a consistent retrieval of the original and dual models. Gauge invariance is checked for the action, the field equations, and for the boundary conditions themselves. We moreover verify that the supersymmetric parent action is supersymmetric also on the boundary, given the most general classical ansatz for the fermionic boundary conditions. In Section 6 we add boundary interactions to the sigma model, showing how to incorporate them in the T-duality transformation. The model dual to a superconformal model is expected to also be superconformal, hence the worldsheet fields of the dual model must obey the corresponding superconformality conditions. We briefly discuss in Section 7 how these $\mathcal{N}=1$ conditions transform under T-duality. Finally, Section 8 contains our conclusions and a wishlist for future research.

2 Superconformal boundary conditions

Here we give a summary of the derivation in [16] of boundary conditions for the $\mathcal{N}=1$ supersymmetric nonlinear sigma model.\(^4\) This model is given by the following action,

$$S = \int d^2\xi d^2\theta \, D_+ \Phi^\mu D_- \Phi^\nu E_{\mu\nu}(\Phi) + \frac{i}{2} \int d\tau \, B_{\mu\nu} \left[ \psi_+^\mu \psi_-^\nu + \psi_-^\mu \psi_+^\nu \right], \quad (2.1)$$

where $E_{\mu\nu} \equiv g_{\mu\nu} + B_{\mu\nu}$ denotes a background of general (Riemannian) metric $g_{\mu\nu}$ and an antisymmetric two-tensor $B_{\mu\nu}$ with field strength $H_{\mu\nu\rho} = \frac{1}{2} \partial_{[\mu} B_{\nu\rho]}$. The boundary term is required for $\mathcal{N}=1$ supersymmetry to be preserved on the boundary. In component form (2.1) reads (for notation, see Appendix A)

$$S = \int \Sigma d^2\xi \left[ \partial_+ X^\mu \partial_- X^\nu E_{\mu\nu} + i \psi_+^\mu \nabla_-^{(+)} \psi_-^\nu g_{\mu\nu} + i \psi_-^\mu \nabla_-^{(-)} \psi_+^\nu g_{\mu\nu} 
+ \frac{1}{2} \psi_+^\lambda \psi_+^\rho \psi_-^\lambda \psi_-^\rho \mathcal{R}_{\gamma\lambda\sigma} \right], \quad (2.2)$$

where the worldsheet coordinates are $\tau \in \mathbb{R}$ and $\sigma \in [0,\pi]$, and the curvature $\mathcal{R}_{\gamma\lambda\sigma}$ is defined as

$$\mathcal{R}_{\gamma\lambda\rho\sigma}^{\pm\mu} = \Gamma^{\pm\mu}_{\lambda\sigma,\rho} - \Gamma^{\pm\mu}_{\rho\sigma,\lambda} + \Gamma^{\pm\mu}_{\gamma\lambda} \Gamma^{\pm\gamma}_{\rho\sigma} - \Gamma^{\pm\mu}_{\rho\gamma} \Gamma^{\pm\gamma}_{\lambda\sigma}, \quad (2.3)$$

with $\Gamma^{\pm\mu}_{\rho\sigma}$ given by

$$\Gamma^{\pm\mu}_{\rho\sigma} \equiv \Gamma^\mu_{\rho\sigma} \pm g^{\nu\mu} H_{\mu\rho\sigma}, \quad (2.4)$$

\(^4\)The $\mathcal{N}=2$ supersymmetric nonlinear sigma model was treated in [17, 18, 19].
and \( \nabla^{(\pm)} \) by

\[
\nabla^{(+)\nu}_+ = \partial_\nu \psi^\nu_+ + \Gamma^{+\nu}_{\rho\sigma} \partial_\rho X^\sigma \psi^\nu_+ \quad \nabla^{(-)\nu}_- = \partial_\nu \psi^\nu_- + \Gamma^{-\nu}_{\rho\sigma} \partial_\rho X^\sigma \psi^\nu_- .
\] (2.5)

In (2.2) we have used the equations of motion for the auxiliary field \( F^\rho_+ \),

\[
F^\rho_+ + \Gamma^\rho_- \psi^\lambda_+ \psi^\sigma_- = 0 .
\] (2.6)

To find the supersymmetric boundary conditions from (2.1), we require the boundary terms in the Euler-Lagrange equations to vanish simultaneously with those in the supersymmetry variation. The two boundary variations read (again using (2.6))

\[
\delta S = i \int d\tau \left[ (\delta \psi^\nu_+ \psi^\nu_+ - \delta \psi^\nu_- \psi^\nu_- ) g_{\mu\nu} 
+ \delta X^\mu (i \partial_\mu X^\nu E_{\nu\mu} - i \partial_\mu X^\nu E_{\nu\mu} + \Gamma^\nu_{\mu\rho} \psi^\rho_- \psi^\nu_- - \Gamma^\nu_{\mu\rho} \psi^\rho_+ \psi^\nu_+) \right], \quad \delta_s S = \epsilon^- \int d\tau \left[ \partial_+ X^\mu \psi^\nu_+ E_{\nu\mu} - \eta \partial_+ X^\mu \psi^\nu_+ E_{\mu\nu} + \eta \partial_+ X^\mu \psi^\nu_- B_{\mu\nu} + \partial_+ X^\mu \psi^\nu_- B_{\mu\nu} 
- \frac{i}{3} \eta H_{\mu\rho\tau} \psi^\rho_+ \psi^\nu_+ - \frac{i}{3} H_{\mu\rho\tau} \psi^\rho_+ \psi^\nu_+ \right] .
\] (2.7)

Since the boundary relates left- and right-movers, we make a general ansatz for the relation between \( \psi^\mu_+ \) and \( \psi^\mu_- \). The goal is then to find the restrictions on this ansatz arising from \( \delta S = \delta_s S = 0 \). The most general local fermionic boundary condition\(^5\) allowed (classically) by dimensional analysis is of the simple form

\[
\psi^\mu_- = \eta R^\mu_\nu (X) \psi^\nu_+ , \quad (2.9)
\]

where \( R^\mu_\nu (X) \) is a locally defined object which transforms as a (1,1) tensor field under coordinate transformations, and \( \eta = \pm 1 \) corresponds to the choice of spin structures. The bosonic counterpart of (2.9) is obtained by means of a supersymmetry transformation,\(^6\) and reads

\[
\partial_\nu X^\mu - R^\mu_\nu \partial_+ X^\nu + 2i(P^\rho_\gamma \nabla_\sigma R^\mu_\nu + P^\mu_\gamma g^{\gamma\delta} H_{\delta\sigma\rho} R^\rho_\nu ) \psi^\rho_+ \psi^\nu_+ = 0 ,
\] (2.10)

where \( P^\mu_\nu \equiv (\delta^\mu_\nu + R^\mu_\nu) / 2 \). The conditions (2.9) and (2.10) satisfy \( \delta S = \delta_s S = 0 \) if and only if \( R^\mu_\nu \) obeys

\[
g_{\rho\sigma} = R^{\rho\sigma}_\nu R^\nu_\sigma , \quad (2.11)
\]

\[
P^\rho_\sigma R^{\rho\nu}_\sigma g_{\mu\nu} \nabla_\rho R^\nu_\gamma + P^\rho_\sigma R^{\rho\nu}_\gamma g_{\mu\nu} \nabla_\rho R^\nu_\tau + P^\rho_\gamma R^\nu_\tau g_{\mu\nu} \nabla_\rho R^\nu_\sigma + 4 P^\rho_\gamma P^\nu_\tau P^\rho_\sigma P^\nu_\gamma H_{\mu\rho\tau} = 0 .
\] (2.12)

\(^5\)In this paper we only consider local boundary conditions for the \((X, \psi)\) fields. Non-local boundary conditions for bosonic sigma models and their properties under T-duality have been considered in [20].

\(^6\)For an explicit component form of this transformation, see Eq. (A.4).
2.1 Interpretation

These constraints imply some interesting geometrical properties of the boundary. To make these properties precise, we define an operator that projects vectors onto the Dirichlet directions, and we call it the Dirichlet projector \( Q^\mu_\nu \) (see, e.g., [21]). It satisfies \( Q^2 = Q \) and

\[
R^\mu_\rho Q^\rho_\nu = Q^\mu_\rho R^\rho_\nu = -Q^\mu_\nu. \tag{2.13}
\]

The relations (2.13) are motivated by the expectation that the Dirichlet condition on the fermions reads (see, e.g., [22])

\[
\psi^i_- + \eta \psi^i_+ = 0, \tag{2.14}
\]

where \( i \) labels the Dirichlet directions in some chosen coordinate system. In covariant form it reads

\[
Q^\mu_\nu (\psi^\nu_- + \eta \psi^\nu_+) = 0. \tag{2.15}
\]

The projector complementary to \( Q^\mu_\nu \) is the Neumann projector \( \pi^\mu_\nu \equiv \delta^\mu_\nu - Q^\mu_\nu \), which projects vectors onto the Neumann directions and which satisfies

\[
\pi^\mu_\rho P^\rho_\nu = P^\mu_\rho \pi^\rho_\nu = P^\mu_\nu. \tag{2.16}
\]

Then, by contracting (2.11) and (2.12) with \( Q^\tau_\lambda \), we find the conditions

\[
\pi^\mu_\rho g^\rho_\nu Q^\nu_\sigma = 0 \tag{2.17}
\]

and

\[
\pi^\mu_\gamma \pi^\rho_\nu \pi^\delta_{[\mu, \rho]} = 0. \tag{2.18}
\]

In a suitably chosen coordinate system (2.17) implies the diagonalisation of the metric, in a sense decoupling Neumann from Dirichlet directions. Condition (2.18) is the integrability condition for \( \pi^\mu_\nu \), implying that the D-brane must be a maximal integral submanifold of the target space [23, 24].

Next we contract (2.10) with \( Q^\mu_\nu \), and use (2.18), to obtain

\[
Q^\mu_\nu \partial_\tau X^\nu = 0. \tag{2.19}
\]

This is just the Dirichlet condition for the end of the string, confining it to the brane defined by \( \pi^\mu_\nu \). Furthermore, by contracting Eq. (2.12) with \( \pi^\mu_\nu \) one finds

\[
\pi^\rho_\mu E^\sigma_\rho \pi^\sigma_\nu - \pi^\rho_\mu E^\sigma_\rho \pi^\sigma_\lambda R^\lambda_\nu = 0. \tag{2.20}
\]

If (2.20) holds, then condition (2.12) is just the statement that the field strength of the B-field on the brane coincides with the pullback of the background field strength \( H^\mu_\nu_\rho \) to the brane. Note that for a spacefilling brane (when all directions are Neumann), Eq. (2.20) implies, schematically, \( R = E^{-1} E^t \).
2.2 1D superfield formalism

The boundary ansatz (2.9) and its superpartner (2.10) are easier to handle in 1D superfield formalism than in component form. In the notation of Appendix B, the two conditions can be written as a single equation, as follows (see also [25]),

\[(DK^\mu + S^\mu) = R^\mu_\nu(K)(DK^\nu - S^\nu),\]  

(2.21)

where the 1D superderivative \(D\) satisfies \(D^2 = i\partial_\tau\). Contracting (2.21) with \(Q^\mu_\nu\), we find

\[Q^\mu_\nu(K)DK^n = 0,\]  

(2.22)

which encodes the two Dirichlet conditions (2.15) and (2.19). It is equivalent to

\[DK^\mu = \pi^\mu_\nu(K)DK^n.\]  

(2.23)

We can try to deduce some information also about \(S^\mu\), by solving for it in (2.21). The result is

\[2P^\mu_\rho S^\nu = - (\delta^\mu_\nu - R^\mu_\nu) DK^n,\]  

(2.24)

implying that, in the presence of a B-field, \(\pi^\mu_\nu S^\nu \neq 0\), so \(S^\mu\) has a nonzero Neumann part. When the B-field vanishes, however, we see that \(\pi^\mu_\nu S^\nu = 0\), because then it follows from (2.20) that \((\delta^\mu_\nu - R^\mu_\nu)\pi^\nu_\rho = 0\).

2.3 Summary

<table>
<thead>
<tr>
<th>Expression</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(g_{\rho\sigma} - R^\mu_\rho g_{\mu\nu} R^\nu_\sigma = 0)</td>
<td>(2.11)</td>
</tr>
<tr>
<td>(R^\mu_\rho Q^\rho_\nu = Q^\mu_\rho R^\rho_\nu = -Q^\mu_\nu)</td>
<td>(2.13)</td>
</tr>
<tr>
<td>(\pi^\mu_\rho g_{\mu\nu} Q^\nu_\sigma = 0)</td>
<td>(2.17)</td>
</tr>
<tr>
<td>(\pi^\mu_\gamma \pi^\nu_\rho \pi^\delta_{[\mu,\rho]} = 0)</td>
<td>(2.18)</td>
</tr>
<tr>
<td>(\pi^\rho_\mu E_{\sigma\rho} \pi^\sigma_\nu - \pi^\rho_\mu E_{\rho\sigma} \pi^\sigma_\chi R^\lambda_\nu = 0)</td>
<td>(2.20)</td>
</tr>
<tr>
<td>(Q^\mu_\nu(K)DK^n = 0)</td>
<td>(2.22)</td>
</tr>
</tbody>
</table>

Table 1: Boundary conditions for \(N=1\) superconformal invariance of the nonlinear sigma model, listed in order of appearance. We have assumed the ansatz (2.21).

Given the ansatz (2.21) we summarise in Table 1 the boundary conditions necessary for \(N=1\) superconformal invariance of the nonlinear sigma model. These conditions may alternatively be obtained by considering the currents corresponding to superconformal invariance on the boundary [16, 26].
**Remark:** We collect conditions in tables such as this, at the end of the sections where we derive them. In most cases any boundary condition referred to in the text can be found in one of those tables.

## 3 Isometry

Let $M$ be a manifold with metric $g$ and local coordinates $X^\mu$. Let the group $G$ act on $M$, and let the group action be realised at the infinitesimal level by vector fields $k_\mu^A(X)$ which generate the corresponding Lie algebra,

$$[k_A, k_B] = f_{AB}^C k_C,$$

where $f_{AB}^C$ are the structure constants. Under the action of $G$ the coordinates transform as

$$\delta_k X^\mu = \epsilon^A k^\mu_A(X),$$

where $\epsilon^A$ is the infinitesimal parameter of the transformation, independent of $X^\mu$. When $M$ is the target space of the nonlinear sigma model, we want to know the conditions necessary for $G$ to be a symmetry of the model.

First note that $k_\mu^A$ is a Neumann vector,

$$Q^\mu_{\nu} k^\nu_A = 0,$$

a fact we use frequently in this paper. This can be seen from the Dirichlet condition in a suitably chosen coordinate system where $X^n$ label Neumann directions and $X^i$ are Dirichlet directions,

$$\partial_\tau X^i = 0,$$

the solution of which describes a foliation,

$$X^i = c^i,$$

for some constants $c^i$. In the supersymmetric model, where the Neumann projector $\pi^\mu_\nu$ is integrable, each constant describes an integral submanifold. There are now two different questions to ask regarding invariance under the group $G$. First, when is the foliation as a whole invariant, i.e., when is Eq. (3.3) invariant? Second, when is each individual submanifold invariant, i.e., when is Eq. (3.4) invariant for any chosen constant $c^i$? The first question will be answered in what follows. To answer the second question, we apply the variation $\delta_k X^i = \epsilon^A k^i_A$ to (3.4) and find

$$k^i_A = 0,$$
the covariant version of which is Eq. (3.2).

We first analyse the bosonic model and then the supersymmetric one, in each case checking invariance of the action and of any relevant boundary conditions. Invariance of the field equations should follow from that of the action. Nevertheless, as a check, we have verified that this is indeed the case.

3.1 Bosonic model

3.1.1 Action

The variation of the bosonic action

$$S_{\text{bos}} = \int d^2 \xi \, \partial_+ X^\mu \partial_- X^\nu E_{\mu \nu}$$

under (3.1) is given by

$$\delta_k S_{\text{bos}} = \int d^2 \xi \left[ \epsilon^A \partial_+ X^\mu \partial_- X^\nu \mathcal{L}_{k_A} E_{\mu \nu} + \partial_+ \epsilon^A \partial_- X^\mu k_A^\nu E_{\nu \mu} \\
+ \partial_+ X^\mu \partial_- \epsilon^A k_A^\nu E_{\mu \nu} \right].$$

(3.6)

If the parameter $\epsilon^A$ is constant, i.e., $\partial_\pm \epsilon^A = 0$, then (3.6) vanishes up to a boundary term if the Lie derivative (defined in Appendix C) of the metric with respect to $k_A^\mu$ satisfies

$$\mathcal{L}_{k_A} g_{\mu \nu} = 0$$

(3.7)

and that of the B-field satisfies

$$\mathcal{L}_{k_A} B_{\mu \nu} = \omega_A [\nu, \mu]$$

(3.8)

for some one-form $\omega_A$. Eq. (3.7) is equivalent to invariance of the metric under (3.1), meaning that the transformation is an isometry and $k_A^\mu$ are Killing vectors. In the special case with a single Killing vector lying along the $X^0$-direction ($k_A^0 = \delta_0^\mu$), this condition reads $g_{\mu \nu, 0} = 0$, i.e., the metric is independent of the isometry direction. In compliance with common practice, we call this choice of coordinates adapted.

With the background satisfying Eqs. (3.7) and (3.8), the variation (3.6) reduces to the boundary term

$$\delta_k S_{\text{bos}} = \int d\tau \left[ \epsilon^A \omega_A \mu \partial_\tau X^\mu \right]_{\sigma=0, \pi}.$$

(3.9)

Using the Dirichlet condition (2.19), this vanishes if and only if, for some scalar field $\alpha_A$,

$$\pi^\mu \omega_A \mu = \partial_\nu \alpha_A$$

(3.10)
on the boundary. Note that this does not imply that $\mathcal{L}_{k_A} B_{\mu\nu} = 0$, since $\omega_A$ may be anything along the Dirichlet directions. More specifically, plugging (3.10) into (3.8) yields

$$\mathcal{L}_{k_A} B_{\mu\nu} = Q^\lambda_{[\nu,\mu]} \omega_{A\lambda} + Q^\lambda_{[\nu} \partial_{\mu]} \omega_{A\lambda} .$$ (3.11)

If $\epsilon^A$ is holomorphic ($\partial_\mp \epsilon^A = 0$ only), then the variation (3.6) vanishes up to a boundary term if the Killing vectors satisfy

$$\nabla_\mu (^{(+)} k^\nu_A) = 0$$ (3.12)
in the bulk. The remaining boundary term reads

$$\delta_k S_{\text{bos}} = \int d\tau \left[ \epsilon^A k^\mu_A E_{\mu\nu} \partial_\tau X^\nu \right] \bigg|_{\sigma=0,\pi} ,$$

which vanishes if and only if

$$k^\mu_A E_{\mu\nu} \pi^\nu = 0$$ (3.13)
on the boundary, where we have again used (2.19). In general this may have a solution; however, if the action of $G$ is free and transitive, then there is no solution for this system unless $\pi^\mu = 0$.

If $\epsilon^A$ is antiholomorphic ($\partial_\pm \epsilon^A = 0$ only) we similarly find the bulk condition

$$\nabla_\mu (^{(-)} k^\nu_A) = 0$$ (3.14)
and the boundary condition

$$k^\mu_A E_{\mu\nu} \pi^\nu = 0 .$$ (3.15)

Again, there is no solution when $G$ acts freely and transitively.

Note that (3.12) and (3.14) are satisfied by the chirality conditions on the Killing vectors in the WZW-model [27]. Namely, consider a group manifold of a Lie group $G$, with isometry group $G \times G$ generated by left- and right-invariant Killing vectors $l^\mu_A$ and $r^\mu_A$. In the case $\partial_\pm \epsilon^A = 0$, the sigma model is invariant under the isometry transformation (3.1) (up to boundary terms and only if (3.7) and (3.8) hold), with $k^\mu_A$ a linear combination of $l^\mu_A$ and $r^\mu_A$. In fact, the model is invariant with respect to both $l^\mu_A$ and $r^\mu_A$ separately, and each vector gives rise to an (anti-)chiral current,

$$\mathcal{J}_+^A \equiv -r^\mu_A \partial_+ X^\mu , \quad \mathcal{J}_-^A \equiv l^\mu_A \partial_- X^\mu .$$

The Killing vectors obey the Cartan-Maurer equations,

$$\nabla_\rho (^{(+)} r^\mu_A) = 0 , \quad \nabla_\rho (^{(-)} l^\mu_A) = 0 ,$$

which are precisely the equations (3.12) and (3.14).
Finally, if $\epsilon^A$ is arbitrary ($\partial^+ \epsilon^A \neq 0$) there is no way to make the variation (3.6) vanish in the bulk, so this case is not allowed.

In conclusion, the bosonic action (3.5) is invariant under the group $G$ if and only if the conditions in Table 2 hold and the parameter $\epsilon^A$ is independent of the worldsheet coordinates $\xi^\pm$, i.e., $\partial^\pm \epsilon^A = 0$; $G$ is then an isometry group. Eqs. (2.19) and (3.10) are boundary conditions, whereas Eqs. (3.2), (3.7) and (3.8) hold in the bulk.

\begin{align*}
Q^\mu_\nu \partial_\tau X^\nu &= 0 \quad (2.19) \\
Q^\mu_\nu k^\nu_A &= 0 \quad (3.2) \\
\mathcal{L}_{k_A} g_{\mu\nu} &= 0 \quad (3.7) \\
\mathcal{L}_{k_A} B_{\mu\nu} - \omega_A[\nu,\mu] &= 0 \quad (3.8) \\
\pi^\mu_\nu \omega_A \mu - \partial_\nu \alpha_A &= 0 \quad (3.10)
\end{align*}

Table 2: Conditions for the bosonic action (3.5) to be invariant under the group $G$.

### 3.1.2 Boundary conditions

Of the boundary conditions in Table 2 the only one transforming nontrivially under (3.1) is the Dirichlet condition (2.19). Using Eq. (3.2) its variation reads

$$
\epsilon^A k_A^\sigma \pi^\mu_\rho \pi^\mu_\nu \partial_\rho X^\lambda = 0,
$$

implying that

$$
k^\sigma_A \pi^\mu_\rho \pi^\mu_\nu \partial_\rho X^\lambda = 0. \quad (3.16)
$$

Thus invariance of the boundary conditions requires the extra condition (3.16).

We also need to check invariance of the boundary relation between left- and right-moving worldsheet fields. The most general classical boundary ansatz compatible with conformal invariance of the bosonic model is

$$
\partial_= X^\mu = R^\mu_\nu \partial_+ X^\nu, \quad (3.17)
$$

which is invariant under (3.1) if

$$
\mathcal{L}_{k_A} R^\mu_\nu = 0. \quad (3.18)
$$

One can show that this implies

$$
\mathcal{L}_{k_A} \pi^\mu_\nu = \mathcal{L}_{k_A} Q^\mu_\nu = 0. \quad (3.19)
$$
Thus the conditions for the boundary ansatz (3.17) to be invariant under $G$ are Eqs. (3.18) and (3.19).

3.1.3 Summary and interpretation

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q^\mu \partial_\tau X^\nu = 0$</td>
<td>(2.19)</td>
</tr>
<tr>
<td>$Q^\mu k^\nu_A = 0$</td>
<td>(3.2)</td>
</tr>
<tr>
<td>$\mathcal{L}<em>{k_A} g</em>{\mu \nu} = 0$</td>
<td>(3.7)</td>
</tr>
<tr>
<td>$\mathcal{L}<em>{k_A} B</em>{\mu \nu} - \partial_{[\mu} \omega_{A \nu]} = 0$</td>
<td>(3.8)</td>
</tr>
<tr>
<td>$\pi^\nu A_{\mu \nu} - \partial_{\mu} \alpha_A = 0$</td>
<td>(3.10)</td>
</tr>
<tr>
<td>$k^\rho_A \pi^\mu \pi^{\mu}_{ [\rho, \sigma]} \pi^\nu_A = 0$</td>
<td>(3.16)</td>
</tr>
<tr>
<td>$\partial_{\nu} X^\mu - R^\mu_{\nu} \partial_{\nu} X^\nu = 0$</td>
<td>(3.17)</td>
</tr>
<tr>
<td>$\mathcal{L}<em>{k_A} R^\mu</em>{\nu} = 0$</td>
<td>(3.18)</td>
</tr>
<tr>
<td>$\mathcal{L}<em>{k_A} \pi^\mu</em>{\nu} = \mathcal{L}<em>{k_A} Q^\mu</em>{\nu} = 0$</td>
<td>(3.19)</td>
</tr>
</tbody>
</table>

Table 3: Conditions for invariance of the bosonic nonlinear sigma model under the group $G$.

In Table 3 we summarise the conditions necessary for the bosonic model to be invariant under the group $G$. These conditions may be understood in the following way. First, (2.19) is just the Dirichlet condition, defining the D-brane. Second, (3.2) is the statement that all the generating vectors $k^\mu_A$ are parallel to the D-brane. We have already seen that the bulk equation (3.7) is the invariance of the metric under the transformation (3.1), implying that $G$ is an isometry group. Together with (3.19) it implies

$$\mathcal{L}_{k_A} \left( \pi^\mu_{\rho} g_{\mu \nu} \pi^{\nu}_{\sigma} \right) = 0.$$ 

Moreover, Eq. (3.18) in adapted coordinates means that $R^\mu_{\nu}$ is independent of the isometry direction $X^0$, and similarly for (3.19). That is, the D-brane is an invariant submanifold under the action of the group $G$ and it is equipped with an invariant metric $\pi^\mu_{\rho} g_{\mu \nu} \pi^{\nu}_{\sigma}$.

Next, Eq. (3.8) is a restriction on the background in the bulk which in adapted coordinates states that the dependence of the B-field on the isometry direction is restricted (though not necessarily zero). The condition (3.10) says that the components of $\omega_A$ parallel to the brane are restricted, but we cannot say anything about the components orthogonal to it. Eq. (3.17) is just the ansatz we made for the relation between left- and right-movers on the worldsheet.

Finally, we recognise (3.16) as the condition for $\pi^\mu_{\nu}$ to be integrable, contracted with $k^\mu_A$, cf. Eq. (2.18). Thus a restricted form of $\pi$-integrability is a requirement for isometry
invariance of the bosonic action. This yields a situation geometrically similar to that in [16], implying that the projection of the brane onto the isometry direction in the original model must be an integral submanifold of the target space $M$. Together with (3.8), (3.10) and (3.19), it implies that
\[
k_A^\lambda \mathcal{L}_{k_A} \left( \pi^\mu B_{\mu\nu} \pi^\nu \right) = 0 ,
\]
i.e., the D-brane is equipped with a B-field $\pi^\mu B_{\mu\nu} \pi^\nu$ that is $G$-invariant at least along the isometry directions.

### 3.2 Supersymmetric model

#### 3.2.1 Action

The supersymmetric generalisation of the transformation (3.1) reads

\[
\delta_k \Phi^\mu = \epsilon^A(\xi, \theta) k_A^\mu(\Phi) ,
\]
where $k_A^\mu(\Phi)$ is a superfield whose lowest component is $k_A^\mu(X)$, and $\epsilon^A(\xi, \theta)$ is a (superfield) parameter that a priori depends on the worldsheet superspace coordinates $(\xi^\pm, \theta^\pm)$. The component form of (3.20), which is needed to vary the boundary term in the supersymmetric action (2.1), reads

\[
\begin{aligned}
\delta_k X^\mu &= \epsilon^A(\xi) k_A^\mu(X) , \\
\delta_k \psi_\pm^\mu &= \epsilon^A_\pm(\xi) k_A^\mu + \epsilon^A(\xi) k_A^\mu \gamma^\nu \psi^\nu_\pm , \\
\delta_k F_{+-}^\mu &= \epsilon^A(\xi) k_A^\mu + \epsilon^A_+ \epsilon^- \xi^\mu \gamma^\nu \psi^\nu_+ - \epsilon^A_-(\xi) k_A^\mu \gamma^\nu \psi^\nu_+ \\
&+ \epsilon^A(\xi) k_A^\mu \gamma^\nu \psi^\nu_- + \epsilon^A(\xi) k_A^\mu \gamma^\nu \psi^\nu_- ,
\end{aligned}
\]

where

\[
\epsilon^A(\xi) \equiv \epsilon^A(\xi, \theta)|_{\theta=0} , \quad \epsilon^A_\pm(\xi) \equiv (D_\pm \epsilon^A)|_{\theta=0} , \quad \epsilon^A_+ A(\xi) \equiv (D_+ D_- \epsilon^A)|_{\theta=0} .
\]

The variation of the action (2.1) under (3.20), (3.21) is given by

\[
\begin{aligned}
\delta_k S &= \int d^2 x d^2 \theta \left[ D_+ \epsilon^A D_- \Phi^\nu E_{\mu\nu} k_A^\mu + D_+ \Phi^\mu D_- \epsilon^A E_{\mu\nu} k_A^\nu + \epsilon^A D_+ \Phi^\mu D_- \Phi^\nu \mathcal{L}_{k_A} E_{\mu\nu} \right] \\
&\quad + \frac{i}{2} \int d\tau \left( \epsilon^A \mathcal{L}_{k_A} B_{\mu\nu} [\psi_+^\mu \psi_+^\nu + \psi_-^\mu \psi_-^\nu] + 2k_A^\mu B_{\mu\nu} [\epsilon_+^A \psi_+^\nu + \epsilon^-_A \psi_-^\nu] \right) .
\end{aligned}
\]

If the parameter $\epsilon^A$ is constant ($D_+ \epsilon^A = 0$), then $\delta_k S$ vanishes up to boundary terms if the background satisfies (3.7) and (3.8). The remaining boundary terms are

\[
\begin{aligned}
\delta_k S &= i \int d^2 x \left[ - \partial_+ D_- \left( \epsilon^A \omega_{A\mu} D_- \Phi^\mu \right) + \partial_- D_+ \left( \epsilon^A \omega_{A\mu} D_+ \Phi^\mu \right) \right] \\
&\quad + i \int d\tau \epsilon^A \partial_\mu \omega_{A\nu} [\psi_+^\mu \psi_+^\nu + \psi_-^\mu \psi_-^\nu] .
\end{aligned}
\]
In components the fermion-terms cancel, and $\delta k S$ reduces to

$$\delta k S = \int d\tau \left[ \epsilon^A \omega_{A\mu} \partial_\tau X^\mu \right]_{\sigma=0,\pi}.$$  \hfill (3.9)

Using the Dirichlet condition (2.19), this vanishes if and only if (3.10) holds on the boundary. Consequently Eq. (3.11) holds, and using $\pi$-integrability (which is provided as a condition for superconformal invariance) it follows that

$$\pi^\mu \rho (\mathcal{L}_{kA} B_{\mu\nu}) \pi^\nu_{\sigma} = 0.$$  \hfill (3.23)

If $\epsilon^A$ is (anti-) holomorphic, i.e., $D_+ \epsilon^A = 0$ or $D_- \epsilon^A = 0$, then we find the same conditions as in the corresponding bosonic case, see Eqs. (3.12)–(3.15), to which there are no solutions when $G$ acts freely and transitively. If $\epsilon^A$ is arbitrary the variation (3.22) does not vanish.

In conclusion, the supersymmetric action (2.1) is invariant under the group $G$ if and only if in addition to the superconformality conditions in Table 1 the conditions listed in Table 4 are satisfied, and if the parameter $\epsilon^A$ is independent of the worldsheet supercoordinates $(\xi^\pm, \theta^\pm)$, i.e., $D_\mp \epsilon^A = 0$. The group $G$ is then an isometry group, and the action is simultaneously superconformal and isometry invariant.

| \( Q^\mu \rho \partial_\tau X^\nu = 0 \) | (2.19) |
| \( Q^\mu_{\ kA} = 0 \) | (3.2) |
| \( \mathcal{L}_{kA} g_{\mu\nu} = 0 \) | (3.7) |
| \( \mathcal{L}_{kA} B_{\mu\nu} - \omega_{A[\nu,\mu]} = 0 \) | (3.8) |
| \( \pi^\mu_{\rho} \omega_{A\mu} - \partial_\nu \alpha_A = 0 \) | (3.10) |
| \( \pi^\mu_{\rho} (\mathcal{L}_{kA} B_{\mu\nu}) \pi^\nu_{\sigma} = 0 \) | (3.23) |

Table 4: Conditions for the supersymmetric action (2.1) to be invariant under the group $G$. We have assumed that the conditions listed in Table 1 for $\mathcal{N}=1$ superconformal invariance are satisfied.

### 3.2.2 Boundary conditions

To verify invariance of the boundary conditions in the supersymmetric model we work in 1D superfield formalism (see Appendix B), since this is much more convenient than working in
components. When $D_\pm e^A = 0$ the transformations (3.21) read
\[
\begin{align*}
\delta_k X^\mu &= e^A k^\mu_{\!A}(X), \\
\delta_k \psi^\mu_\pm &= e^A k^\mu_{\!A,\nu} \psi^\nu_\pm, \\
\delta_k F^\mu_{\!\pm} &= e^A k^\mu_{\!A,\nu} F^\nu_{\!\pm} + e^A k^\mu_{\!A,\nu\rho} \psi^\rho_{\!\pm} \psi^\nu_\pm,
\end{align*}
\]
which in terms of 1D superfields reads
\[
\begin{align*}
\delta_k K^\mu &= e^A k^\mu_{\!A}(K), \\
\delta_k S^\mu &= e^A k^\mu_{\!A,\nu}(K) S^\nu,
\end{align*}
\]
with $D e^A = 0$.

Of the boundary conditions in tables 1 and 4 the only one transforming nontrivially under $G$ is the Dirichlet condition (2.22). Its variation under (3.24), using Eq. (3.2), reads
\[
k^\mu_{\!A} \pi^\nu_{\!\mu,\rho} Q^\rho_{\![\nu,\rho]} \pi^\nu_{\!\lambda} \pi^\mu_{\!\lambda} D K^\lambda = 0,
\]
which is satisfied by virtue of $\pi$-integrability, Eq. (2.18).

Next we check invariance of the boundary ansatz (2.21). It is invariant under (3.24) if and only if (3.18) holds, and as a consequence we have also (3.19). Note that in the case of a spacefilling D-brane this is consistent with the condition (3.23) on the background, since then $\mathcal{L}_{k_A} B_{\mu\nu} = 0$ and from the superconformality condition (2.20) we know that $R^\mu_{\!\nu} = E^\mu_{\!\rho} E_{\nu\rho}$.

### 3.2.3 Summary and interpretation

<table>
<thead>
<tr>
<th>Condition</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q^\mu_{!\nu} k^\nu_{!A} = 0$</td>
<td>(3.2)</td>
</tr>
<tr>
<td>$\mathcal{L}<em>{k_A} g</em>{\mu\nu} = 0$</td>
<td>(3.7)</td>
</tr>
<tr>
<td>$\mathcal{L}<em>{k_A} B</em>{\mu\nu} - \partial_{[\mu} \omega_{A\nu]} = 0$</td>
<td>(3.8)</td>
</tr>
<tr>
<td>$\pi^\nu_{!\mu} \omega_{A\nu} - \partial_{[\mu} \alpha_{A]} = 0$</td>
<td>(3.10)</td>
</tr>
<tr>
<td>$\mathcal{L}<em>{k_A} R^\mu</em>{!\nu} = 0$</td>
<td>(3.18)</td>
</tr>
<tr>
<td>$\mathcal{L}<em>{k_A} \pi^\mu</em>{!\nu} = \mathcal{L}<em>{k_A} Q^\mu</em>{!\nu} = 0$</td>
<td>(3.19)</td>
</tr>
<tr>
<td>$\pi^\nu_{!\mu} (\mathcal{L}<em>{k_A} B</em>{\mu\nu}) \pi^\mu_{!\sigma} = 0$</td>
<td>(3.23)</td>
</tr>
</tbody>
</table>

Table 5: Conditions for invariance of the $\mathcal{N}=1$ supersymmetric sigma model under the group $G$. We have assumed that the superconformality conditions listed in Table 1 are satisfied.

In Table 5 we summarise the conditions necessary for the supersymmetric sigma model to be invariant under the group $G$, given the superconformality conditions in Table 1. These
conditions were all interpreted in Section 3.1.3, except Eq. (3.23). This condition combined
with (3.19) implies
\[ \mathcal{L}_{kA}(\pi^\mu \rho B_{\mu \nu} \pi^\nu) = 0. \]
Together with the conclusions in Section 3.1.3 and the consequences of the conditions in
Table 1, this means the D-brane is a \( G \)-invariant maximal integral submanifold and it is
equipped with invariant geometrical data, namely an invariant metric and an invariant two-
form \( \pi^\mu g_{\mu \nu} \pi^\nu \) and \( \pi^\mu B_{\mu \nu} \pi^\nu \), respectively.

4 Bosonic T-duality

Before studying the supersymmetric sigma model, we first highlight some fundamental issues
concerning gauging and T-duality that arise already in the bosonic model. Most aspects of
T-duality are well understood in the absence of a boundary [2, 3, 11, 12]. Here we use
the gauging procedure [6] to obtain the dual model via a parent action with boundaries,
determining the boundary conditions necessary for this procedure to work. This analysis
involves several checks. First, the act of integrating out fields to obtain the original and dual
sigma models must be consistent, meaning that the parent action must be gauge invariant
through every step before the gauge is fixed. Second, the boundary equations of motion
must be gauge invariant as well as mutually compatible. Third, the boundary conditions
themselves must be gauge invariant [28]. After completing these checks, we next find the
most general ansatz for the relation between left- and right-movers and derive the conditions
for this ansatz to be gauge invariant.

We consider the simplest possible case, i.e., we gauge a \( U(1) \) isometry generated by a
single Killing vector \( k^\mu \).

4.1 Consistent T-duality procedure

Gauging the \( U(1) \) isometry in the bosonic action (3.5) produces the following parent action,
\[ S_P = \int d^2 \xi \left[ (\partial_+ X^\mu + k^\mu A_+) (\partial_- X^\nu + k^\nu A_) E_{\mu \nu} + \ldots \right]. \]

Here we have introduced independent gauge fields \( A_\pm \) and a Lagrange multiplier \( y \). If the
background satisfies (3.7) and (3.8), then\(^7 \) \( S_P \) is invariant up to boundary terms under the

\(^7\)Choosing a gauge for \( \omega \) such that \( \mathcal{L}_k B_{\mu \nu} = \omega_{(\nu, \mu)} = 0 \) is possible only when there is just one Killing
vector \( k^\mu \). If the isometry group were, say, \( U(1) \times U(1) \), with two commuting Killing vectors \( k_1^\mu, k_2^\mu \), then it
following gauge transformations,
\[
\begin{align*}
\delta_k X^\mu &= \epsilon(\xi) k^\mu(X), \\
\delta_k A_\pm &= -\partial_\pm \epsilon(\xi), \\
\delta_k y &= -\epsilon(\xi) k^\mu(X) \omega_\mu(X),
\end{align*}
\]
where the gauge parameter \( \epsilon \) is an unrestricted function of the worldsheet coordinates. We can rewrite \( S_P \) in terms of gauge covariant quantities, i.e., we make the substitution
\[
\nabla_\pm X^\mu \equiv \partial_\pm X^\mu + k^\mu A_\pm,
\]
which transforms covariantly under (4.2),
\[
\delta_k \nabla_\pm X^\mu = \epsilon k^\mu_\nu \nabla_\pm X^\nu.
\]
Then the parent action reads
\[
S_P = \int d^2 \xi \left[ \nabla_+ X^\mu \nabla_- X^\nu E_{\mu\nu} + A_- \partial_+ y - A_+ \partial_- y + A_\pm \omega_\mu \partial_\pm X^\mu - A_\pm \omega_\mu \nabla_\pm X^\mu \right].
\]
This substitution will be useful in Section 4.5 when discussing a boundary ansatz for the worldsheet fields.

### 4.1.1 Equations of motion

From the parent action the original and dual sigma models are obtained by integrating out the fields \( y \) and \( A_\pm \), respectively, and then fixing the gauge. To integrate out the fields, we need their equations of motion, both in the bulk and on the boundary. The bulk equation of motion resulting from a variation of \( y \) is
\[
\partial_+ A_- - \partial_- A_+ = 0,
\]
implies that
\[
A_\pm = \partial_\pm \lambda
\]
for some scalar field \( \lambda \). From varying \( A_\pm \) we find the bulk equations
\[
\begin{align*}
A_\pm k^\mu k^\nu E_{\mu\nu} + \partial_\pm X^\nu (k^\mu E_{\nu\mu} + \omega_\nu) + \partial_\pm y &= 0, \\
A_\pm k^\mu k^\nu E_{\mu\nu} + \partial_\pm X^\nu (k^\mu E_{\nu\mu} - \omega_\nu) - \partial_\pm y &= 0.
\end{align*}
\]
would not be possible to gauge away both Lie derivatives \( \mathcal{L}_{k_1} B_{\mu\nu} \) simultaneously; see e.g. [11, 29]. This is true for models without boundary.

\[8\]These \( \nabla_\pm \) operators have nothing to do with the \( \nabla^{(\pm)} \) operators defined in (2.5).
In addition, the variation with respect to \( y \) produces a boundary term (there are no boundary terms from varying \( A_\pm \)),
\[
\int d\tau \, \delta y \left( A_+ + A_- \right) = 0.
\]
(4.7)
To find the most general solution to (4.7) that is compatible with the bulk equation of motion (4.5), we restrict the latter to the boundary and insert it in (4.7). The resulting condition reads
\[
2 \int d\tau \, \delta y \partial_\tau \lambda = 0,
\]
(4.8)
which has two solutions: \( \partial_\tau y = 0 \) and \( \partial_\tau \lambda = 0 \). The latter solution, however, is not allowed, since it would entail a restriction of the gauge freedom of the action. After integrating out the fields, but before fixing the gauge, the action must still be gauge invariant, otherwise we will not be able to use the gauge transformations (4.2) to choose a gauge and perform T-duality. Thus we are left with
\[
\partial_\tau y = 0
\]
(4.9)
as the most general solution to (4.7).

### 4.1.2 Recovering the original model

We may now proceed to integrate out \( y \) by substituting (4.5) and (4.9) in the parent action (4.3). Having thus eliminated \( y \) both in the bulk and on the boundary, the resulting action reads
\[
S_\lambda = \int d^2 \xi \left[ (\partial_+ X^\mu + k^\mu \partial_+ \lambda)(\partial_- X^\nu + k^\nu \partial_- \lambda) E_{\mu\nu} + \partial_- \lambda \omega_\mu \partial_+ X^\mu - \partial_+ \lambda \omega_\mu \partial_- X^\mu \right].
\]
(4.10)
Before fixing the gauge we need to check that \( S_\lambda \) is gauge invariant. It turns out that this requirement yields another crucial boundary condition, which must be satisfied if the T-duality operation is to be well-defined. Given (3.7) and (3.8), the transformation of \( S_\lambda \) under (4.2) yields the following boundary term,
\[
\delta_k S_\lambda = 2 \int d\tau \, \epsilon \omega_\mu (\partial_\tau X^\mu + k^\mu \partial_\tau \lambda).
\]
(4.11)
There are two possibilities for making this term vanish. One is to require that the gauge parameter \( \epsilon \) be zero on the boundary,
\[
\epsilon|_{\sigma=0,\pi} = 0.
\]
(4.12)
However, this would restrict the gauge freedom of our action, which, as remarked above, is not allowed. Thus the only permissible condition that sets (4.11) to zero is
\[
\omega_\mu (\partial_\tau X^\mu + k^\mu \partial_\tau \lambda) = 0.
\]
(4.13)
Using the Dirichlet condition \( Q^\mu_\nu \partial_\tau X^\nu = 0 \), and since \( \pi^\mu_\nu \partial_\tau X^\nu \) is in general nonzero, the condition (4.13) is equivalent to

\[ \pi^\mu_\nu \omega_\mu = 0. \tag{4.14} \]

That is, the Neumann components of \( \omega_\mu \) vanish on the boundary. Note that, since \( Q^\mu_\nu k^\nu = 0 \), Eq. (3.2), this implies \( k^\mu \omega_\mu = 0 \), i.e., \( \omega_\mu \) is orthogonal to the Killing vector.

We conclude that the action (4.10) is gauge invariant given the two boundary conditions (4.9) and (4.14), and we can now safely proceed with the gauge-fixing. We go to adapted coordinates \((k^\mu = \delta^\mu_0)\) and choose a gauge where \( \lambda = 0 \). The action \( S_\lambda \) then reduces to the original nonlinear sigma model,

\[ S_{\text{bos}} = \int d^2 \xi \left( \partial_+ X^\mu \partial_- X^\nu E_{\mu \nu} \right). \tag{4.15} \]

### 4.1.3 Finding the dual model

To find the dual model we use (4.6) to integrate out \( A^\pm \) in (4.3). The resulting action reads

\[
S_y = \int d^2 \xi \left[ \partial_+ X^\mu \partial_- X^\nu E_{\mu \nu} + (k^\lambda k^\sigma E_{\lambda \sigma})^{-1} \times \right.
\]

\[
\times \left( \partial_+ y + \omega_\mu \partial_+ X^\mu + k^\mu E_{\nu \rho} \partial_+ X^\nu \right) \left( \partial_- y + \omega_\mu \partial_- X^\rho - k^\gamma E_{\gamma \rho} \partial_- X^\rho \right) \right], \tag{4.16}
\]

which is required to be gauge invariant. Using (3.7) and (3.8) a gauge transformation leaves this action invariant up to the following boundary term,

\[ \delta_k S_y = 2 \int d\tau \epsilon \left( \partial_\tau y + \omega_\mu \partial_\tau X^\mu \right). \tag{4.17} \]

But we already know from Sections 4.1.1 and 4.1.2 that (4.9) and (4.14) must always hold. Hence (4.17) vanishes identically, and \( S_y \) is indeed gauge invariant. We can therefore go to adapted coordinates and choose the gauge where \( X^0 = 0 \). This yields the action

\[ \tilde{S}_{\text{bos}} = \int d^2 \xi \partial_+ \tilde{X}^\mu \partial_- \tilde{X}^\nu \tilde{E}_{\mu \nu}, \tag{4.18} \]

where

\[ \tilde{X}^0 \equiv y, \quad \tilde{X}^n \equiv X^n, \]

and \( \tilde{E}_{\mu \nu} \) is the dual background given by the following (modified) Buscher’s rules [4, 5, 6],

\[
\begin{align*}
\tilde{E}_{00} &= E_{00}^{-1}, \\
\tilde{E}_{0n} &= - (E_{0n} - \omega_n) E_{00}^{-1}, \\
\tilde{E}_{m0} &= (E_{m0} + \omega_m) E_{00}^{-1}, \\
\tilde{E}_{mn} &= E_{mn} - (E_{m0} + \omega_m)(E_{0n} - \omega_n) E_{00}^{-1}.
\end{align*}
\tag{4.19}
\]

Thus we have found the dual action, Eq. (4.18), which has the same form as the original one, with \( y \) playing the part of \( X^0 \)-coordinate.
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4.1.4 Summary

In Table 6 we collect the boundary conditions necessary for the bosonic parent action (4.3) to give rise to the original and dual nonlinear sigma models in a consistent manner.

\begin{table}[h]
\begin{align*}
Q^\mu_\nu \partial_\tau X^\nu &= 0 \quad (2.19) \\
Q^\mu_\nu k^\nu &= 0 \quad (3.2) \\
\mathcal{L}_k g_{\mu\nu} &= 0 \quad (3.7) \\
\mathcal{L}_k B_{\mu\nu} - \partial_{[\mu} \omega_{\nu]} &= 0 \quad (3.8) \\
\partial_\tau y &= 0 \quad (4.9) \\
\pi^\mu_\nu \omega_\mu &= 0 \quad (4.14)
\end{align*}
\end{table}

Table 6: Conditions for the bosonic parent action (4.3) to consistently yield the original and dual nonlinear sigma models.

4.2 Gauge invariance of parent action

We know that the parent action is gauge invariant on the boundary as well as in the bulk after integrating out the lagrange multiplier $y$ and gauge fields $A_\pm$, respectively, given the conditions in Table 6. Let us nevertheless make sure that the parent action is gauge invariant also before the fields are integrated out. This is quickly done: a gauge transformation of the parent action (4.3) leaves precisely the boundary term (4.17), which vanishes identically due to (2.19), (4.9) and (4.14).

4.3 Compatibility of field equations

Here we check that the equations of motion derived from the parent action are consistent on the boundary. This means checking that all boundary field equations are mutually compatible as well as compatible with the restriction of bulk equations to the boundary. We already have the equations of motion for $y$ and $A_\pm$, so let us derive the one remaining boundary field equation, namely that of $X^\mu$. A field variation with respect to $X^\mu$ produces the following equation,

\[ \int d\tau \delta X^\mu \left[ (\partial_\nu X^\nu + k^\nu A_\pm)E_{\mu\nu} - (\partial_\nu X^\nu + k^\nu A_+)E_{\nu\mu} + (A_+ + A_-)\omega_\mu \right] = 0, \quad (4.20) \]
implying
\[ \pi^{\mu}_{\rho} \left[ (\partial \pm X^\nu + k^\nu A^\pm) E_{\mu \nu} - \left( \partial \pm X^\nu + k^\nu A^\pm \right) E_{\nu \mu} \right] + \pi^{\mu}_{\rho} \omega_{\mu} (A^+ + A_-) = 0. \] (4.21)

This is compatible with restricting the bulk equations of motion (4.4) and (the difference between) Eqs. (4.6) to the boundary if and only if the following boundary condition holds,
\[ \partial_\tau y + \omega_\mu \pi^{\mu}_{\nu} \left( \partial_\tau X^\nu + k^\nu \partial_\tau \lambda \right) = 0. \] (4.22)

Inserting (4.9) and (4.14), the left-hand side vanishes identically, showing that the \( X^\mu \) boundary equation of motion is compatible with the \( y \) boundary equation of motion and the bulk equations of motion for \( A_\pm \) and \( y \). Hence the parent action (4.3) is consistent at the level of field equations, given the boundary conditions in Table 6.

### 4.4 Gauge invariance of boundary conditions

For complete consistency, we must also check that all the boundary conditions we have used in this section are themselves gauge invariant. We list them here:

\[ Q^\mu_{\nu} \partial_\tau X^\nu = 0 \] (2.19)
\[ Q^\mu_{\nu} k^\nu = 0 \] (3.2)
\[ \mathcal{L}_k g_{\mu \nu} = 0 \] (3.7)
\[ \mathcal{L}_k B_{\mu \nu} - \partial_{[\mu} \omega_{\nu]} = 0 \] (3.8)
\[ \partial_\pm A_\pm - \partial_- A_+ = 0 \] (4.4)
\[ A^\pm k^\mu k^\nu E_{\mu \nu} + \partial_\pm X^\nu (k^\mu E_{\nu \mu} + \omega_\nu) + \partial_\pm y = 0 \] (4.6a)
\[ A_\pm k^\mu k^\nu E_{\mu \nu} + \partial_- X^\nu (k^\mu E_{\nu \mu} - \omega_\nu) - \partial_- y = 0 \] (4.6b)
\[ \partial_\tau y = 0 \] (4.9)
\[ \pi^{\mu}_{\nu} \omega_\mu = 0 \] (4.14)
\[ \pi^{\mu}_{\rho} \left[ (\partial \pm X^\nu + k^\nu A^\pm) E_{\mu \nu} - \left( \partial \pm X^\nu + k^\nu A^\pm \right) E_{\nu \mu} \right] + \pi^{\mu}_{\rho} \omega_{\mu} (A^+ + A_-) = 0 \] (4.21)

The requirements for gauge invariance of each of these conditions are as follows:

1. Eqs. (3.2), (3.7), (3.8), (4.4) and (4.14) are trivially gauge invariant.
2. (2.19) is gauge invariant if (3.16) holds.
3. Eqs. (4.6) are gauge invariant due to (3.8).
4. (4.9) is gauge invariant if \( k^\mu \omega_\mu = 0 \), which follows from (4.14).
5. Given (4.14), (4.21) is gauge invariant if \( Q^\rho_{\nu} \mathcal{L}_k \pi^{\mu}_{\nu} = 0 \), which is equivalent to Eq. (3.16).

In conclusion, our boundary conditions are gauge invariant provided (3.16) holds.
### 4.5 Boundary ansatz

We now turn to the ansatz for the relation between left- and right-movers on the boundary. This is needed for conformal invariance of the gauged model, and provides us with boundary conditions in terms of a gluing matrix. In the bosonic ungauged model, the most general ansatz reads

$$\partial_\pm X^\mu = R^\mu_{\nu} \partial_\pm X^\nu. \quad (3.17)$$

In the gauged model, however, it turns out that the appropriate ansatz is

$$\nabla_\pm X^\mu = R^\mu_{\nu} \nabla_\pm X^\nu. \quad (4.23)$$

This is supported by an analysis of the conformal current (the stress-energy tensor) of the gauged model. For the model to be conformal on the boundary, the left- and right-moving components $T_{\pm \pm}$ must satisfy

$$0 = T_{++} - T_{--} \equiv \nabla_\pm X^\mu g_{\mu \nu} \nabla_\pm X^\nu + \nabla_\pm X^\mu g_{\mu \nu} \nabla_\pm X^\nu.$$

The most general solution to this is obtained by inserting (4.23), which leads to the condition (2.11), i.e., $R^\mu_{\nu}$ must preserve the metric, the same condition required for the ungauged model to be conformally invariant. If we were to use (3.17) instead, we would in addition to (2.11) find additional, very restrictive conditions, hence that solution would be less general.

What other boundary conditions, in addition to (2.11), follow from the ansatz (4.23)? Gauge invariance of (4.23) requires that $\mathcal{L}_k R^\mu_{\nu} = 0$, Eq. (3.18), which implies $\mathcal{L}_k \pi^\mu_{\nu} = \mathcal{L}_k Q^\mu_{\nu} = 0$, Eq. (3.19). Two further conditions are obtained by inserting (4.23) into the equation of motion (4.21), and using $\pi^\mu_{\nu} \omega^\mu_{\nu} = 0$, Eq. (4.14). The result is Eq. (2.17) (diagonalisation of the metric) and Eq. (2.20), which arose in the analysis of the ungauged supersymmetric model in [16, 26], but here they arise as conformality conditions in the gauged bosonic model.

One may ask if the gluing matrix $R^\mu_{\nu}$ of the gauged model is the same object as the gluing matrix in the ungauged model, something that is not a priori clear. We can see that in fact this must be the case, by the following simple observation. The current associated to conformal symmetry of the gauged model has a form identical to that of the original model, with the original fields replaced by gauge covariant ones. As a consequence the analysis of conformal invariance of the parent action is identical to that of the ungauged action. Hence the resulting conditions for the gluing matrix of the gauged model have the same form as those of the original model. These conditions should reduce to those of the original model when going to adapted coordinates and fixing the gauge. The question is then whether there is a generalisation of the gluing matrix, depending on more fields than $X^\mu$, which reduces to $R^\mu_{\nu}$ once we integrate out $y$ and set $k^\mu = \delta^\mu_0$ and $A^\pm = 0$. The answer is no: for conformal
reasons, the only field the gluing matrix can depend on other than $X^\mu$ is $y$, but there is no conformally allowed modification of $R_{\mu\nu}$ that vanishes when we use the $y$ field equations and fix the gauge. On the other hand, the ansatz (4.23) reduces in a trivial way to the ansatz (3.17) of the original model.

### 4.6 Summary and interpretation

\begin{equation}
   g_{\rho\sigma} - R^\mu_{\rho\nu} g_{\mu\nu} R^\nu_{\sigma} = 0 \quad (2.11)
\end{equation}
\begin{equation}
   \pi^\rho_{\mu} g_{\nu\sigma} Q^\nu_{\sigma} = 0 \quad (2.17)
\end{equation}
\begin{equation}
   Q^\mu_{\nu} \partial_\nu X^\nu = 0 \quad (2.19)
\end{equation}
\begin{equation}
   \pi^\rho_{\mu} E_{\sigma\rho} \pi^\sigma_{\nu} - \pi^\rho_{\mu} E_{\rho\sigma} \pi^\sigma_{\lambda} R^\lambda_{\nu} = 0 \quad (2.20)
\end{equation}
\begin{equation}
   Q^\mu_{\nu} k^\nu = 0 \quad (3.2)
\end{equation}
\begin{equation}
   \mathcal{L}_k g_{\mu\nu} = 0 \quad (3.7)
\end{equation}
\begin{equation}
   \mathcal{L}_k B_{\mu\nu} - \omega_{[\nu,\mu]} = 0 \quad (3.8)
\end{equation}
\begin{equation}
   k^\mu \pi^\rho_{\mu} \pi^\nu_{\gamma} \pi^\lambda_{[\rho,\nu]} = 0 \quad (3.16)
\end{equation}
\begin{equation}
   \mathcal{L}_k A R_{\nu}^\mu = 0 \quad (3.18)
\end{equation}
\begin{equation}
   \mathcal{L}_k A \pi^\mu_{\nu} = \mathcal{L}_k A Q^\mu_{\nu} = 0 \quad (3.19)
\end{equation}
\begin{equation}
   \partial_\tau y = 0 \quad (4.9)
\end{equation}
\begin{equation}
   \pi^\mu_{\nu} \omega_{\mu} = 0 \quad (4.14)
\end{equation}
\begin{equation}
   \nabla_\tau X^\mu - R^\mu_{\nu} \nabla_\tau X^\nu = 0 \quad (4.23)
\end{equation}

Table 7: Conditions for the bosonic nonlinear sigma model to be consistent under T-duality.

In Table 7 we summarise the boundary conditions necessary for the bosonic nonlinear sigma model to be consistent under T-duality. The first four of these conditions were found and interpreted already in Section 2: (2.11) is the preservation of the metric, (2.17) is the diagonalisation of the metric, (2.19) is the Dirichlet condition in the original model, and (2.20) implies indirectly that the B-field on the D-brane is the pullback of the background B-field.

Conditions (3.2), (3.7), (3.8), (3.16), (3.18) and (3.19) were interpreted already in Section 3.1.3. Together with (4.14) these conditions tell us what we already knew about the D-brane in the original model, namely that it is an isometry invariant submanifold equipped with an invariant metric and two-form, whose projection onto the isometry direction is an integral submanifold.
Next, Eq. (4.9) is a Dirichlet condition for $y$, implying that the brane on the dual side is transverse to the $y$-direction. This is consistent with the expectation that T-duality parallel to a D-brane decreases its dimension by one. The condition (4.14) means that $\omega_\mu$ has no components parallel to the brane in the original sigma model, but we cannot say anything about the components orthogonal to it. Eq. (4.23) is just the ansatz we made for the relation between left- and right-movers on the worldsheet.

## 5 Supersymmetric T-duality

The bosonic discussion generalises in most respects straightforwardly to the supersymmetric model. We follow the same logic, starting with consistency of the T-duality procedure, then checking gauge invariance and compatibility of field equations. Here, however, we find that a boundary ansatz for the worldsheet fields is needed at an early stage to finish the analysis of the field equations. We therefore make a brief digression at the appropriate time to discuss the ansatz, and then complete the consistency check. In addition, we check gauge invariance of the boundary conditions and verify that the action as well as all boundary conditions are compatible with supersymmetry.

### 5.1 Consistency of T-duality procedure

Gauging the $U(1)$ isometry in the bulk of the supersymmetric action (2.1) produces the following parent action,

$$
S_P = \int d^2\xi d^2\theta \left[ \nabla_+ \Phi^\mu \nabla_- \Phi^\nu E_{\mu\nu}(\Phi) + \omega_\mu D_+(\Phi^\mu V_-) + D_-(Y V_+) \right] 
+ \frac{i}{2} \int d\tau B_{\mu\nu}[\psi_+^\mu \psi_+^\nu + \psi_-^\mu \psi_-^\nu],
$$

where

$$
\nabla_\pm \Phi^\mu \equiv D_\pm \Phi^\mu + k^\mu V_\pm,
$$

and the independent superfields $V_\pm$ and $Y$ are, respectively, gauge fields and a Lagrange multiplier. Given (3.7) and (3.8), $S_P$ is invariant up to boundary terms under the following gauge transformations,

$$
\begin{align*}
\delta_k \Phi^\mu &= \epsilon(\xi, \theta) k^\mu(\Phi), \\
\delta_k V_\pm &= -D_\pm \epsilon(\xi, \theta), \\
\delta_k Y &= -\epsilon(\xi, \theta) k^\mu(\Phi) \omega_\mu(\Phi).
\end{align*}
$$

These $\nabla_\pm$ operators are unrelated to the $\nabla^{(\pm)}_\pm$ operators defined in (2.5).
One may now ask if not the boundary term in (5.1) should also be modified in some way, to make the full action gauge invariant and consistent also on the boundary. First we note that leaving the boundary term unchanged leads to very restrictive conditions on the background, e.g., $k^\mu B_{\mu\nu} \pi^{\nu} = 0$, implying that a modification is indeed necessary. However, it is not immediately clear what this modification should look like. We make the natural choice to replace the worldsheet fermions $\psi^\mu_\pm$ with their gauge covariant counterparts, defined by

$$\tilde{\psi}^\mu_\pm \equiv \nabla^\pm \Phi^\mu |_{\theta=0} = \psi^\mu_\pm + k^\mu v^\pm,$$

where

$$v^\pm \equiv V^\pm |_{\theta=0}.$$

With this modification of the boundary term, the gauged action now reads

$$\hat{S} = \int d^2 \xi d^2 \theta \left[ \nabla^+ \Phi^\mu \nabla^- \Phi^\nu E_{\mu\nu} (\Phi) + \omega_\mu D_+ \Phi^\mu - D_+ Y V_+ \right] + \frac{i}{2} \int d\tau B_{\mu\nu} \left[ \tilde{\psi}^\mu_+ \tilde{\psi}^\nu_+ + \tilde{\psi}^\mu_- \tilde{\psi}^\nu_- \right].$$

(5.3)

This is the action we will work with, and we will see that it is consistent and supersymmetric.

We begin by showing that it gives rise to the appropriate original and dual sigma models in a consistent way.

### 5.1.1 Equations of motion

To obtain the original and dual models we need to integrate out $Y$ and $V^\pm$, respectively, by using their field equations in (5.3), and then fix the gauge. A variation with respect to $Y$ yields the following bulk equation of motion,

$$D_+ V_- + D_- V_+ = 0,$$

(5.4)

implying

$$V^\pm = D^\pm \Lambda$$

(5.5)

for some scalar superfield $\Lambda$. Varying $V_\pm$ yields the field equations

$$\begin{cases} V_+ k^\mu k^\nu E_{\mu\nu} + D_+ \Phi^\mu (k^\mu E_{\nu\mu} + \omega_\nu) + D_+ Y = 0, \\ V_- k^\mu k^\nu E_{\mu\nu} + D_- \Phi^\mu (k^\mu E_{\mu\nu} - \omega_\nu) - D_- Y = 0. \end{cases}$$

(5.6)

The boundary term from varying $Y$ reads

$$\int d\tau \left[ -(v_{++} + v_{--}) \delta y + v_+ \delta y_+ + v_- \delta y_- \right] = 0,$$

(5.7)

10Note that there are no boundary terms arising from the variation with respect to $V^\pm$, nor are there any $v^\pm$-terms in the boundary term that might contribute, since we are using the covariant variables $\tilde{\psi}^\mu_\pm$ rather than the combination $\psi^\mu_\pm + k^\mu v^\pm$. 
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where
\[ v_{\pm} \equiv (D_{\pm} V_{\pm})|_{\theta=0}, \quad y_{\pm} \equiv (D_{\pm} Y)|_{\theta=0}, \quad y \equiv Y|_{\theta=0}. \]

In the interest of generality, we need to be careful when solving (5.7). Since \( Y \) is a Lagrange multiplier, so we know that it is definitely independent of all other fields, it is safest – and easiest – to first analyse the components of this field rather than those of \( V_{\pm} \). More precisely, we need to find the most general boundary condition relating \( y_{+} \) to \( y_{-} \), and then substitute this relation in (5.7) before solving it. Dimensional considerations (classical conformality), analogous to those that led to the most general linear fermionic ansatz in the original model, suggest that the ansatz for \( y_{\pm} \) must take the form
\[ y_{-} + ay_{+} = 0, \tag{5.8} \]
where \( a \) is some scalar field. Because \( Y \) is independent of the other fields, \( a \) must also be independent of them. However, \( a \) may a priori depend on \( y \). We can determine whether or not this is the case by examining the superpartner of (5.8), which reads
\[ a \partial_{+} y + \eta \partial_{-} y = (\eta a - 1) y_{+-} - \partial_{y}(y_{+} + \eta y_{-}) y_{+}. \]
Due to (5.8), the last term on the right-hand side is annihilated by \( y_{+} \), and we have
\[ a \partial_{+} y + \eta \partial_{-} y = (\eta a - 1) y_{+-}. \tag{5.9} \]
On the other hand we know from Section 4.1 that (5.9) should reduce to \( \partial_{\tau} y = 0 \) in the bosonic case. Since in the bosonic model \( y_{+-} = 0 \), this is true if and only if \( a = \eta \). Hence the most general ansatz for \( y_{\pm} \) is
\[ y_{-} + \eta y_{+} = 0. \tag{5.10} \]

Returning to the equation of motion (5.7), the insertion of (5.10) reduces it to
\[ -(v_{++} + v_{--}) \delta y + (v_{+-} - \eta v_{-}) \delta y_{+} = 0. \tag{5.11} \]
The two terms must vanish independently.\(^{11}\) From the first term it is clear that \( \delta y = 0 \), because \( v_{++} + v_{--} \) is not allowed to vanish, for the same reason (gauge freedom) that \( A_{+} + A_{-} \) had to be nonzero in Section 4.1. More precisely, the gauge transformation of \( v_{++} + v_{--} = 0 \) is \(-2i\partial_{\tau}\epsilon = 0\), which would restrict the gauge. We thus find
\[ \partial_{\tau} y = 0. \tag{4.9} \]
The second term in (5.11) allows two possibilities:
\[ v_{-} - \eta v_{+} = 0 \tag{5.12} \]
\(^{11}\)There were at the outset the three independent fields \( \delta y, \delta y_{\pm} \), and we have used (5.10) to eliminate \( \delta y_{-} \), leaving the two independent fields \( \delta y, \delta y_{+} \).
or
\[ \delta y_+ = 0. \]  \hfill (5.13)

However, it turns out that the latter condition is not a good solution, because it does not
eliminate \( y_+ \) on the boundary when used in the parent action (which was the whole point
of using the \( Y \) field equations in the action). To see this, consider the boundary \( Y \)-terms
remaining after substituting the bulk equations of motion (5.5) in (5.3),
\[
\int d\tau \left[ -2\lambda \partial_\tau y + i(v_+ - \eta v_-)y_+ \right],
\]
where \( \lambda \equiv \Lambda|_{\theta=0} \). The first term vanishes due to (4.9), and (5.12) cancels the second term,
whereas (5.13) would not cancel it. Hence we must adopt (5.12), and this is the boundary
equation of motion for \( y_+ \).

In Table 8 we summarise the boundary conditions implied by \( Y \)-on-shell analysis. Note
that (4.9) and (5.10) are off-shell conditions imposed by hand, whereas (5.12) a priori holds
only on-shell. However, we will see presently that in fact this condition also must be off-shell.

\[
\begin{align*}
\partial_\tau y & = 0 \quad \text{(4.9)} \\
y_- + \eta y_+ & = 0 \quad \text{(5.10)} \\
v_- - \eta v_+ & = 0 \quad \text{(5.12)}
\end{align*}
\]

Table 8: Conditions found when integrating out the \( Y \)-field in the supersymmetric parent
action (5.3).

### 5.1.2 Recovering the original model

Having derived the most general field equations for \( Y \), we now use them to integrate out \( Y \)
in the parent action (5.3). Thus, using Eq. (5.5) and the conditions in Table 8, the result is
\[
S_{\Lambda} = \int d^2\xi d^2\theta \left[ (D_+ \Phi^\mu + k^\mu D_+ \Lambda)(D_- \Phi^\nu + k^\nu D_- \Lambda)E_{\mu\nu} + \omega_\mu D_\nu(\Phi^\mu D_- \Lambda) \right] \\
+ \frac{i}{2} \int d\tau \left[ \tilde{\psi}_+^\mu \tilde{\psi}_+^\nu + \tilde{\psi}_-^\mu \tilde{\psi}_-^\nu \right]. \hfill (5.14)
\]

This action must be gauge invariant. Its gauge transformation, using (3.7) and (3.8), is a
pure boundary term,
\[
\delta_k S_{\Lambda} = \int d\tau \left[ 2\epsilon_\mu (\partial_\tau X^\mu + k^\mu \partial_\tau \lambda) + i\epsilon_\nu (\omega_\nu,\mu k^\mu + \omega_\mu k^\mu) + i\lambda_+ \tilde{\psi}_+^\nu + i\lambda_- \tilde{\psi}_-^\nu \right] \\
- i\epsilon_+ \omega_\mu \tilde{\psi}_+^\mu - i\epsilon_- \omega_\mu \tilde{\psi}_-^\mu \right], \hfill (5.15)
\]
where
\[ \epsilon_\pm \equiv (D_\pm \epsilon)|_{\theta=0}, \quad \lambda_\pm \equiv (D_\pm \Lambda)|_{\theta=0}. \]

Note that the first term in (5.15) is the expected bosonic part of the variation, cf. Eq. (4.11). To find the conditions necessary for \( \delta_k S_\Lambda \) to vanish we make use of the fact that gauge invariance of (5.12) yields a relation between the gauge parameters \( \epsilon_\pm \),
\[ \epsilon_- - \eta \epsilon_+ = 0. \quad (5.16) \]

In addition, (5.12) implies \( \lambda_- - \eta \lambda_+ = 0 \), which we insert together with (5.16) in (5.15) to get
\[ \delta_k S_\Lambda = \int d\tau \left[ 2\epsilon \omega_\mu (\partial_\tau X^\mu + k^\mu \partial_\tau \lambda) + i\epsilon (\omega_\nu k^\mu + \omega_\mu k^\nu) v_+ (\tilde{\psi}_+^\nu + \eta \tilde{\psi}_-^\nu) ight. \\
\left. - i\epsilon_+ \omega_\mu (\tilde{\psi}_+^\mu + \eta \tilde{\psi}_-^\mu) \right]. \quad (5.17) \]

The vanishing of the first term implies, using the Dirichlet condition (2.19),
\[ \pi^\mu \omega_\mu = 0, \quad (4.14) \]
which also annihilates the last term because, due to the fermionic Dirichlet condition (2.15) and \( Q_\mu k^\nu = 0 \), Eq. (3.2), \( \tilde{\psi}_\pm^\mu \) satisfy
\[ Q_\nu \left( \tilde{\psi}_+^\nu + \eta \tilde{\psi}_-^\nu \right) = 0. \quad (5.18) \]

Because (4.14) implies \( k^\mu \omega_\mu = 0 \) and therefore \( (k^\mu \omega_\mu)_\nu = 0 \), the remaining term in (5.15) may be rewritten as
\[ i\epsilon v_+ k^\lambda \pi^\mu \omega_\nu \pi^\rho (\tilde{\psi}_+^\nu + \eta \tilde{\psi}_-^\nu), \]
which implies
\[ k^\lambda \pi^\mu (\mathcal{L}_k B_{\mu \nu}) \pi^\rho = 0, \quad (5.19) \]
i.e., Eq. (3.23) contracted with \( k^\mu \).

The action (5.14) is thus gauge invariant provided (4.14), (5.16) and (5.19) are satisfied on the boundary, and we can now go to adapted coordinates \( (k^\mu = \delta_0^\mu) \), and fix the gauge such that \( \Lambda = 0 \). The result is the original sigma model action,
\[ S = \int d^2 \xi d^2 \theta \ D_+ \Phi^\mu D_- \Phi^\nu E_{\mu \nu} + \frac{i}{2} \int d\tau \ B_{\mu \nu} [\psi_+^\mu \psi_+^\nu + \psi_-^\mu \psi_-^\nu]. \quad (2.1) \]

In Table 9 we collect the conditions necessary for a consistent retrieval of the original supersymmetric sigma model from the parent action (5.3), assuming the conditions in Table 8 are satisfied.
\[ Q_{\mu} \partial^\nu X^{\nu} = 0 \quad (2.19) \]
\[ Q_{\mu} \sigma^\nu = 0 \quad (3.2) \]
\[ \mathcal{L}_k g_{\mu\nu} = 0 \quad (3.7) \]
\[ \mathcal{L}_k B_{\mu\nu} - \omega_{[\nu,\mu]} = 0 \quad (3.8) \]
\[ \pi^\mu \omega_{\mu} = 0 \quad (4.14) \]
\[ \epsilon_- - \eta \epsilon_+ = 0 \quad (5.16) \]
\[ Q_{\mu} \nu \left( \hat{\psi}^\nu + \eta \hat{\psi}^\nu \right) = 0 \quad (5.18) \]
\[ k^\lambda \pi^\mu \left( \mathcal{L}_k B_{\mu\rho} \right) \pi^\rho = 0 \quad (5.19) \]

Table 9: Conditions necessary for a consistent retrieval of the original supersymmetric sigma model from the parent action (5.3). We have assumed that the conditions in Table 8 are satisfied.

5.1.3 Finding the dual model

To find the dual model we use the bulk equations of motion (5.6) to integrate out \( V_\pm \) in (5.3), resulting in the following action,

\[
S_Y = \int d^2 \xi d^2 \theta \left[ D_+ \Phi^\mu D_- \Phi^\nu E_{\mu\nu} + (k^\lambda k^\sigma E_{\lambda\sigma})^{-1} (D_+ Y + \omega_{\mu} D_+ \Phi^\mu + k^\rho E_{\nu\rho} D_+ \Phi^\nu) (D_- Y + \omega_{\rho} D_- \Phi^\rho - k^\gamma E_{\gamma\rho} D_- \Phi^\rho) \right] + \frac{i}{2} \int d\tau B_{\mu\nu} \left[ \hat{\psi}_+^\mu \hat{\psi}_+^\nu + \hat{\psi}_-^\mu \hat{\psi}_-^\nu \right].
\]

This action should be gauge invariant, and its gauge transformation is a pure boundary term,

\[
\delta_k S_Y = \int d\tau \left[ 2\epsilon (\partial_\tau y + \omega_{\mu} \partial_\tau X^{\mu}) + ik^\mu \omega_{\nu} (\epsilon_+ v_+ + \epsilon_- v_-) + i\epsilon k^\nu \omega_{[\nu,\mu]} (\hat{\psi}_+^\mu v_+ + \hat{\psi}_-^\mu v_-) \right.
\]
\[
- i\omega_{\mu} (\epsilon_+ \hat{\psi}_+^\mu + \epsilon_- \hat{\psi}_-^\mu) - i(\epsilon_+ y_+ + \epsilon_- y_-) \left. \right] ,
\]

which vanishes when we use the conditions listed in Tables 8 and 9, showing that \( S_Y \) is gauge invariant. Note how this requires (5.12) to be an off-shell condition.

Going to adapted coordinates and fixing the gauge such that \( \Phi^0 = 0 \) (and hence \( X^0 = \psi^0_\pm = 0 \)), we obtain the dual action,

\[
\tilde{S}' = \int d^2 \xi d^2 \theta \left[ D_+ Y D_- Y \tilde{E}_{00} + D_+ Y D_- \Phi \tilde{E}_{0n} + D_+ \Phi^m D_- Y \tilde{E}_{m0} + D_+ \Phi^m D_- \Phi^n \tilde{E}_{mn} \right] + \frac{i}{2} \int d\tau \left\{ E_{mn} \left[ \hat{\psi}_+^m \hat{\psi}_+^n + \hat{\psi}_-^m \hat{\psi}_-^n \right] + E_{0n} \left[ \hat{\psi}_+^0 \hat{\psi}_+^n + \hat{\psi}_-^0 \hat{\psi}_-^n \right] \right\} ,
\]

28
where \( \tilde{E}_{\mu\nu} \) is the dual background given by Buscher’s rules (4.19), except now it is a superfield. To rewrite the boundary term in \( \tilde{S}' \) in terms of dual quantities, we first observe that, in the chosen gauge,

\[
\tilde{\psi}_\pm^0 \equiv \psi_\pm^0 + v_\pm = \psi_\pm, \quad \tilde{\psi}_\pm^n \equiv \psi_\pm^n.
\]  

(5.23)

We moreover rewrite the component form of the \( V_\pm \) bulk equations of motion (5.6) in terms of the dual background,

\[
\begin{align*}
 v_+ \tilde{E}^{-1}_{00} + \tilde{E}^{-1}_{00} \tilde{E}_{n0} \psi_+^n + \psi_+ &= 0, \\
v_- \tilde{E}^{-1}_{00} - \tilde{E}^{-1}_{00} \tilde{E}_{0n} \psi_-^n - y_- &= 0.
\end{align*}
\]  

(5.24)

Given \( y_- + \eta v_+ = 0 \), Eq. (5.10), and \( v_- - \eta v_+ = 0 \), Eq. (5.12), the first equation minus \( \eta \equiv \pm 1 \) times the second, and restricting to the boundary, yields the relation

\[
\tilde{E}_{n0} \psi_+^n = -\eta \tilde{E}_{0n} \psi_-^n.
\]  

(5.25)

Using (5.23) and (5.25) as well as (4.14) and Buscher’s rules (4.19), we may now rewrite the dual action (5.22) as

\[
\tilde{S} = \int d^2 \xi d^2 \theta \ D_+ \tilde{\Phi}^\mu D_- \tilde{\Phi}^\nu \tilde{E}_{\mu\nu} + \frac{i}{2} \int d\tau \ \tilde{B}_{\mu\nu}[\tilde{\psi}_+^\mu \tilde{\psi}_+^\nu + \tilde{\psi}_-^\mu \tilde{\psi}_-^\nu],
\]  

(5.26)

where

\[
\tilde{\Phi}^0 \equiv Y, \quad \tilde{\Phi}^n \equiv \Phi^n, \quad \tilde{\psi}_+^0 \equiv \psi_+^0, \quad \tilde{\psi}_\pm^n \equiv \psi_\pm^n.
\]

Thus the dual action has the same form as the original action, with \( Y \) playing the role of a \( \Phi^0 \)-coordinate in the dual coordinate system, and \( y_\pm \) being the dual analogues of \( \psi_\pm^0 \).

### 5.2 Gauge invariance of parent action

It is easily verified that the gauge transformation of the parent action before integrating out the fields \( V_\pm \) is the same as after integrating them out, i.e., Eq. (5.21). As already discussed, this vanishes when all the boundary conditions listed in Tables 8 and 9 are satisfied, hence the parent action (5.3) is indeed gauge invariant.

### 5.3 Compatibility of field equations, part I

Now we want to compare the boundary equations of motion obtained from the parent action with the bulk equations restricted to the boundary, to check if they are compatible. The boundary field equations for \( Y \) were derived in Section 5.1 and are listed in Table 8. There are no boundary equations of motion for \( V_\pm \), so we move on to derive the \( X^\mu \) and \( \tilde{\psi}_\pm^\mu \) field
equations. The boundary term that results from varying the parent action (5.3) with respect to \( X^\mu \) and \( \hat{\psi}_+^\mu \) in component form reads

\[
\delta \hat{S} = \int d\tau \left\{ \delta X^}\ [\partial_\tau X^\mu E_{\mu\rho} - \partial_\tau X^\mu E_{\mu\rho} \\
+ \imath \tilde{v}_+^\mu \nu (L_k B_{\mu\rho} - \omega_{\mu,\rho}) - \imath \tilde{v}_-^\mu \nu (L_k B_{\mu\rho} + \omega_{\mu,\rho}) \right. \\
- \imath (v_+ + v_-) \omega_\rho + \imath v_+ k^\nu E_{\nu\rho} - \imath v_- k^\nu E_{\nu\rho} \\
+ \imath \tilde{v}_+^\mu \tilde{\psi}_+^\rho \left( E_{\nu\rho,\mu} + \frac{1}{2} B_{\nu\rho,\mu} \right) + \imath \tilde{v}_-^\mu \tilde{\psi}_-^\rho \left( E_{\nu\rho,\mu} + \frac{1}{2} B_{\nu\rho,\mu} \right) \\
+ \imath \delta \tilde{\psi}_-^\mu \left[ \tilde{\psi}_+^\rho g_{\mu\nu} - v_+ \omega_\mu \right] - \imath \delta \tilde{\psi}_+^\mu \left[ \tilde{\psi}_-^\rho g_{\mu\nu} + v_- \omega_\mu \right] \}.
\] 

(5.27)

Using \( \delta X^}\ = \delta X^\lambda \pi^\lambda_ \) as well as (3.7), (3.8) and (4.14), \( \delta \hat{S} \) reduces to

\[
\delta \hat{S} = \int d\tau \left\{ \delta X^\lambda \pi^\lambda \ [\partial_\tau X^\mu E_{\mu\rho} - \partial_\tau X^\mu E_{\mu\rho} \\
- \imath \left( \tilde{\psi}_+^\mu \nu (\omega_\rho + \imath v_+ k^\nu E_{\nu\rho}) + \imath \tilde{\psi}_-^\mu \nu (\omega_\rho - \imath v_- k^\nu E_{\nu\rho}) \right) \\
+ \imath \tilde{\psi}_+^\mu \tilde{\psi}_+^\rho \left( E_{\nu\rho,\mu} + \frac{1}{2} B_{\nu\rho,\mu} \right) + \imath \tilde{\psi}_-^\mu \tilde{\psi}_-^\rho \left( E_{\nu\rho,\mu} + \frac{1}{2} B_{\nu\rho,\mu} \right) \\
+ \imath \delta \tilde{\psi}_-^\mu \left[ \tilde{\psi}_+^\rho g_{\mu\nu} - v_+ \omega_\mu \right] - \imath \delta \tilde{\psi}_+^\mu \left[ \tilde{\psi}_-^\rho g_{\mu\nu} + v_- \omega_\mu \right] \}.
\] 

(5.28)

We will return to this equation to derive the most general equation of motion, but first we turn to the \( V_\pm \) bulk equations of motion, Eq. (5.6), restricting their component form to the boundary. Taking the first equation minus \( \eta \) times the second one, we obtain a superfield relation whose fermionic lowest component reads

\[
0 = \gamma_+ + \eta \gamma_- - (v_+ + \eta v_-) k^\nu \omega_\mu + \tilde{\psi}_+^\mu (\omega_\mu + k^\nu E_{\nu\mu}) + \eta \tilde{\psi}_-^\mu (\omega_\mu - k^\nu E_{\nu\mu}),
\] 

(5.29)

and its bosonic superpartner reads

\[
0 = -2 \partial_\tau \gamma - 2 \omega_\mu \partial_\tau X^\mu \partial_\tau X^\mu - \partial_\tau X^\mu k^\nu E_{\nu\mu} + \partial_\tau X^\mu k^\nu E_{\nu\mu} + \eta (v_+ + v_-) k^\mu k^\nu g_{\mu\nu} \\
+ \imath \tilde{\psi}_+^\mu \tilde{\psi}_+^\nu (\omega_\nu + k^\mu E_{\nu\mu}), \rho + \imath \tilde{\psi}_-^\mu \tilde{\psi}_-^\nu (\omega_\nu - k^\mu E_{\nu\mu}), \rho.
\] 

(5.30)

Inserting (4.9), (4.14), (5.10) and the Dirichlet condition (5.18), Eqs. (5.29) and (5.30) simplify to

\[
0 = k^\nu E_{\mu\nu} \tilde{\psi}_+^\mu - \eta k^\nu E_{\nu\mu} \tilde{\psi}_+^\mu,
\] 

(5.31)

\[
0 = k^\nu (\partial_\tau X^\mu E_{\nu\mu} - \partial_\tau X^\mu E_{\nu\mu}) + \imath (v_+ + v_-) k^\mu k^\nu g_{\mu\nu} \\
+ \imath \tilde{\psi}_+^\mu \tilde{\psi}_+^\nu (\omega_\nu + k^\mu E_{\nu\mu}), \rho + \imath \tilde{\psi}_-^\mu \tilde{\psi}_-^\nu (\omega_\nu - k^\mu E_{\nu\mu}), \rho.
\] 

(5.32)

The \( \tilde{\psi}_- \) terms can be rewritten using \( L_k B_{\nu\mu} = \omega_{\nu\mu} \) so that (5.32) becomes

\[
0 = k^\nu (\partial_\tau X^\mu E_{\nu\mu} - \partial_\tau X^\mu E_{\nu\mu}) + \imath (v_+ + v_-) k^\mu k^\nu g_{\mu\nu} \\
+ \imath \tilde{\psi}_+^\mu \tilde{\psi}_+^\nu \left( E_{\nu\rho,\mu} + \frac{1}{2} B_{\nu\rho,\mu} \right) k^\rho + \imath \tilde{\psi}_-^\mu \tilde{\psi}_-^\nu \left( E_{\nu\rho,\mu} + \frac{1}{2} B_{\nu\rho,\mu} \right) k^\rho \\
+ \imath (\tilde{\psi}_+^\mu \tilde{\psi}_-^\nu - \tilde{\psi}_-^\mu \tilde{\psi}_+^\nu) k^\rho g_{\mu\nu}.
\] 

(5.33)
This is as far as we get without employing a boundary ansatz for the fermions. Otherwise we cannot derive the most general equations of motion from (5.28), to see if they are compatible with (5.33). We therefore turn to the fermionic ansatz next, deducing the appropriate one in a fashion similar to the bosonic analysis in Section 4.5.

5.4 Intermission: boundary ansatz

For the original nonlinear sigma model (2.1) we found that the appropriate fermionic ansatz was (2.9), accompanied by certain restrictions on the gluing matrix $R_{\mu\nu}$ dictated by superconformal symmetry. Here it is natural to make the analogous ansatz for the gauged model,

$$\hat{\psi}_+^\mu = \eta R^\mu_{\nu} \hat{\psi}_+^\nu.$$  \hfill (5.34)

The form of this ansatz is also suggested by the supersymmetric generalisation of the bosonic ansatz (4.23).

In analogy with the bosonic analysis in Section 4.5, we may deduce that the gluing matrix here is the same as in the ungauged model. The currents associated to superconformal invariance are identical in form to those of the original model, as shown in Appendix D. Thus the superconformal conditions are also of the same form, and in the fixed gauge they should reduce to the conditions of the original model. But again there are no consistent conformally allowed modifications to $R_{\mu\nu}$.

It is important for the continued analysis to realise that because the analysis of superconformal currents is identical to that of the original model, we know that all the boundary conditions in Table 1 must hold also in the gauged model. In particular, $\pi$-integrability together with $\pi^\mu \omega_{\mu} = 0$ implies $\pi^\mu (L_k B_{\mu\nu}) \pi^\nu = 0$, Eq. (3.23), hence (5.19) is automatically satisfied. Therefore we may henceforth replace (5.19) with the condition (3.23).

Just like in Section 2.2 we can write (5.34) and its bosonic superpartner in terms of 1D superfields. The supersymmetry transformation of the fermionic ansatz reads

$$i \partial_\pm X^\mu = i R^\mu_{\nu} \partial_\pm X^\nu - 2\eta P^\mu_{\nu} F^\nu_{\pm} + 2 R^\mu_{\nu,\rho} P^\rho_{\lambda} \hat{\psi}_+^\lambda \hat{\psi}_{\pm}^\nu - R^\mu_{\nu,\rho} k^\rho v_+ \hat{\psi}_+^\nu + 2 v_+ \left( - R^\mu_{\nu} k^\nu_{\rho} + k^\mu_{\rho} \right) P^\rho_{\lambda} \hat{\psi}_+^\lambda + \left( R^\mu_{\nu} k^\nu - k^\mu \right) (v_{++} + \eta v_{+-}),$$  \hfill (5.35)

where we have used (5.34) as well as the boundary relation for $v_\pm$, Eq. (5.12), and its superpartner condition,

$$v_{--} + \eta v_{+-} = v_{++} + \eta v_{+-}.$$  \hfill (5.36)
In terms of 1D superfields, (5.34) and (5.35) are summarised in the relation
\[
(\nabla K^\mu + \tilde{S}^\mu) = R^\mu_\nu(K)(\nabla K^\nu - \tilde{S}^\nu),
\]
where
\[
\nabla K^\mu \equiv DK^\mu + k^\mu V_1, \quad \tilde{S}^\mu \equiv S^\mu + k^\mu V_2,
\]
with
\[
V_1 \equiv \frac{1}{2}(V_+ + \eta V_-), \quad V_2 \equiv \frac{1}{2}(V_- - \eta V_+).
\]
It immediately follows that the fermionic Dirichlet condition (5.18) and its superpartner (2.19) may be written analogously to (2.22),
\[
Q^\mu_\nu \nabla K^\nu = 0.
\]

It is now easy to check that gauge invariance of the ansatz (5.37) implies that the Lie derivative of \(R^\mu_\nu\) must vanish,
\[
\mathcal{L}_k R^\mu_\nu = 0.
\]
This is very useful in the continued analysis, and it also leads to
\[
\mathcal{L}_k \pi^\mu_\nu = \mathcal{L}_k Q^\mu_\nu = 0.
\]

5.5 Compatibility of field equations, part II

Let us now use the ansatz (5.34) in the \(V_\pm\) field equations (5.31) and (5.33). First we note that (5.31) is automatically satisfied by virtue of the superconformality conditions (2.17) and (2.20). Next we use (2.11), (3.18) and (5.34) to rewrite the last term in (5.33). The \(V_\pm\) field equation then becomes
\[
0 = k^\mu (\partial_\pm X^\mu E_{\nu\mu} - \partial_+ X^\mu E_{\mu\nu}) + i(v_{++} - v_{--})k^\mu k^\nu g_{\mu\nu}
\]
\[
+ i\tilde{\psi}^\mu_+ \tilde{\psi}^\nu_+ \left(E_{\nu\rho,\mu} + \frac{1}{2} B_{\mu\nu,\rho}\right) k^\rho
+ i\tilde{\psi}^\mu_- \tilde{\psi}^\nu_- \left(E_{\rho\mu,\nu} + \frac{1}{2} B_{\mu\nu,\rho}\right) k^\rho
\]
\[
- i\tilde{\psi}^\mu_+ \tilde{\psi}^\nu_+ R^\rho_{\nu,\mu} g_{\gamma\rho} R^\gamma_{\mu,\lambda} k^\lambda.
\]
We will do the same for the \(X^\mu\) and \(\tilde{\psi}^\mu_\pm\) field equation (5.28), but first we need the field variation of the fermionic ansatz,
\[
\delta \tilde{\psi}^\mu_\pm = \eta R^\mu_\nu \delta \tilde{\psi}^\nu_+ + \eta R^\mu_{\nu,\rho} \tilde{\psi}^\nu_+ \delta X^\rho.
\]
We use this to substitute for \( \delta \hat{\psi}^\mu \) in (5.28), and we moreover use (2.11) as well as (5.12) and (5.34) in the \( \delta \hat{\psi}^\mu \)-terms. Eq. (5.28) then becomes

\[
\delta \hat{S} = \int d\tau \left\{ \delta X^\lambda \pi^\rho \left[ \partial_\tau X^\mu E_{\rho\mu} - \partial_\tau X^\mu E_{\mu\rho} + i v_+ k^\nu E_{\nu\rho} - i v_- k^\nu E_{\rho\nu} \right] 
+ i \hat{\psi}^\mu_+ \left( E_{\nu\rho,\mu} + \frac{1}{2} B_{\mu\nu,\rho} \right) 
+ i \hat{\psi}^\mu_- \left( E_{\rho\mu,\nu} + \frac{1}{2} B_{\mu\nu,\rho} \right) 
- i \hat{\psi}^\mu_+ R^\gamma_{\nu,\sigma} g_{\gamma\sigma} R^\lambda_{\mu,\rho} \right\}. 
\]  
(5.41)

The last term in the square bracket as well as the \( \delta \hat{\psi}^\mu_+ \)-term vanish by virtue of (4.14) since \( P_{\mu,\nu} = P_{\nu,\mu} = 0 \). Thus the final, most general, \( X^\mu \) boundary equation of motion reads

\[
0 = \pi^\rho \left[ \partial_\tau X^\mu E_{\rho\mu} - \partial_\tau X^\mu E_{\mu\rho} + i v_+ k^\nu E_{\nu\rho} - i v_- k^\nu E_{\rho\nu} \right] 
+ i \hat{\psi}^\mu_+ \left( E_{\nu\rho,\mu} + \frac{1}{2} B_{\mu\nu,\rho} \right) 
+ i \hat{\psi}^\mu_- \left( E_{\rho\mu,\nu} + \frac{1}{2} B_{\mu\nu,\rho} \right) 
- i \hat{\psi}^\mu_+ R^\gamma_{\nu,\sigma} g_{\gamma\sigma} R^\lambda_{\mu,\rho}. 
\]  
(5.42)

It is immediately clear that (5.42) contracted with \( k^\lambda \) is precisely Eq. (5.39), hence the \( X^\mu \) field equations are compatible with the \( V_\pm \) equations on the boundary, which is what we wanted to show.

### 5.6 Gauge invariance of boundary conditions

Next we check gauge invariance of all the boundary conditions used in this section. We start with the superconformal conditions in Table 1, and then turn to the conditions found in Sections 5.1–5.5. The only condition in Table 1 that is not trivially gauge invariant is the Dirichlet condition (2.22). Under a gauge transformation it becomes, using \( Q^\mu_{[\nu,\rho]} = Q^\mu_{\rho,\nu} D K^\nu = 0 \),

\[
k^\rho Q^\mu_{[\nu,\rho]} \pi^\nu \pi^\lambda D K^\lambda = 0,
\]
which is satisfied due to \( \pi \)-integrability, Eq. (2.18). The analysis of the corresponding condition (5.38) for covariant fields is identical, and we already checked in Section 5.4 that the
ansatz (5.37) is gauge invariant. It remains to check the following conditions:

\[ Q_{\mu \nu} k^\nu = 0 \quad (3.2) \]
\[ \mathcal{L}_g g_{\mu \nu} = 0 \quad (3.7) \]
\[ \mathcal{L}_k B_{\mu \nu} - \partial_{[\mu \omega_{\nu]}} = 0 \quad (3.8) \]
\[ \mathcal{L}_k R^\nu_{\nu} = 0 \quad (3.18) \]
\[ \mathcal{L}_k \pi^\mu_{\nu} = \mathcal{L}_k Q^\mu_{\nu} = 0 \quad (3.19) \]
\[ \pi^\mu_{\lambda} (\mathcal{L}_k B_{\mu \rho}) \pi^\rho_{\nu} = 0 \quad (3.23) \]
\[ \partial_\tau y = 0 \quad (4.9) \]
\[ \pi^\mu_{\nu} \omega_{\mu} = 0 \quad (4.14) \]
\[ D_+ V_- + D_- V_+ = 0 \quad (5.4) \]
\[ V_+ k^\mu k^\nu E_{\mu \nu} + D_+ \Phi^\nu (k^\mu E_{\mu \nu} + \omega_\nu) + D_+ Y = 0 \quad (5.6)a \]
\[ V_- k^\mu k^\nu E_{\mu \nu} + D_- \Phi^\nu (k^\mu E_{\mu \nu} - \omega_\nu) - D_- Y = 0 \quad (5.6)b \]
\[ y_- + \eta y_+ = 0 \quad (5.10) \]
\[ v_- - \eta v_+ = 0 \quad (5.12) \]
\[ v_- + \eta v_+ - v_+ - \eta v_- = 0 \quad (5.36) \]

The requirements for gauge invariance of each of these conditions are as follows:

1. Eqs. (3.2), (3.7), (3.8), (3.18), (3.19), (3.23), (4.14) and (5.4) are trivially gauge invariant.

2. (4.9) is gauge invariant if \( k^\mu \omega_\mu = 0 \), which follows from (4.14).

3. Eqs. (5.6) are gauge invariant due to (3.8).

4. Given (4.14), (5.10) is gauge invariant if \( k^\mu \pi^\rho_{\mu} \pi^\nu_{\gamma} \pi^\lambda_{[\nu;\rho]} = 0 \), which follows from \( \pi \)-integrability, Eq. (2.18).

5. (5.12) is gauge invariant due to \( \epsilon_- - \eta \epsilon_+ = 0 \), Eq. (5.16).

6. (5.36) is gauge invariant due to the superpartner of \( \epsilon_- - \eta \epsilon_+ = 0 \),

\[ \epsilon_- + \eta \epsilon_+ - \epsilon_+ - \eta \epsilon_- = 0 . \quad (5.43) \]

## 5.7 Summary and interpretation

Thus all boundary conditions are gauge invariant, and we summarise the off-shell ones in Table 10. The full set of boundary conditions required for a consistent T-duality transformation of the \( \mathcal{N}=1 \) nonlinear sigma model are thus contained in Tables 1 and 10. The interpretation of the superconformality conditions in Table 1 is the same as in [16], i.e., the D-branes in the
Table 10: Boundary conditions for the $\mathcal{N}=1$ supersymmetric nonlinear sigma model to be consistent under T-duality. We assume that the superconformality conditions listed in Table 1 are satisfied.

The bulk part of (5.3) can be written in terms of a superfield Lagrangian $\mathcal{L}_{\text{bulk}}$:

\[
\mathcal{S}_{\text{bulk}} = \int d^2\xi \ D_+ D_- \mathcal{L}.
\]

5.8 Boundary supersymmetry

Here we check that the parent action (5.3) is supersymmetric on the boundary. To do this, we use the conditions in Tables 1 and 10 to verify that its supersymmetry variation vanishes. The bulk part of (5.3) can be written in terms of a superfield Lagrangian $\mathcal{L}$,
Applying the supersymmetry transformation (A.2) we get a pure boundary term,

$$
\delta s S_{\text{bulk}} = -i \int d\tau \epsilon^+ \left[ D_- L + \eta D_+ L \right].
$$

The expansion of $\delta s S_{\text{bulk}}$ in components reads

$$
\delta s S_{\text{bulk}} = i \int d\tau \epsilon^+ \left[ L_1 + L_2 + L_3 \right],
$$

where

$$
L_1 \equiv \hat{\psi}^\mu \left(i\partial_\pm X^\nu + k^\nu_\rho \hat{\psi}^\rho_- v_- + k^\nu v_- \right) E_{\mu\nu} - \eta \left(i\partial_+ X^\mu + k^\mu_\rho \hat{\psi}^\rho_+ v_+ + k^\mu v_+ \right) \hat{\psi}^\nu_+ E_{\mu\nu} + \eta \hat{\psi}^\mu_+ \left(F^\nu_+ + k^\nu_\rho \hat{\psi}^\rho_+ v_+ + k^\nu v_+ \right) E_{\mu\nu} - \left(-F^\mu_- + k^\mu_\rho \hat{\psi}^\rho_- v_- + k^\mu v_- \right) \hat{\psi}^\nu_- E_{\mu\nu} - \hat{\psi}^\rho_+ \hat{\psi}^\nu_+ \left(\hat{\psi}^\rho_+ - k^\rho v_+ \right) E_{\mu\nu,\rho} - \eta \hat{\psi}^\rho_+ \hat{\psi}^- \left(\hat{\psi}^\rho_- + k^\rho v_- \right) E_{\mu\nu,\rho},
$$

$$
L_2 \equiv - \left(\eta \hat{\psi}^\mu_+ + \hat{\psi}^\rho_- \right) \omega_{\nu,\rho} \left(\hat{\psi}^\mu_+ v_- + \hat{\psi}^- v_+ \right) + \omega_\nu F^\mu_- \left(\omega_- - \eta v_+ \right) - i \omega_\nu \partial_\pm X^\nu v_+ + i \eta \omega_\nu \partial_\pm X^\nu v_- + \omega_\nu \left(\hat{\psi}^\nu_+ - k^\nu v_+ \right) \left(v_- + \eta v_- \right) + \omega_\nu \left(\hat{\psi}^\nu_- - k^\nu v_- \right) \left(\eta v_+ + v_- \right),
$$

$$
L_3 \equiv v_- y_+ + v_- y_+ + v_- y_- - iv_+ \partial_- y + \eta v_+ y_- - \eta v_- y_+ + \eta v_- y_- - \eta v_+ \partial_+ y.
$$

For the boundary $\hat{\psi} \hat{\psi}$-term in (5.3) we use the component form of the supersymmetry variation, Eq. (A.4). This yields the following transformation,

$$
\delta s \tilde{S}_{\tilde{\psi}\tilde{\psi}} = i \int d\tau \epsilon^+ \left[ -i \partial_+ X^\mu \hat{\psi}^\mu_+ B_{\mu\nu} - i \eta \partial_\pm X^\mu \hat{\psi}^\mu_+ B_{\mu\nu} + \eta F^\mu_+ B_{\mu\nu} \left(\hat{\psi}^\rho_+ - \eta \hat{\psi}^\rho_- \right) \right.

+ \left(\hat{\psi}^\rho_+ + \eta \hat{\psi}^\rho_- \right) B_{\mu\nu} k^\nu \left(v_+ + \eta v_- \right)

- \frac{1}{2} \left(\hat{\psi}^\rho_+ \hat{\psi}^\rho_- \right) B_{\mu\nu,\rho} \left(\hat{\psi}^\rho_+ + \eta \hat{\psi}^\rho_- \right)

+ \left(\hat{\psi}^\rho_+ \hat{\psi}^\rho_- \right) \left(\hat{\psi}^\rho_+ + \eta \hat{\psi}^\rho_- \right)

- \eta \left(\hat{\psi}^\rho_+ \hat{\psi}^\rho_- \right) \left(B_{\mu\nu} - B_{\mu\nu} k_{\mu\nu} \right)

\left. + \eta v_+ \hat{\psi}^\rho_+ \hat{\psi}^\rho_- \left(\hat{\psi}^\rho_+ + \eta \hat{\psi}^\rho_- \right) \right].
$$

The parent action is supersymmetric if $\delta s \tilde{S}_{\tilde{\psi}\tilde{\psi}} + \delta s S_{\psi\psi} = 0$. We start by noting that $L_3$ vanishes when we use (4.9), (5.10) and (5.12). Similarly, $L_2$ vanishes when we use (3.23), (4.14) and (5.12). We are thus left with $L_1$ and $\delta s \tilde{S}_{\tilde{\psi}\tilde{\psi}}$. We first collect the $\partial_- X^\mu$-terms and substitute the fermionic ansatz (5.34) and its bosonic superpartner (5.35). The $\partial_- X^\mu$-terms in (5.45) plus (5.48) read

$$
i \partial_- X^\mu \left( E_{\nu\mu} \hat{\psi}^\nu_+ - \eta B_{\mu\nu} \hat{\psi}^\nu_+ \right),
$$

$$(5.49) \)
and after using the ansatz the total supersymmetry variation contains five different types of terms: $\partial_+ X^\mu$-terms, $F^\mu_-$-terms, $(v_{++} + \eta v_{--})$-terms, $v_+ \tilde{\psi}_+^\mu \tilde{\psi}_-^\nu$-terms, and $\tilde{\psi}_+^\mu \tilde{\psi}_+^\nu \tilde{\psi}_+^\rho$-terms. It is straightforward to verify that each type of term vanishes separately when we use conditions (2.11), (2.17), (2.18), (2.20) and (3.18). A crucial relation in this computation follows from the four conditions (2.11), (2.17), (2.18) and (2.20), and reads

$$R^\mu_\nu B_{\mu \lambda} R^\lambda_\nu = -B_{\rho \nu} R^\lambda_\nu + E_{\rho \lambda} R^\lambda_\nu.$$  

(5.50)

We have thus shown that the total variation $\delta \hat{S}_{\text{bulk}} + \delta \hat{S}_{\tilde{\psi} \tilde{\psi}}$ vanishes when we use the boundary conditions listed in Tables 1 and 10. Hence the parent action is indeed supersymmetric given all the conditions derived for consistency and gauge invariance.

We also need to check that the superpartner of each of the boundary conditions holds, since the supersymmetry algebra must close. The ansatz (5.37) and the Dirichlet condition (5.38) are both manifestly supersymmetric, and for each of the other boundary conditions whose superpartner is nontrivial, its superpartner is included in the set of required conditions. This is obvious when we list them in superpartner pairs:

$$\partial_\tau y = 0 \quad (4.9)$$
$$y_- + \eta y_+ = 0 \quad (5.10)$$
$$v_- - \eta v_+ = 0 \quad (5.12)$$
$$v_- + \eta v_+ - v_{++} - \eta v_{--} = 0 \quad (5.36)$$
$$\epsilon_- - \eta \epsilon_+ = 0 \quad (5.16)$$
$$\epsilon_- + \eta \epsilon_+ - \epsilon_{++} - \eta \epsilon_{--} = 0 \quad (5.43)$$

The rest of the conditions in Tables 1 and 10 are trivially supersymmetric, hence we have shown that the gauged model is completely supersymmetric on the boundary.

6 Boundary couplings

Interactions are in general described by a path integral of the form

$$\int D\Phi \ (VV...V) \ e^{-S},$$

where the $V$'s denote vertex operators and $S$ is the worldsheet action. The open string may couple to fields on the brane, giving rise to interactions that modify the action $S$ by boundary terms. One possible such perturbation is the standard $U(1)$ boundary coupling (using 1D superfields) [9, 30, 31, 32]

$$S_{U(1)} = \int d\tau d\theta \ A_\mu(K)DK^\mu = \int d\tau \left(iA_\mu(X)\partial_\tau X^\mu - \frac{1}{2} F_{\mu \nu}(X)\tilde{\Psi}^\mu \tilde{\Psi}^\nu\right), \quad (6.1)$$
where $F_{\mu\nu} \equiv \partial_{[\mu} A_{\nu]}$. The fact that the $A$-field lives on the brane is expressed by the condition $A_\mu Q^\mu_\nu = 0$. Another boundary perturbation corresponds to transverse fluctuations of the brane [33],

$$S_{\text{fluct}} = \int d\tau d\theta \ Y_\mu(K) S^\mu = \int d\tau \left( Y_\mu(X)(\eta F^\mu_{+, -} - i\partial_\sigma X^\mu) + Y_{\mu, \nu} \Psi^\nu \tilde{\Psi}^\mu \right), \quad (6.2)$$

where $Y_\mu$ is an auxiliary scalar field. Moreover, introducing the auxiliary spinor superfield $\Gamma = d + \theta Z$, one can write down a tachyonic vertex with tachyon potential $T$ [34],

$$S_{\text{tach}} = \int d\tau d\theta \ (T(K)\Gamma + \Gamma D \Gamma) = \int d\tau \left( \frac{\partial T}{\partial X^\mu} \Psi^\mu d + T(X)Z + Z^2 - i\partial d \right). \quad (6.3)$$

There are also boundary perturbations corresponding to massive open string states [35],

$$S_{\text{mass}}^{(1)} = \int d\tau d\theta \ A_{\mu\nu}(K)D^2 K^\mu DK^\nu, \quad (6.4)$$

where $A_{\mu\nu}$ is a massive symmetric tensor field, or

$$S_{\text{mass}}^{(2)} = \int d\tau d\theta \ A_{\mu\nu\rho}(K)DK^\mu DK^\nu DK^\rho, \quad (6.5)$$

for a massive general tensor $A_{\mu\nu\rho}$.

Note that the boundary interactions $S_{U(1)}$, $S_{\text{fluct}}$, $S_{\text{tach}}$, $S_{\text{mass}}^{(1)}$ and $S_{\text{mass}}^{(2)}$ are individually supersymmetric, whereas the nonlinear sigma model (2.1) is supersymmetric only subject to the boundary conditions (2.9)–(2.12). Thus the boundary interactions are suitable for supersymmetric perturbation theory in the sense that the action (2.1) produces the supersymmetric propagators and the perturbations (6.1)–(6.5) give the supersymmetric vertices.

When modifying the worldsheet action with boundary interactions, we must check that the new action is still isometry invariant as well as consistent with T-duality. Since we know that these criteria are fulfilled by the action (2.1) separately, and we know how to gauge it in a consistent way, it remains to check that the boundary perturbations $S_{U(1)}$, $S_{\text{fluct}}$, $S_{\text{tach}}$, $S_{\text{mass}}^{(1)}$ and $S_{\text{mass}}^{(2)}$ are independently isometry invariant and that they can be gauged.

### 6.1 Isometry invariance

Under the isometry transformation (3.24) the $U(1)$ coupling (6.1) transforms as (recall that $D\epsilon^A = 0$)

$$\delta_k S_{U(1)} = \epsilon^A \int d\tau d\theta \ (L_{kA} A_\mu) DK^\mu .$$

For this to vanish, the Lie derivative must satisfy

$$\pi^\mu_\nu L_{kA} A_\mu = \partial_\nu C_A , \quad (6.6)$$
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for some scalar field $C_A$. The transformation acts identically on $S_{\text{fluct}}$, resulting in the condition
\[ \pi^\mu_\nu \mathcal{L}_{kA} Y_\mu = \partial_\nu C_A. \] (6.7)
For the tachyonic vertex we assume that $\Gamma$ is annihilated by an isometry transformation, $\delta_{kA} \Gamma = 0$, hence $S_{\text{tach}}$ transforms as
\[ \delta_k S_{\text{tach}} = \epsilon^A \int d\tau d\theta \left( \mathcal{L}_{kA} T \right) \Gamma, \]
requiring
\[ \mathcal{L}_{kA} T = 0 \] (6.8)
in order to vanish. The massive case is analogous to that of $S_{U(1)}$ and we have
\[ \delta_k S_{\text{mass}}^{(1)} = i \epsilon^A \int d\tau d\theta \left( \mathcal{L}_{kA} A_{\mu\nu} \right) \partial_\tau K^\mu DK^\nu, \]
implying
\[ \pi^\mu_\rho \left( \mathcal{L}_{kA} A_{\mu\nu} \right) \pi^\nu_\lambda = \partial_\rho \partial_\lambda C_A. \] (6.9)
For $S_{\text{mass}}^{(2)}$ we have
\[ \delta_k S_{\text{mass}}^{(2)} = \epsilon^A \int d\tau d\theta \left( \mathcal{L}_{kA} A_{\mu\nu\rho} \right) DK^\mu DK^\nu DK^\rho, \]
implying
\[ \pi^\mu_\sigma \pi^\nu_\lambda \pi^\rho_\gamma \mathcal{L}_{kA} A_{\mu\nu\rho} = \partial_\sigma \partial_\lambda \partial_\gamma C_A. \]
Note that the last statement effectively declares that
\[ \pi^\mu_\sigma \pi^\nu_\lambda \pi^\rho_\gamma \mathcal{L}_{kA} A_{\mu\nu\rho} = 0, \] (6.10)
since only the antisymmetric piece of $A_{\mu\nu\rho}$ is relevant in $S_{\text{mass}}^{(2)}$.

In conclusion, the boundary couplings must satisfy (6.6)–(6.10) for the resulting worldsheet action to be isometry invariant.

### 6.2 T-duality of vertices

We now promote the boundary actions $S_{U(1)}$, $S_{\text{fluct}}$, $S_{\text{tach}}$, $S_{\text{mass}}^{(1)}$ and $S_{\text{mass}}^{(2)}$ to parent actions by adding fields to make them invariant under local gauge transformations (after gauging a $U(1)$ isometry). Starting with the $U(1)$ coupling and taking $D\epsilon \neq 0$, we find that the action
\[ \hat{S}_{U(1)} = \int d\tau d\theta \ A_\mu(K) \nabla K^\mu \]
is gauge invariant if
\[ \nabla K^\mu \equiv DK^\mu + k^\mu V_1, \quad \delta_k V_1 = -D\epsilon. \]
This is in complete analogy with the gauged form of the nonlinear sigma model. The parent action for $S_{\text{fluct}}$ is almost identical:

$$\hat{S}_{\text{fluct}} = \int d\tau d\theta \ Y_\mu(K) \hat{S}^\mu,$$

where

$$\hat{S}^\mu \equiv S^\mu + k^\mu V_2, \quad \delta_k V_2 = -D\epsilon.$$ 

The tachyonic action, however, does not receive any corrections since a gauge transformation of $S_{\text{tach}}$ leaves no $D\epsilon$-terms. Finally, the massive vertices are analogous to the $U(1)$ coupling, producing the following parent actions:

$$\hat{S}^{(1)}_{\text{mass}} = \int d\tau d\theta \ A_{\mu\nu} \nabla_\tau K^\mu \nabla K^\nu,$$

where

$$\nabla_\tau K^\mu \equiv i\partial_\tau K^\mu + k^\mu DV_1,$$

and

$$\hat{S}^{(2)}_{\text{mass}} = \int d\tau d\theta \ A_{\mu\nu\rho} \nabla K^\mu \nabla K^\nu \nabla K^\rho.$$ 

One may now write the boundary interactions as

$$\int D:\Phi DV \ (\mathcal{V}\ldots\mathcal{V}) \ e^{-S[\Phi,\mathcal{V}]},$$

where $S[\Phi,\mathcal{V}]$ is the gauged action (5.3) plus any of the boundary interactions $\hat{S}_{U(1)}$, $\hat{S}_{\text{fluct}}$, $\hat{S}_{\text{tach}}$, $\hat{S}^{(1)}_{\text{mass}}$ or $\hat{S}^{(2)}_{\text{mass}}$. The T-dual vertices\footnote{For another discussion of T-duality of boundary couplings, see [36].} are obtained by plugging in the bulk values for the fields $V_1,2$ and fixing the gauge.

7 T-duality of boundary conditions

Up to this point we have obtained the action T-dual to the supersymmetric nonlinear sigma model, and the boundary conditions necessary to ensure a consistent dualisation procedure. There is one more aspect to investigate: How do the boundary conditions themselves transform under T-duality? Are there any further conditions arising from such a consideration? This is a topic for extensive analysis and we will only comment on it briefly here, deferring a more detailed discussion to subsequent work.

We start by examining the transformation properties of the worldsheet fields. We look at the bosonic model here; the supersymmetric case is completely analogous and yields the
same results. The isometry group is again $U(1)$ generated by a Killing vector $k^\mu$. The worldsheet fields transform under T-duality according to the equations of motion (4.6) after fixing the gauge. The resulting transformation can be written in a compact form in terms of matrices $Q_\pm$ acting on the worldsheet fields (schematically) as follows [37],

\[
\begin{pmatrix}
\frac{\partial_+ \bar{X}^0}{\partial_+ \bar{X}^n}
\end{pmatrix}
= Q_+ \begin{pmatrix}
\frac{\partial_+ X^0}{\partial_+ X^n}
\end{pmatrix},
\begin{pmatrix}
\frac{\partial_- \bar{X}^0}{\partial_- \bar{X}^n}
\end{pmatrix} = Q_- \begin{pmatrix}
\frac{\partial_- X^0}{\partial_- X^n}
\end{pmatrix},
\] (7.1)

where the matrices $Q_\pm$ are defined as

\[
Q_+ \equiv \begin{pmatrix}
-E_{00} & -E_{0n} - \omega_n \\
0 & I
\end{pmatrix},
Q_- \equiv \begin{pmatrix}
E_{00} & E_{0n} - \omega_n \\
0 & I
\end{pmatrix},
\] (7.2)

and $I$ is the identity matrix.

We know that conformal invariance requires the boundary condition

\[
\partial_\tau X^\mu = R^\mu_\nu \partial_+ X^\nu,
\] (3.17)

with $R^\mu_\nu$ satisfying

\[
g_{\mu\nu} = R^\rho_\mu g_{\rho\sigma} R^\sigma_\nu.
\] (2.11)

One can perform a direct T-duality transformation of these conditions by applying (7.1), and because the dual action should also be conformally invariant the dual counterparts of (3.17) and (2.11) must be identical in form, i.e., we expect

\[
\partial_\tau \bar{X}^\mu = \bar{R}^\mu_\nu \partial_+ \bar{X}^\nu,
\bar{g}_{\mu\nu} = \bar{R}^\rho_\mu \bar{g}_{\rho\sigma} \bar{R}^\sigma_\nu.
\]

The transformation of (3.17) reads (schematically)

\[
\partial_\tau \bar{X} = Q_- R Q_+^{-1} \partial_+ \bar{X} ,
\]

leading us to the conclusion that

\[
\bar{R} = Q_- R Q_+^{-1}.
\]

Given this relation, the transformation of (2.11),

\[
(Q_+^{-1})^t g Q_+^{-1} = \bar{R}^t (Q_-^{-1})^t g Q_-^{-1} \bar{R},
\]

implies

\[
\bar{g} = (Q_+^{-1})^t g Q_+^{-1} = (Q_-^{-1})^t g Q_-^{-1},
\]

which is just a different way of writing Buscher’s rules (4.19).

For a complete treatment, the rest of the boundary conditions in Table 1 should be similarly analysed, and the T-duality transformation for the projectors $\pi^\mu_\nu$ and $Q^\mu_\nu$ should be derived. This will be done elsewhere.
8 Conclusions

We have shown how to gauge a $U(1)$ isometry in the $\mathcal{N}=1$ supersymmetric nonlinear sigma model with boundaries in a consistent way to obtain its T-dual via a gauge invariant parent action. We have derived the most general boundary conditions that must be satisfied by the worldsheet fields in order for the duality transformation to be consistent. The bosonic model was examined first, and we found that it requires a restricted form of integrability, which can be interpreted in terms of a D-brane whose projection onto the isometry direction in the original model is an integral submanifold of the target space. The D-brane is also an isometry invariant submanifold equipped with invariant geometrical data.

For the supersymmetric sigma model we derived the conditions necessary for the isometry group to be a symmetry of the original action, and then defined the appropriate parent action, finding the boundary conditions required for it to be consistent at the level of field equations as well as gauge invariant and supersymmetric. The resulting conditions are the same as for the ungauged sigma model (see Table 1), plus a number of restrictions on the background and the added gauge fields and lagrange multipliers (see Table 10). The interpretation of the conditions in Table 1 is exactly that given in [16], i.e., the D-brane in the original model is a maximal integral submanifold of the target space. The conditions in Table 10 encode the transition of the Neumann isometry direction in the original model to a Dirichlet direction in the dual model, together with the requirement that the background should be independent of the isometry direction for the procedure to work. They imply that the D-brane is again an invariant submanifold with invariant metric and two-form.

We moreover showed how to incorporate couplings to boundary states in the T-duality transformation, and briefly discussed how the boundary conditions themselves transform under T-duality, an issue that deserves a more detailed analysis.

For a complete picture, future studies should include sigma models with more general abelian and nonabelian isometry groups, as well as models without isometries. In the latter case the gauging procedure is unsuitable for performing T-duality, and one has to resort to other, more involved methods, e.g., Poisson-Lie T-duality. In addition to classical T-duality, quantum aspects should also be investigated. This involves extending the analysis to string worldsheets of more complicated topology.
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A  (1,1) supersymmetry

Throughout the paper we use µ, ν, ... as spacetime indices, (+, =) as worldsheet indices (in lightcone coordinates ξ± ≡ τ ± σ, where τ, σ are the usual worldsheet coordinates), and (+, −) as two-dimensional spinor indices. We also use superspace conventions where the pair of spinor coordinates are labelled θ±, and the covariant derivatives D± and supersymmetry generators Q± satisfy

\[
D_+^2 = i\partial_+, \quad D_-^2 = i\partial_-, \quad \{D_+, D_\pm\} = 0,
\]

where \(\partial_\pm = \partial_\tau \pm \partial_\sigma\). In terms of the covariant derivatives, a supersymmetry transformation of a superfield Φ is given by

\[
\delta \Phi \equiv (\epsilon^+ Q_+ + \epsilon^- Q_-)\Phi = -(\epsilon^+ D_+ + \epsilon^- D_-)\Phi + 2i(\epsilon^+ \theta^+ \partial_+ + \epsilon^- \theta^- \partial_-)\Phi,
\]

where \(\epsilon^\pm\) are the left- and right-moving supersymmetry parameters. The components of a superfield Φ are defined via projections as follows,

\[
\Phi| \equiv X, \quad D_\pm \Phi| \equiv \psi_\pm, \quad D_+ D_- \Phi| \equiv F_{+-},
\]

where a vertical bar denotes “the \(\theta = 0\) part of ”. Thus, in components, the (1,1) supersymmetry transformations are given by

\[
\begin{cases}
\delta X^\mu = -\epsilon^- \psi_\mu^\mu - \epsilon^+ \psi_-^\mu \\
\delta \psi^\mu_+ = -i\epsilon^+ \partial_+ X^\mu - \epsilon^- F^-_- \\
\delta \psi_-^\mu = -i\epsilon^- \partial_- X^\mu - \epsilon^+ F^+_- \\
\delta F^\mu_{+-} = -i\epsilon^+ \partial_+ \psi_-^\mu + i\epsilon^- \partial_- \psi_+^\mu
\end{cases}
\]

(B.1)

B  1D superfield formalism

One may view the 2D supersymmetry algebra as a combination of two 1D algebras (for similar considerations see [10, 25]). To see this, we rewrite the (1,1) supersymmetry algebra in terms of 1D supermultiplets. Defining \(\epsilon \equiv \epsilon^-\) and assuming that \(\epsilon^+ = \eta \epsilon\), (A.4) becomes

\[
\begin{cases}
\delta X^\mu = -\epsilon (\eta \psi^\mu_+ + \psi_+^\mu) \\
\delta (\eta \psi^\mu_+ + \psi_+^\mu) = -2i\epsilon \partial_\sigma X^\mu \\
\delta (\psi_-^\mu - \eta \psi^\mu_+) = -2\epsilon (\eta F^\mu_{+-} - i\partial_\sigma X^\mu) \\
\delta (\eta F^\mu_{+-} - i\partial_\sigma X^\mu) = -i\epsilon \partial_+ (\psi_-^\mu - \eta \psi^\mu_+)
\end{cases}
\]

(B.1)
Introducing a new notation for the following combinations of fields,

\[ \Psi^\mu \equiv \frac{1}{\sqrt{2}} (\psi^\mu + \eta \psi^\mu) , \quad \hat{\Psi}^\mu \equiv \frac{1}{\sqrt{2}} (\psi^\mu - \eta \psi^\mu) , \quad f^\mu \equiv \eta F^\mu_{++} - i \partial_\sigma X^\mu , \quad (B.2) \]

and redefining \( \epsilon = \sqrt{2} \epsilon \), the algebra (B.1) takes on the simple form

\[
\begin{align*}
\delta X^\mu &= -\epsilon \Psi^\mu \\
\delta \Psi^\mu &= -i \epsilon \partial_\tau X^\mu \\
\delta \hat{\Psi}^\mu &= -\epsilon f^\mu \\
\delta f^\mu &= -i \epsilon \partial_\tau \hat{\Psi}^\mu
\end{align*}
\]

Clearly, (B.3) is a decomposition of the 2D algebra into two 1D supermultiplets. We introduce a 1D superfield notation for these multiplets,

\[ K^\mu = X^\mu + \theta \Psi^\mu , \quad S^\mu = \hat{\Psi}^\mu + \theta f^\mu , \quad (B.4) \]

where \( \theta \) is the single Grassmann coordinate of the respective 1D superspace, and the corresponding 1D superderivative is now \( D \), satisfying \( D^2 = i \partial_\tau \).

## C The Lie derivative

The Lie derivative with respect to a vector \( k \), acting on an \((l,s)\)-tensor \( T \), is defined, in coordinate components, as

\[
(\mathcal{L}_k T)^{\mu_1 \mu_2 \ldots \mu_l}_{\nu_1 \nu_2 \ldots \nu_s} = T^{\nu_1 \nu_2 \ldots \nu_s \mu_1 \mu_2 \ldots \mu_l} - T^{\rho \nu_1 \nu_2 \ldots \nu_s \mu_1 \mu_2 \ldots \mu_l} k^\rho_{\mu_1} - \ldots + T^{\nu_1 \nu_2 \ldots \nu_s \mu_1 \mu_2 \ldots \mu_l} k^\rho_{\mu_l} \quad (C.1)
\]

## D Supercurrents of the gauged model

Here we write down the currents corresponding to superconformal invariance of the parent action (5.3) for the special case where \( \mathcal{L}_k B_{\mu \nu} = 0 \). They are required to satisfy the following boundary conditions,

\[ T_{++} - T_{--} = 0 , \quad G_+ - \eta G_- = 0 , \quad (D.1) \]

where the components are defined as follows,

\[ G_+ = T_+^+ | , \quad G_- = T_-^- | , \quad (D.2) \]

\[ T_{++} = -i D_+ T_+^- | , \quad T_{--} = -i D_- T_-^+ | . \quad (D.3) \]
with supercurrent components given by
\[
T^-_+ \equiv -\frac{1}{2} D_+ (\Phi^\mu D_+ \Phi^\nu E_{\mu\nu}) + D_+ \Phi^\mu D_+ \Phi^\nu E_{\mu\nu} ,
\]
\[
T^+_+ \equiv \frac{1}{2} D_- (\Phi^\mu D_- \Phi^\nu E_{\mu\nu}) + D_- \Phi^\mu D_- \Phi^\nu E_{\mu\nu} ,
\]
(D.4)
or, expanding the first term in each current,
\[
T^-_+ = D_+ \Phi^\mu D_+ \Phi^\nu g_{\mu\nu} - \frac{i}{2} D_+ \Phi^\mu D_+ \Phi^\nu D_- \Phi^\rho E_{\mu\nu,\rho} ,
\]
\[
T^+_+ = D_- \Phi^\mu D_- \Phi^\nu g_{\mu\nu} + \frac{i}{2} D_- \Phi^\mu D_- \Phi^\nu D_- \Phi^\rho E_{\mu\nu,\rho} .
\]
(D.5)
The supercurrents are conserved,
\[
D_+ T^-_+ = 0 , \quad D_- T^+_+ = 0 .
\]
(D.6)
Here we have used the following notation,
\[
D_+ \Phi^\mu \equiv D_+ \Phi^\mu + \delta^{\mu0} V_+ ,
\]
\[
D_\mp \Phi^\mu \equiv \partial_\mp \Phi^\mu - i \delta^{\mu0} V_\mp ,
\]
(D.7)
where
\[
V_+ \equiv D_+ V_+ , \quad V_- \equiv D_- V_- ,
\]
(D.9)
and the derivatives satisfy the following relations,
\[
D_\mp^2 = i \partial_\mp , \quad D_\pm^2 = i D_\mp ,
\]
\[
[D_+, D_-] = 0 , \quad [D_+, D_-] = 0 ,
\]
\[
D_+ D_+ \Phi^\mu = i D_- \Phi^\mu , \quad D_- D_- \Phi^\mu = i D_+ \Phi^\mu ,
\]
\[
D_+ D_+ \Phi^\mu = D_\mp D_\pm \Phi^\mu = \partial_\mp D_\pm \Phi^\mu .
\]
(D.10)
The currents (D.5) can be written on the more symmetric form ($H_{\mu\nu\rho}$ is the field strength of the B-field)
\[
T^-_+ = D_+ \Phi^\mu D_+ \Phi^\nu g_{\mu\nu} - \frac{i}{2} D_+ \Phi^\mu D_+ \Phi^\nu D_+ \Phi^\rho H_{\mu\nu\rho} ,
\]
\[
T^+_+ = D_- \Phi^\mu D_- \Phi^\nu g_{\mu\nu} + \frac{i}{2} D_- \Phi^\mu D_- \Phi^\nu D_- \Phi^\rho H_{\mu\nu\rho} ,
\]
(D.11)
so we see that they are obtained from the “ungauged” supercurrents (see [16]) simply by replacing ordinary superderivatives $D_\pm$ with covariant ones, $D_\pm$. These gauged currents reduce to those of the original and dual sigma models respectively, when we integrate out the appropriate fields ($Y$ and $V_\pm$, respectively).
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