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Abstract

We give an elementary review of black holes in string theory. We discuss BPS holes, the microscopic computation of entropy and the ‘fuzzball’ picture of the black hole interior suggested by microstates of the 2-charge system.

\footnote{Lecture given at the RTN workshop ‘The quantum structure of space-time and the geometric nature of fundamental interactions’, in Crete, Greece (September 2004).}
1 Introduction

The quantum theory of black holes presents many paradoxes. It is vital to ask how these paradoxes are to be resolved, for the answers will likely lead to deep changes in our understanding of quantum gravity, spacetime and matter.

Bekenstein [1] argued that black holes should be attributed an entropy

\[ S_{\text{Bek}} = \frac{A}{4G} \]  

where \( A \) is the area of the horizon and \( G \) is the Newton constant of gravitation. (We have chosen units to set \( c = h = 1 \).) This entropy must be attributed to the hole if we are to prevent a violation of the second law of thermodynamics. We can throw a box of gas with entropy \( \Delta S \) into a black hole, and see it vanish into the central singularity. This would seem to decrease the entropy of the Universe, but we note that the area of the horizon increases as a result of the energy added by the box. It turns out that if we assign (1.1) as the entropy of the hole then the total entropy is nondecreasing

\[ \frac{dS_{\text{Bek}}}{dt} + \frac{dS_{\text{matter}}}{dt} \geq 0 \]  

(1.2)

This would seem to be a good resolution of the entropy problem, but it leads to another problem. The principles of statistical mechanics tell us that there must be

\[ \mathcal{N} = e^{S_{\text{Bek}}} \]  

(1.3)

microstates of the black hole. But traditional attempts to find these microstates did not succeed; rather it appeared that the black hole geometry was uniquely determined by the conserved charges of the hole. In colloquial terms, ‘Black holes have no hair’.

One may think that the differences between the \( e^{S_{\text{Bek}}} \) microstates of the hole are to be found by looking at a planck sized neighborhood of the singularity, and these differences are thus not visible in the classical description. After all, the matter that made up the hole disappeared into the singularity at \( r = 0 \). But this picture of the hole leads to a much more serious problem, the ‘information paradox’. Hawking showed that vacuum modes near the horizon evolve into particle pairs; one member of the pair falls into the hole and reduces its mass, while the other escapes to infinity as ‘Hawking radiation’ [2].

If the information about the microstate resides at \( r = 0 \) then the outgoing radiation is insensitive to the details of the microstate, and when the hole has evaporated away we cannot recover the information contained in the matter which went in to make the hole. This is a violation of the unitarity of quantum mechanics, and thus a severe contradiction with the way we understand evolution equations in physics.

The information paradox has resisted attempts at resolution for some 30 years. The robustness of the paradox stems from the fact that it uses very few assumptions about the physics relevant to the hole. One assumes that quantum gravity effects are confined to a small length scale like the planck length or string length, and then notes that the
curvature scales at the horizon are much larger than this length for large black holes. Thus it would appear that the precise theory of quantum gravity is irrelevant to the process of Hawking radiation and thus for the resolution of the paradox.

String theory is a consistent theory of quantum gravity; further, it is a theory with no free parameters. We should therefore ask how this theory deals with black holes. The past decade has shown dramatic progress in our understanding of black holes in string theory. We have understood how to count microstates of black holes. Recent computations suggest that the resolution of the information paradox lies in the fact that quantum gravity effects do not stay confined to microscopic distances, and the black hole interior is quite different from the naive picture suggested by classical gravity. This review gives an elementary introduction to these ideas and conjectures.

Figure 1: (a) The conventional picture of a black hole (b) the proposed picture – state information is distributed throughout the ‘fuzzball’.

2 Making black holes in string theory

Susskind et al. proposed an interesting approach to studying black holes in string theory. Consider a highly excited state of a string. Thus the state has a mass $M \gg \alpha'^{-1/2}$. Assume that the string coupling is small ($g \ll 1$) so the string is essentially free. The left and right oscillator levels are $N_L, N_R \sim \sqrt{\alpha' M} \gg 1$, so there is a large degeneracy $N$ of states with this mass. This count of microscopic states gives an entropy $S_{\text{micro}} = \ln[N] \sim \sqrt{\alpha' M}$. (The exact proportionality constant depends on how many directions are compactified; such compact directions provide winding modes that also contribute to the entropy.)

Now imagine increasing the string coupling $g$; this brings in gravity since the Newton gravitational constant is $G \sim g^2$. If $M$ was sufficiently large then we expect to get a black hole of mass $M$. We can compute the Bekenstein entropy of this hole $S_{\text{Bek}} = A/4G$. For a Schwarzschild hole in 3+1 noncompact dimensions we get $S_{\text{Bek}} \sim M^2$. More generally, if we had $D$ noncompact spacetime directions we get $S_{\text{Bek}} \sim M^{\frac{D-2}{D-3}}$. 


Thus \( S_{\text{micro}} \) and \( S_{\text{Bek}} \) grow as different powers of \( M \), and it might seem that we have learnt nothing. But it is nontrivial that \( S_{\text{micro}} \) grows as a power of \( M \) at all, since this implies that even at \( g = 0 \) the microscopic state count grows exponentially with energy. This exponential growth can be traced back to the fact that we had an extended object (the string) into which we were putting the energy \( M \) – if we had a theory containing point particles only then at \( g = 0 \) we expect that these particles would disperse rather than form a highly degenerate bound state.

### 2.1 BPS states

The discrepancy between \( S_{\text{micro}} \) and \( S_{\text{Bek}} \) must be due to the fact that energy levels shift as we change \( g \), which makes it incorrect to directly compare degeneracies of states at different \( g \). We could avoid this problem if we look at BPS states of string theory. These states have charge as well as mass, with \( Q = M \) in suitable units. The mass of a BPS state is given by the charges it carries and the values of the moduli in the theory. So all BPS states with a mass \( M \) at a given value of \( g \) move together as we change \( g \) and we can compare degeneracies at different values of \( g \). We therefore expect that

\[
S_{\text{micro}} = S_{\text{Bek}} \quad (2.4)
\]

for BPS states. In fact if we were to not get such an agreement then we would be seriously worried about string theory as a theory of quantum gravity. The entropy \( S_{\text{Bek}} \) was obtained by thermodynamic arguments, and it is the task of the full theory to reproduce this entropy through a microscopic count of states. Conversely, if we do get the agreement (2.4) then string theory would have passed a very nontrivial test in that it can claim to have the right degrees of freedom required from a theory of quantum gravity.

### 2.2 The 1-charge solution

Let us start by looking at the simplest BPS states in the theory. Let us take type IIA string theory for concreteness; we can also understand this as the dimensional reduction of 11-D M theory. Let us compactify a circle \( S^1 \) in the IIA theory; we label this circle by a coordinate \( y \) with

\[
0 \leq y < 2\pi R \quad (2.5)
\]

We can wrap an elementary string (NS1 brane) around this circle. With no oscillators excited on the string, this is a BPS state. We can also consider a string wrapped \( n_1 \) times around the circle. With \( n_1 \) large this will give us a BPS state with large mass. The supergravity solution produced by such a string is

\[
ds_{\text{string}}^2 = H_{1}^{-1}[-dt^2 + dy^2] + \sum_{i=1}^{8} dx_i dx_i \quad (2.6)
\]
\[ e^{2\phi} = H_1^{-1} \]  
\[ H_1 = 1 + \frac{Q_1}{r^6} \]  

(2.7)  
\[ (2.8) \]

Here \( ds^2_{\text{string}} \) is the 10-D string metric and \( x_i \) are the 8 spatial directions transverse to the string. At \( r \to 0 \) the dilaton \( \phi \) goes to \(-\infty\) and the length of the \( y \) circle is seen to go to zero. The geometry does not have a horizon at any nonzero \( r \), and if we say that the horizon occurs at \( r = 0 \) then we find that the area of this horizon (measured in the Einstein metric) is zero. Thus we get \( S_{\text{Bek}} = 0 \).

This vanishing of \( S_{\text{Bek}} \) is actually consistent with the microscopic count. The NS1 brane is in an oscillator ground state, so its only degeneracy comes from the zero modes of the string, which give 128 bosonic and 128 fermionic states. Thus we have \( S_{\text{micro}} = \ln[256] \) which does not grow with \( n_1 \). Thus in the macroscopic limit \( n_1 \to \infty \) we would write \( S_{\text{micro}} = 0 \) to leading order, which agrees with \( S_{\text{Bek}} \).

Let us go back and see why we failed to make a black hole with nonzero area. Consider the NS1 brane as an M2 brane of M theory; this M2 brane wraps the directions \( x_{11}, y \). A brane has tension along its worldvolume directions, so it squeezes the cycles on which it is wrapped. Thus the length of the \( x_{11} \) circle goes to zero at the brane location \( r = 0 \), which shows up as \( \phi \to -\infty \) in the IIA description. Similarly, we get a vanishing of the length of the \( y \) circle in the M theory description. On the other hand if we had some directions that are compact and transverse to a brane then they would tend to expand; this happens because the flux radiated by the brane has energy and this energy is lower if the flux is spread over a larger volume.

In computing the area of the horizon we can take two equivalent approaches:

(a) We can just look at the D noncompact directions, and find the Einstein metric (after dimensional reduction) for these noncompact directions. We compute the area \( A_D \) in this metric and use the Newton constant \( G_D \) for \( D \) dimensions to get \( S_{\text{Bek}} = A_D / 4 G_D \).

(b) We can compute the area of the horizon in the full 11-D metric of M theory, and use the Newton constant for 11-D to get \( S_{\text{Bek}} = A_{11} / 4 G_{11} \). In the IIA description we can compute the area of the horizon in the 10-D Einstein metric and write \( S_{\text{Bek}} = A_{10}^E / 4 G_{10} \).

It is easy to check that the two computations give the same result. Let us follow (b). Then we can see that the vanishing of the \( x_{11} \) and \( y \) circles in the above 1-charge solution will make the 11-D horizon area vanish, and give \( S_{\text{Bek}} = 0 \).

### 2.3 Two charges

To avoid the shrinking of the direction \( x_{11} \) we can take M5 branes and place them transverse to the direction \( x_{11} \); this gives NS5 branes in the IIA theory. To wrap the five spatial worldvolume directions of the NS5 branes we need more compact directions, so let us compactify a \( T^4 \) in addition to the \( S^1 \) and wrap the NS5 branes on this \( T^4 \times S^1 \). We still have the NS1 branes along \( y \), but note that with the additional compactifications
the power of $r$ occurring in $H_1$ changes. We get

$$ds^2_{\text{string}} = H_1^{-1}[-dt^2 + dy^2] + H_5 \sum_{i=1}^4 dx_i dx_i + \sum_{a=1}^4 dz_a dz_a$$

$$e^{2\phi} = \frac{H_5}{H_1}$$

$$H_1 = 1 + \frac{Q_1}{r^2}, \quad H_5 = 1 + \frac{Q_5}{r^2}$$

(2.9)

The $T^4$ is parametrized by $z_a, a = 1 \ldots 4$. $Q_5$ is proportional to $n_5$, the number of NS5 branes. Note that the dilaton stabilizes to a constant as $r \to 0$; this reflects the stabilization of the $x_{11}$ circle. Note that the $T^4$ also has a finite volume at $r = 0$ since the NS5 branes cause it to shrink (their worldvolume is along the $T^4$) while the NS1 branes cause it to expand (they are transverse to the $T^4$). But the horizon area in the Einstein metric is still zero; this can be seen in the M theory description from the fact that the NS1(M2) and the NS5 (M5) both wrap the $y$ circle and cause it to shrink to zero at $r = 0$.

### 2.4 Three charges

To stabilize the $y$ circle we add momentum charge $P$ along the $y$ circle. If we have $n_p$ units of momentum along $y$ then the energy of these modes is $n_p/R$, so their energy is lower for larger $R$. This contribution will therefore counterbalance the effect of the NS1, NS5 branes for which the energies were linearly proportional to $R$. We get

$$ds^2_{\text{string}} = H_1^{-1}[-dt^2 + dy^2 + K(dt + dy)^2] + H_5 \sum_{i=1}^4 dx_i dx_i + \sum_{a=1}^4 dz_a dz_a$$

$$e^{2\phi} = \frac{H_5}{H_1}$$

$$H_1 = 1 + \frac{Q_1}{r^2}, \quad H_5 = 1 + \frac{Q_5}{r^2}, \quad K = \frac{Q_5}{r^2}$$

(2.10)

This metric has a horizon at $r = 0$. We will compute the area of this horizon in the 10-D string metric, and then convert it to the area in the Einstein metric.

Let us write the metric in the noncompact directions in polar coordinates and examine it near $r = 0$

$$H_5 \sum dx_i dx_i = H_5(dr^2 + r^2d\Omega_3^2) \approx Q_5[\frac{dr^2}{r^2} + d\Omega_3^2]$$

(2.11)

Thus the area of the transverse $S^3$ becomes a constant at $r \to 0$

$$A^{\text{string}}_{S^3} = (2\pi^2)Q_5^2$$

(2.12)
The length of the y circle at $r \rightarrow 0$ is

$$L_y^{\text{string}} = (2\pi R)\left(\frac{K}{H_1}\right)^{\frac{1}{2}} = 2\pi R \frac{Q_p^{\frac{1}{2}}}{Q_1^{\frac{1}{2}}}$$  

(2.13)

Let the coordinate volume spanned by the $T^4$ coordinates $z_a$ be $(2\pi)^4 V$. The volume of $T^4$ at $r \rightarrow 0$ is

$$V_{T^4}^{\text{string}} = (2\pi)^4 V$$  

(2.14)

Thus the area of the horizon at $r = 0$ is

$$A^{\text{string}} = A_S^{\text{string}} L_y^{\text{string}} V_{T^4}^{\text{string}} = (2\pi^2)(2\pi R)((2\pi)^4 V)Q_1^{-\frac{1}{2}}Q_5^{rac{3}{2}}Q_p^{\frac{1}{2}}$$  

(2.15)

The 10-D Einstein metric $g_{ab}^E$ is related to the string metric $g_{ab}^S$ by

$$g_{ab}^E = e^{-\frac{\phi}{2}} g_{ab}^S = \frac{H_1^4}{H_5^3} g_{ab}^S$$  

(2.16)

At $r \rightarrow 0$ we have $e^{2\phi} = \frac{Q_5}{Q_1}$, which gives for the area of the horizon in the Einstein metric

$$A^E = \left(\frac{g_{ab}^E}{g_{ab}^S}\right)^4 A^{\text{string}} = \frac{Q_1}{Q_5} A^{\text{string}} = (2\pi^2)(2\pi R)((2\pi)^4 V)(Q_1 Q_5 Q_p)^{\frac{1}{2}}$$  

(2.17)

The Newton constant of the 5-D noncompact space $G_5$ is related to the 10-D Newton constant $G_{10}$ by

$$G_5 = \frac{G_{10}}{(2\pi R)((2\pi)^4 V)}$$  

(2.18)

We can thus write the Bekenstein entropy as

$$S_{\text{Bek}} = \frac{A^E}{4G_{10}} = \frac{(2\pi^2)(2\pi R)((2\pi)^4 V)(Q_1 Q_5 Q_p)^{\frac{1}{2}}}{4G_{10}} = \frac{(2\pi^2)(Q_1 Q_5 Q_p)^{\frac{1}{2}}}{4G_5}$$  

(2.19)

We next express the $Q_i$ in terms of the integer charges

$$Q_1 = \frac{g^2 \alpha'^3}{V} n_1$$
$$Q_5 = \alpha' n_5$$
$$Q_p = \frac{g^2 \alpha'^4}{VR^2} n_p$$  

(2.20)

We have

$$G_{10} = 8\pi^6 g^2 \alpha'^4$$  

(2.21)

Substituting in (2.19) we find

$$S_{\text{Bek}} = 2\pi(n_1 n_5 n_p)^{\frac{1}{2}}$$  

(2.22)
Note that the moduli $g, V, R$ have all cancelled out. This fact is crucial to the possibility of reproducing this entropy by some microscopic calculation. In the microscopic description we will have a bound state of the charges $n_1, n_5, n_p$ and we will be counting the degeneracy of this bound state. But since we are looking at BPS states this degeneracy will not depend on the moduli.

2.5 Dualities

We have used three charges above: NS1 branes wrapped on $S^1$, NS5 branes wrapped on $T^4 \times S^1$, and momentum P along $S^1$. If we do a T-duality in one of the directions of $T^4$ we do not change any of the charges, but reach type IIB string theory. We can now do an S-duality which gives

$$NS1 \, NS5 \, P \xrightarrow{S} D1 \, D5 \, P$$

Historically the D1-D5-P system was studied first, and so for many purposes we will work with that system. Note that dualities can also be used to permute the three charges among themselves in all possible ways. Four T-dualities along the four $T^4$ directions will interchange the D1 with the D5, leaving P invariant. Another set of dualities can map D1-D5-P to P-D1-D5, which after S-duality gives P-NS1-NS5. Since we will make use of this map later, we give it explicitly here (the direction $y$ is called $x^5$ and the $T^4$ directions are called $x^6 \ldots x^9$)

$$D1 \, D5 \, P \ (IIB) \xrightarrow{S} NS1 \, NS5 \, P \ (IIB)$$
$$T_5 \xrightarrow{T_5} P \, NS5 \, NS1 \ (IIA)$$
$$T_6 \xrightarrow{T_6} P \, NS5 \, NS1 \ (IIB)$$
$$S \xrightarrow{S} P \, D5 \, D1 \ (IIB)$$
$$T_{5789} \xrightarrow{T_{5789}} P \, D1 \, D5 \ (IIB)$$
$$S \xrightarrow{S} P \, NS1 \, NS5 \ (IIB)$$

If we keep only the first two charges in the above sequence then we see that the D1-D5 bound state is dual to the P-NS1 state. This duality will help us understand the geometric structure of the D1-D5 system, since P-NS1 is just an elementary string carrying vibrations.

3 The microscopic count of states

We have already seen that for the one charge case (where we had just the string NS1 wrapped on a circle $n_1$ times) we get $S_{\text{micro}} = \ln[256]$. This entropy does not grow with the winding number $n_1$ of the string, so from a macroscopic perspective we get $S_{\text{micro}} \approx 0.$
Let us now consider two charges, which we take to be NS1 and P; by the above described dualities this is equivalent to taking any two charges from the set NS1-NS5-P or from the set D1-D5-P. The winding number of the NS1 is \( n_1 \) and the number of units of momentum is \( n_p \). It is important that we consider the \textit{bound} state of all these charges. If we break up the charges into two separate bound states then we would be describing \textit{two} black holes rather than the single black hole that we wish to consider.

### 3.1 Bound states and unbound states

Since this issue is important, let us discuss this in some more detail. Suppose we take two D-p branes, and wrap them on a p-torus (which has volume \( V_p \)). Thus the two D-p branes are parallel to each other, but we separate them by a distance \( L \) in the noncompact directions. Is this a BPS configuration and one that we must consider when computing degeneracies of states in the black hole context?

Each D-p brane has a mass \( M = T_p V_p \), where \( T_p \) is the brane tension. If we localize the centers of the branes too sharply, then there will be a high value of the quantum ‘localization’ energy. Let \( x \) denote the relative separation of the branes. Since we wish to place the branes a distance \( L \) apart, we would need to define the positions up to some accuracy \( \Delta x = \mu L \), with \( \mu \ll 1 \). This gives for the conjugate momentum \( \Delta p \sim 1/(\mu L) \), and thus a localization energy

\[
\Delta E \sim \frac{(\Delta p)^2}{2M} \sim \frac{1}{M\mu^2 L^2}
\]  

(3.25)

Note that for a D-brane, \( M \sim g^{-1}(\alpha')^{-\frac{p+1}{2}} V_p \) so

\[
\Delta E \sim \frac{g(\alpha')^{p+1}}{V_p\mu^2 L^2}
\]  

(3.26)

In the limit \( g \to 0 \) we might ignore this energy, but for any finite \( g \) this localization energy \( \Delta E \) adds on to the BPS mass carried by the branes and makes the overall energy greater than charge. Thus we do not get a BPS state. It is often said that D-p branes placed parallel to each other are in a BPS configuration, but this can be true only if the branes are either infinite in extent \( (V_p = \infty) \) or if \( g = 0 \). For the application to black holes, neither of these is the case.

How then do we get a BPS state from parallel D-p branes? If we place the branes very close to each other then we get the above mentioned localization energy, but the quantum fluctuations also give \( \Delta p \neq 0 \). Branes that are moving attract each other. By a delicate cancellation of this latter effect against the energy required for localization we can get a D-p brane bound state, and this state is BPS. The count of such states is known – for example if we have any number \( N \) of D-p branes (wrapped on a p-torus) then they form a bound state with degeneracy 256; this degeneracy is caused by fermion zero modes on the branes. We do not get additional BPS states by putting the individual branes at
arbitrary spatial locations. Even though the localization energy can be small, we need to be careful to count only the true BPS states since we will be doing dualities which take us to various domains of parameter space, and the energy corrections for non-BPS states need not be ignorable in all of these domains.

### 3.2 Entropy of the NS1-P bound state

Let us return to the 2-charge NS1-P state. For this set of two charges it is easy to identify what states are bound. First we must join all the windings of the NS1 together to make a single string; this ‘long string’ loops $n_1$ times around $S^1$ before joining back to its starting point. The momentum $P$ must also be bound to this long string. If the momentum was not bound to the NS1 then it would manifest itself as massless quanta of the IIA theory (graviton, gauge fields etc) rotating around the $S^1$. When the momentum $P$ is bound to the NS1 then it takes the form of traveling waves on the NS1. Thus the bound state of NS1-P is just a single ‘multiwound’ string wrapped on $S^1$ with waves traveling in one direction along the $S^1$.

But there are several ways to carry the same momentum $P$ on the NS1. We can partition the momentum among different harmonics of vibration, and this gives rise to a large number of states for a given choice of $n_1, n_p$. We will count the degeneracy in three closely related ways; each way will help us understand some facet of the degeneracy later on.

(a) One way to count the states is to note that we just have the elementary string carrying winding number $n_1$, momentum $n_p$, left moving excitations at some level $N_L$, but no right moving oscillations $N_R$. (We set $N_R = 0$ so that the string state maintains the supersymmetries coming from the right moving sector; this makes the state BPS [4].) The mass of a string state is given by

$$m^2 = (2\pi R n_1 T - \frac{n_p}{R})^2 + 8\pi T N_L = (2\pi R n_1 T + \frac{n_p}{R})^2 + 8\pi T N_R$$

(3.27)

where $R$ is the radius of the $S^1$ and $T$ is the tension $1/(2\pi \alpha')$ of the elementary string. With $N_R = 0$ we get

$$N_L = n_1 n_p$$

(3.28)

and

$$m = 2\pi R n_1 T + \frac{n_p}{R}$$

(3.29)

so we have a threshold bound state of the NS1 and P charges (i.e. there is no binding energy). Since we will take $n_1, n_p$ to be macroscopically large, we have $N_L \gg 1$. This oscillator level is partitioned between 8 bosonic oscillators (which together give a central charge $c = 8$) and 8 fermionic oscillators (which together have central charge $c = 8/2 = 4$). Thus the total central charge is

$$c = 8 + 4 = 12$$

(3.30)
The number of states at oscillator level $N_L$ is given by

$$N \sim e^{2\pi \sqrt{\frac{1}{2} N_L}} = e^{2\sqrt{2\pi \sqrt{n_1 n_p}}} \quad (3.31)$$

The entropy is thus

$$S_{\text{micro}} = \ln N = 2\sqrt{2\pi \sqrt{n_1 n_p}} \quad (3.32)$$

(b) Since we are looking at BPS states, we do not change the count of states by taking $R$ to be very large. In this limit we have small transverse vibrations of the NS1. We can take the DBI action for the NS1, choose the static gauge, and obtain an action for the vibrations that is just quadratic in the amplitude of vibrations. The vibrations travel at the speed of light along the direction $y$. Different Fourier modes separate and each Fourier mode is described by a harmonic oscillator. The total length of the NS1 is

$$L_T = 2\pi R n_1 \quad (3.33)$$

Each excitation of the Fourier mode $k$ carries energy and momentum

$$e_k = p_k = \frac{2\pi k}{L_T} \quad (3.34)$$

The total momentum on the string can be written as

$$P = \frac{n_p}{R} = \frac{2\pi n_1 n_p}{L_T} \quad (3.35)$$

First focus on only one of the transverse directions of vibration. If there are $m_i$ units of the Fourier harmonic $k_i$ then we need to have

$$\sum_i m_i k_i = n_1 n_p \quad (3.36)$$

Thus the degeneracy is given by counting partitions of the integer $n_1 n_p$. The number of such partitions is known to be $\sim \text{Exp}(2\pi \sqrt{\frac{n_1 n_p}{6}})$. We must however take into account the fact that the momentum will be partitioned among 8 bosonic vibrations and 8 fermionic ones; the latter turn out to be equivalent to 4 bosons. Thus there are $\frac{n_1 n_p}{12}$ units of momentum for each bosonic mode, and we must finally multiply the degeneracy in each mode. This gives

$$N = [\text{Exp}(2\pi \sqrt{\frac{n_1 n_p}{72}})]^{12} = \text{Exp}(2\pi \sqrt{2\sqrt{n_1 n_p}}) \quad (3.37)$$

which again gives the entropy (3.32).

(c) We can look at the vibrations of (b) above as a 1-dimensional gas of massless quanta traveling on the NS1 string. The gas lives in a ‘box’ of length $L_T = 2\pi R n_1$. 
All quanta in the gas travel in the same direction, so the gas has a total energy and momentum

$$E = P = \frac{n_p}{R} = \frac{2\pi n_1 n_p}{L_T}$$  \hspace{1cm} (3.38)

Further there are 8 bosonic degrees of freedom and 8 fermionic degrees of freedom. We can write a partition function $Z$ for the bosonic and fermionic modes

$$Z = \sum_{\text{states}} e^{-\beta E_{\text{state}}}$$  \hspace{1cm} (3.39)

For a bosonic mode of harmonic $k$ each quantum has energy $e_k = 2\pi k/L_T$, so its contribution to the partition function is

$$Z^B_k \rightarrow \sum_{m_k=0}^{\infty} e^{-\beta m_k e_k} = \frac{1}{1 - e^{-\beta e_k}}$$  \hspace{1cm} (3.40)

Similarly a fermionic mode in the harmonic $k$ contributes

$$Z^F_k \rightarrow \sum_{m_k=0}^{1} e^{-\beta m_k e_k} = 1 + e^{-\beta e_k}$$  \hspace{1cm} (3.41)

We consider the log of $Z$, so that we add the logs of the individual contributions above. We then approximate the sum over $k$ by an integral ($\sum_k \rightarrow \int dk = \frac{LT}{2\pi} \int de_k$) getting for bosonic modes

$$\log Z^B \rightarrow -\frac{LT}{2\pi} \int_0^{\infty} de_k \ln[1 - e^{-\beta e_k}] = \frac{LT}{2\pi \beta} \frac{\pi^2}{6}$$  \hspace{1cm} (3.42)

and for fermionic modes

$$\log Z^F \rightarrow \frac{LT}{2\pi} \int_0^{\infty} de_k \ln[1 + e^{-\beta e_k}] = \frac{LT}{2\pi \beta} \frac{\pi^2}{12}$$  \hspace{1cm} (3.43)

If we have $f_B$ bosonic degrees of freedom and $f_F$ fermionic degrees of freedom we get

$$\log Z = (f_B + \frac{1}{2} f_F) \frac{\pi L_T}{12 \beta} \equiv c(\frac{\pi L_T}{12 \beta})$$  \hspace{1cm} (3.44)

We can see explicitly in this computation that a fermionic degree of freedom counts as half a bosonic degree of freedom. From the 8 transverse bosonic vibrations and 8 fermionic vibrations we get $c = 12$.

We determine $\beta$ by

$$E = -\partial_\beta (\ln Z) = \frac{c\pi L_T}{12 \beta^2}$$  \hspace{1cm} (3.45)

which gives for the temperature

$$T = \beta^{-1} = \frac{12E}{\pi L_T c^2}$$  \hspace{1cm} (3.46)
The entropy is
\[ S = \ln Z + \beta E = \frac{c\pi L_T}{6\beta} = \left[\frac{c\pi L_T E}{3}\right]^\frac{1}{2} \] (3.47)

Substituting the values of \( c, E \) we again find
\[ S = 2\sqrt{2\pi}\sqrt{n_1 n_p} \] (3.48)

From the above computation we can however extract a few other details. The average energy of a quantum will be
\[ e \sim T \sim \frac{\sqrt{n_1 n_p}}{L_T} \] (3.49)
so that the generic quantum is in a harmonic
\[ k \sim \sqrt{n_1 n_p} \] (3.50)
on the multiwound NS1 string. Given that the total energy is \( 3.45 \) we find that the number of such quanta is
\[ m \sim \sqrt{n_1 n_p} \] (3.51)
The occupation number of an energy level \( e_k \) is
\[ <m_k> = \frac{1}{1 - e^{-\beta e_k}} \] (3.52)
so for the generic quantum with \( e_k \sim \beta^{-1} \) we have
\[ <m_k> \sim 1 \] (3.53)

To summarize, there are a large number of ways to partition the energy into different harmonics. One extreme possibility is to put all the energy into the lowest harmonic \( k = 1 \); then the occupation number of this harmonic will be
\[ m = n_1 n_p \] (3.54)

At the other extreme we can put all the energy into a single quantum in the harmonic \( n_1 n_p \); i.e.
\[ k = n_1 n_p, \quad m_k = 1 \] (3.55)
But the \textit{generic} state which contributes to the entropy has its typical excitations in harmonics with \( k \sim \sqrt{n_1 n_p} \). There are \( \sim \sqrt{n_1 n_p} \) such modes; and the occupation number of each such mode is \( <m_k> \sim 1 \). These details about the generic state will be important to us later.
3.3 Entropy for the three charge state

Let us now ask what happens if we add in the third charge, which will be NS5 branes if the first two charges are NS1-P. We will build a hand-waving picture for the 3-charge bound state which will be enough for our present purposes; a more systematic derivation of these properties can however be given by using an ‘orbifold CFT’ to describe the bound state.

Suppose we have only one NS5 brane. Since the NS1 brane lies along the NS5 and is bound to the NS5, we can imagine that the NS1 can vibrate inside the plane of the the NS5 but not ‘come out’ of that plane. The momentum $P$ will still be carried by traveling waves along the NS1, but now only four directions of vibration are allowed – the ones inside the NS5 and transverse to the NS1. Thus $f_B$ in (3.44) is 4 instead of 8. The three charge bound state is supersymmetric, so we should have 4 fermionic excitation modes as well. Then

$$c = f_B + \frac{1}{2} f_F = 4 + 2 = 6$$

But the rest of the computation can be done as for the two charge case. Using (3.47) we have

$$S = \left[ \frac{c \pi L_T E}{3} \right]^{\frac{1}{2}} = 2 \pi \sqrt{\frac{n_1 n_p}{n_5}}$$

Since the three charges can be permuted among each other by duality, we expect a permutation symmetric result. Since we have taken $n_5 = 1$ we can write

$$S = 2 \pi \sqrt{n_1 n_p}$$

To understand the general case of $n_5 > 1$ we must get some understanding of why the winding number $n_1$ becomes effectively $n_1 n_5$ when we have $n_5$ 5-branes in the system.

To do this, recall that by dualities we have the map

$$NS1(n_1) \ P(n_p) \leftrightarrow NS5(n_1) \ NS1(n_p)$$

So let us first look at NS1-P. Suppose the NS1 wraps only once around the $S^1$. The $n_p$ units of momentum are partitioned among different harmonics, with the momentum of the excitations coming in multiples of $1/R$. Now suppose the NS1 is wound $n_1 > 1$ times around the $S^1$. The total length of the ‘multiwound’ string is now $2 \pi R n_1$ and the momentum now comes in multiples of

$$\Delta p = 1/(n_1 R)$$

(The total momentum $n_p/R$ must still be an integer multiple of $1/R$, since this quantization must be true for any system living on the $S^1$ of radius $R$ [6].) We therefore have $n_1 n_p$ units of ‘fractional’ strength $\Delta p$ that we can partition in different ways to get the allowed states of the system.

Now consider the NS5-NS1 system obtained after duality. If there is only one NS5 (i.e. $n_1 = 1$) then we just have $n_p$ NS1 branes bound to it. Noting how different states were
obtained in the NS1-P picture we expect that we can count different states by partitioning this number \( n_p \) in different ways. We can picture this by saying that the NS1 strings live in the NS5, but can be joined up to make ‘multiwound’ strings in different ways. Thus we can have \( n_p \) separate singly wound loops, or one loop wound \( n_p \) times, or any other combination such that the total winding is \( n_p \):

\[
\sum_i m_i k_i = n_p \tag{3.61}
\]

where we have \( m_i \) strings with winding number \( k_i \).

If on the other hand we have many NS5 branes \((n_1 > 1)\) then duality indicates that the NS1 breaks up into ‘fractional’ NS1 branes, so that there are \( n_1 n_p \) strands in all. These latter strands can now be grouped together in various ways so that the number of possible states is given by partitions of \( n_1 n_p \)

\[
\sum_i m_i k_i = n_1 n_p \tag{3.62}
\]

In fact we should be able to reproduce the entropy \((3.32)\) by counting such partitions. Let us call each ‘multiwound’ strand in the above sum a ‘component string’. The only other fact that we need to know about these component strings is that they have 4 fermion zero modes coming from left movers and 4 from right movers; this can be established by a more detailed treatment of the bound states using the ‘orbifold CFT’. Upon quantization we get two ‘raising operators’ and two ‘lowering operators’ for each of the left and right sides. Starting with a ground state (annihilated by all lowering operators) we can choose to apply or not apply each of the 4 possible raising operators, so we get \( 2^4 = 16 \) possible ground states of the component string. Applying an even number of raising operators gives a bosonic state while applying an odd number gives a fermionic state. Each component string (with a given winding number \( k \)) has therefore 8 bosonic states and 8 fermionic states.

The count of possible states of the NS5-NS1 system is now just like the count for the NS1-P system, done by method (b). If we partition the number \( n_1 n_p \) as in \((3.62)\) and there are 8 bosonic and 8 fermionic states for each member in a partition, then the total number of states \( \mathcal{N} \) will be given by

\[
\ln[\mathcal{N}] = 2 \sqrt{2 \pi} \sqrt{n_1 n_p} \tag{3.63}
\]

With this understanding, let us return to the 3-charge system we were studying. We have \( n_5 \) NS5 branes and \( n_1 \) NS1 branes. The bound state of these two kinds of branes will generate an ‘effective string’ which has total winding number \( n_1 n_5 \) \((\square)\). This effective string can give rise to many states where the ‘component strings’ of the state have windings \( k_i \) with

\[
\sum_i m_i k_i = n_1 n_5 \tag{3.64}
\]
We will later use a special subclass of states where all the component strings have the same winding \( k \); we will also let each component string have the same fermion zero modes. Then the number of component strings is

\[
m = \frac{n_1 n_5}{k}
\]  

(3.65)

In the above set, one extreme case is where all component strings are singly wound

\[
k = 1, \quad m = n_1 n_5
\]  

(3.66)

The other extreme is where there is only one component string

\[
k = n_1 n_5, \quad m = 1
\]  

(3.67)

Let us now add the momentum charge \( P \) to the system. We can take the NS1-NS5 bound state to be in any of the configurations (3.64), and the \( n_p \) units of momentum can be distributed on the different component strings in an arbitrary way. All the states arising in this way will be microstates of the NS1-NS5-P system, and should be counted towards the entropy. But one can see that at least for small values of \( n_p \) we get a larger contribution from the case if we have only a small number of component strings, each having a large \( k_i \). To see this consider the case where \( n_p = 1 \). First consider the extreme case (3.66). Since each component string is singly wound (\( k = 1 \)) there is no ‘fractionation’, and we just place one unit of momentum on any one of the component strings. Further since all the component strings are alike (we chose all component strings to have the same zero modes) we do not get different states by exciting different component strings. Instead we have a state of the form

\[
|\Psi\rangle = \frac{1}{\sqrt{n_1 n_5}}([\text{component string } 1 \text{ excited}] + \ldots + [\text{component string } n_1 n_5 \text{ excited}])
\]

(3.68)

The momentum mode can be in 4 bosonic states and 4 fermionic states, so we just get 8 states for the system.

Now consider the other extreme (3.67). There is only one component string, but since it has winding \( w = n_1 n_5 \) the one unit of momentum becomes an excitation at level \( n_1 n_5 \) on the component string. The number of states is then given by partitioning this level into among different harmonics, and we get for the number of states

\[
\mathcal{N} \sim e^{2\pi \sqrt{\frac{2}{c} \sqrt{n_1 n_5}}} = e^{2\pi \sqrt{n_1 n_5}}
\]

(3.69)

where we have used \( c = 6 \) since we have 4 bosons and 4 fermions. This is much larger than the number of states obtained for the case \( k_i = 1 \).

The leading order entropy for NS1-NS5-P can be obtained by letting the NS1-NS5 be in the bound state (3.67) and ignoring other possibilities. We put the \( n_p \) units of
momentum on this single long component string, getting an effective level of excitation $n_1 n_5 n_p$ and an entropy

$$S_{\text{micro}} = \ln |\mathcal{N}| = 2\pi \sqrt{n_1 n_5 n_p}$$

(3.70)

We now observe that the microscopic entropy (3.70) agrees exactly with the Bekenstein entropy (2.22).

This is a remarkable result, first obtained by Strominger and Vafa [8] for a slightly different system. They took the compactification $M_{4,1} \times S^1 \times K3$ (i.e. the $T^4$ was replaced by K3). The case with $T^4$ was done soon thereafter by Callan and Maldacena [9].

So far we have looked at BPS states, which have the minimum energy possible for their charge. Thus we had taken the momentum modes to run along one direction of the effective string (we can call them left movers). By contrast if we add some momentum modes which move in the other direction along the effective string (right movers) then we would increase the energy but decrease the momentum charge $P$. For a small number $\bar{n}_p$ of right movers we get a near-extremal state. If the component string is long ($n_1, n_5$ large) but $n_p, \bar{n}_p$ are small by comparison then we can view the momentum modes as forming a dilute gas of excitations on the component string. We can then ignore the interactions between the left and right moving excitations. The entropy is then given by the sum of the entropies of the left and right movers, and we get

$$S_{\text{micro}} = 2\pi \sqrt{n_1 n_5 n_p} + 2\pi \sqrt{n_1 n_5 \bar{n}_p}$$

(3.71)

In [9] the above microscopic entropy was computed and compared to the Bekenstein entropy $S_{\text{Bek}}$ for the near extremal hole. Again an exact agreement was found between the microscopic and Bekenstein entropies.

A left moving excitation can collide with a right moving one, whereupon the energy contained in them can leave the D1-D5 bound state and get radiated away as a massless quantum of supergravity. The spin dependence and radiation rates of this emission process agree exactly with the low energy Hawking radiation from the corresponding black hole [10].

4 Constructing the microstates

We have seen that string theory gives us a count of microstates which agrees with the Bekenstein entropy. But to solve the information problem we need to know what these microstates look like. We want to understand the structure of states in the coupling domain where we get the black hole. This is in contrast to a count at $g = 0$ which can give us the correct number of states (since BPS states do not shift under changes of $g$) but will not tell us what the inside of a black hole looks like.

At this stage we already notice a puzzling fact. For the three charge case we found $S_{\text{micro}} = S_{\text{Bek}} = 2\pi \sqrt{n_1 n_5 n_p}$. But suppose we keep only two of the charges, setting say $n_5 = 0$. Then the Bekenstein entropy $S_{\text{Bek}}$ becomes zero; this is why we had to take three
charges to get a good black hole. But the microscopic entropy for two charges NS1-P was
\[ S_{\text{micro}} = 2\pi \sqrt{2} \sqrt{n_1 n_p}, \]
which is nonzero.

One might say that the 2-charge case is just not a system that gives a good black hole, and
should be disregarded in our investigation of black holes. But this would be strange, since
on the microscopic side the entropy of the 2-charge system arose in a very similar way to
that for the three charge system; in each case we partitioned among harmonics the
momentum on a string or ‘effective string’. We would therefore like to take a closer
look at the gravity side of the problem for the case of two charges.

We get the metric for NS1-P by setting to zero the \( Q_5 \) charge in (2.10). With a slight
change of notation we write the metric as \( u = t + y, \ v = t - y \)

\[
\begin{align*}
\text{ds}^2_{\text{string}} &= H[-dudv + Kdv^2] + \sum_{i=1}^{4} dx_i dx_i + \sum_{a=1}^{4} dz_a dz_a \\
B_{uv} &= \frac{1}{2}[H - 1] \\
e^{2\phi} &= H \\
H^{-1} &= 1 + \frac{Q_1}{r^2}, \quad K = \frac{Q_p}{r^2} \quad (4.72)
\end{align*}
\]

We will call this metric the naïve metric for NS1-P. This is because we will later argue
that this metric is not produced by any configuration of NS1, P charges. It is a solution
of the low energy supergravity equations away from \( r = 0 \), but just because we can write
such a solution does not mean that the singularity at \( r = 0 \) will be an allowed one in the
full string theory.

What then are the singularities that are allowed? If we start with flat space, then
string theory tells us that excitations around flat space are described by configurations
of various fundamental objects of the theory; in particular, the fundamental string. We
can wrap this string around a circle like the \( S^1 \) in our compactification. We have also
seen that we can wrap this string \( n_1 \) times around the \( S^1 \) forming a bound state. For \( n_1 \)
large this configuration will generate the solution which has only NS1 charge

\[
\begin{align*}
\text{ds}^2_{\text{string}} &= H[-dudv] + \sum_{i=1}^{4} dx_i dx_i + \sum_{a=1}^{4} dz_a dz_a \\
B_{uv} &= \frac{1}{2}[H - 1] \\
e^{2\phi} &= H \\
H^{-1} &= 1 + \frac{Q_1}{r^2} \quad (4.73)
\end{align*}
\]

This solution is also singular at \( r = 0 \), but this is a singularity that we must accept since
the geometry was generated by a source that exists in the theory. One may first take the
limit \( g \to 0 \) and get the string wrapped \( n_1 \) times around \( S^1 \) in flat space. Then we can
increase \( g \) to a nonzero value, noting that we can track the state under the change since
it is a BPS state. If $n_1$ is large and we are not too close to $r = 0$ then (4.73) will be a good description of the solution corresponding to the bound state of $n_1$ units of NS1 charge.

Now let us ask what happens when we add P charge. We have already seen that in the bound state NS1-P the momentum P will be carried as traveling waves on the ‘multiwound’ NS1. Here we come to the most critical point of our analysis: There are no longitudinal vibration modes of the fundamental string NS1. Thus all the momentum must be carried by transverse vibrations. But this means that the string must bend away from its central axis in order to carry the momentum, so it will not be confined to the location $r = 0$ in the transverse space. We will shortly find the correct solutions for NS1-P, but we can already see that the solution (4.72) may be incorrect since it requires the NS1-P source to be at a point $r = 0$ in the transverse space.

The NS1 string has many strands since it is multiwound. When carrying a generic traveling wave these strands will separate from each other. We have to find the metric created by these strands. Consider the bosonic excitations, and for the moment restrict attention to the 4 that give bending in the noncompact directions $x_i$. The wave carried by the NS1 is then described by a transverse displacement profile $\vec{F}(v)$, where $v = t - y$. The metric for a single strand of the string carrying such a wave is known [11]

$$ds_{\text{string}}^2 = H[-dudv + Kdv^2 + 2A_i dx_idv] + \sum_{i=1}^{4} dx_idx_i + \sum_{a=1}^{4} dz_adz_a$$

$$B_{uv} = -\frac{1}{2}[H - 1], \quad B_{vi} = HA_i$$

$$e^{2\phi} = H$$

$$H^{-1}(\vec{x}, y, t) = 1 + \frac{Q_1}{|\vec{x} - \vec{F}(t - y)|^2}$$

$$K(\vec{x}, y, t) = \frac{Q_1|\vec{F}(t - y)|^2}{|\vec{x} - \vec{F}(t - y)|^2}$$

$$A_i(\vec{x}, y, t) = -\frac{Q_1\dot{F}_i(t - y)}{|\vec{x} - \vec{F}(t - y)|^2}$$

(4.74)

Now suppose that we have many strands of the NS1 string, carrying different vibration profiles $\vec{F}^{(s)}(t - y)$. While the vibration profiles are different, the strands all carry momentum in the same direction y. In this case the strands are mutually BPS and the metric of all the strands can be obtained by superposing the harmonic functions arising in the solutions for the individual strands. Thus we get

$$ds_{\text{string}}^2 = H[-dudv + Kdv^2 + 2A_i dx_idv] + \sum_{i=1}^{4} dx_idx_i + \sum_{a=1}^{4} dz_adz_a$$

$$B_{uv} = -\frac{1}{2}[H - 1], \quad B_{vi} = HA_i$$
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\[ e^{2\phi} = H \]
\[ H^{-1}(\vec{x}, y, t) = 1 + \sum_{s} \frac{Q_s^{(s)}}{||\vec{x} - \vec{F}(s)(t - y)||^2} \]
\[ K(\vec{x}, y, t) = \sum_{s} \frac{Q_s^{(s)}|\dot{\vec{F}}(s)(t - y)||^2}{||\vec{x} - \vec{F}(s)(t - y)||^2} \]
\[ A_i(\vec{x}, y, t) = -\sum_{s} \frac{Q_s^{(s)}\dot{F}_i(s)(t - y)}{||\vec{x} - \vec{F}(s)(t - y)||^2} \]

(4.75)

Now consider the string that we actually have in our problem. We can open up the multiwound string by going to the \( n_1 \) fold cover of \( S^1 \). Then the string is described by the profile \( \vec{F}(t - y) \), with \( 0 \leq y < 2\pi R n_1 \). The part of the string in the range \( 0 \leq y < 2\pi R \) gives one strand in the actual space, the part in the range \( 2\pi R \leq y < 4\pi R \) gives another strand, and so on. These different strands do not lie on top of each other in general, so we have a many strand situation as in (4.75) above. But note that the end of one strand is at the same position as the start of the next strand, so the strands are not completely independent of each other. In any case all strands are given once we give the profile function \( \vec{F}(v) \).

The above solution has a sum over strands that looks difficult to carry out in practice. But now we note that there is a simplification in the 'black hole' limit which is defined by

\[ n_1, n_p \to \infty \]  

(4.76)

while the moduli like \( g, R, V \) are held fixed. We have called this limit the black hole limit for the following reason. As we increase the number of quanta \( n_i \) in a bound state, the system will in general change its behavior and properties. In the limit \( n_i \to \infty \) we expect that there will be a certain set of properties that will govern the system, and these are the properties that will be the universal ones that characterize large black holes (assuming that the chosen charges do form a black hole).

The total length of the NS1 multiwound string is \( 2\pi n_1 R \). From (3.50) we see that the generic vibration profile has harmonics of order \( k \sim \sqrt{n_1 n_p} \) on this string, so the wavelength of the vibration is

\[ \lambda \sim \frac{2\pi R n_1}{\sqrt{n_1 n_p}} \sim \sqrt{\frac{n_1}{n_p}} R \]  

(4.77)

We will see shortly that the generic state of the string is not well described by a classical geometry, so we will first take some limits to get good classical solutions, and use the results to estimate the 'size' of the generic 'fuzzball'. Let us take a state where the typical wavenumber is much smaller than the value (3.50)

\[ \frac{k}{\sqrt{n_1 n_p}} \equiv \alpha \ll 1 \]  

(4.78)
Then the wavelength of the vibrations is much longer than the length of the compactification circle

\[ \lambda = \frac{2\pi R n_1}{k} = \frac{2\pi R}{\alpha} \sqrt{\frac{n_1}{n_p}} \gg 2\pi R \quad (4.79) \]

where we have assumed that \( n_1, n_p \) are of the same order.

When executing its vibration the string will move in the transverse space across a coordinate distance

\[ \Delta x \sim |\vec{F}| \lambda \quad (4.80) \]

But the distance between neighboring strands of the string will be

\[ \delta x = |\vec{F}|(2\pi R) \quad (4.81) \]

We thus see that

\[ \frac{\delta x}{\Delta x} \sim \sqrt{\frac{n_p}{n_1}} \alpha \ll 1 \quad (4.82) \]

We can therefore look at the metric at points that are not too close to any one of the strands, but that are still in the general region occupied by the vibrating string

\[ |\vec{x} - \vec{F}(v)| \gg \delta x \quad (4.83) \]

(We will later address the nature of the solution as we approach the strands, after dualizing to the D1-D5 picture.) In this case neighboring strands give very similar contributions to the harmonic functions in (4.75), and we may replace the sum by an integral

\[ \sum_{s=1}^{n_1} \to \int_{s=0}^{n_1} ds = \int_{y=0}^{2\pi R n_1} ds dy \quad (4.84) \]

Since the length of the compacification circle is \( 2\pi R \) we have

\[ \frac{ds}{dy} = \frac{1}{2\pi R} \quad (4.85) \]

Also, since the vibration profile is a function of \( v = t - y \) we can replace the integral over \( y \) by an integral over \( v \). Thus we have

\[ \sum_{s=1}^{n_1} \to \frac{1}{2\pi R} \int_{v=0}^{L_T} dv \quad (4.86) \]

where

\[ L_T = 2\pi R n_1 \quad (4.87) \]

is the total range of the \( y \) coordinate on the multiwound string. Finally, note that

\[ Q_1^{(i)} = \frac{Q_1}{n_1} \quad (4.88) \]
We can then write the NS1-P solution as

\[
\begin{align*}
\text{ds}_{\text{string}}^2 &= H[-du dv + K dv^2 + 2A_i dx_i dv] + \sum_{i=1}^{4} dx_i dx_i + \sum_{a=1}^{4} dz_a dz_a \\
B_{uv} &= -\frac{1}{2}[H-1], \quad B_{vi} = HA_i \\
e^{2\phi} &= H
\end{align*}
\]

where

\[
\begin{align*}
H^{-1} &= 1 + \frac{Q_1}{L_T} \int_0^{L_T} \frac{dv}{|\vec{x} - \vec{F}(v)|^2} \\
K &= \frac{Q_1}{L_T} \int_0^{L_T} \frac{dv(F(v))}{|\vec{x} - \vec{F}(v)|^2} \\
A_i &= -\frac{Q_1}{L_T} \int_0^{L_T} \frac{dvF_i(v)}{|\vec{x} - \vec{F}(v)|^2}
\end{align*}
\]

4.1 Obtaining the D1-D5 geometries

From (2.24) we see that we can perform S,T dualities to map the above NS1-P solutions to D1-D5 solutions. For a detailed presentation of the steps (for a specific $\vec{F}(v)$) see [12]. The computations are straightforward, except for one step where we need to perform an electric-magnetic duality. Recall that under T-duality a Ramond-Ramond gauge field form $C^{(p)}$ can change to a higher form $C^{(p+1)}$ or to a lower form $C^{(p-1)}$. We may therefore find ourselves with $C^{(2)}$ and $C^{(6)}$ at the same time in the solution. The former gives $F^{(3)}$ while the latter gives $F^{(7)}$. We should convert the $F^{(7)}$ to $F^{(3)}$ by taking the dual, so that the solution is completely described using only $C^{(2)}$. Finding $F^{(3)}$ is straightforward, but it takes some inspection to find a $C^{(2)}$ which will give this $F^{(3)}$.

Note that we have chosen to write the classical solutions in a way where $\phi$ goes to zero at infinity, so that the true dilaton $\hat{\phi}$ is given by

\[
e^{\hat{\phi}} = ge^\phi
\]

The dualities change the values of the moduli describing the solution. Recall that the $T^4$ directions are $x^6, x^7, x^8, x^9$, while the $S^1$ direction is $y \equiv x^5$. We keep track of (i) the coupling $g$ (ii) the value of the scale $Q_1$ which occurred in the harmonic function for the NS1-P geometry (iii) the radius $R$ of the $x^5$ circle (iv) the radius $R_6$ of the $x^6$ circle, and (v) the volume $(2\pi)^4 V$ of $T^4$. We can start with NS1-P and reach NS5-NS1, which gives
(here we set $\alpha' = 1$ for compactness)

$$
\begin{pmatrix}
g/Q_1 \\
R \\
R_6/V \\
\end{pmatrix}
\xrightarrow{S}
\begin{pmatrix}
1/g \\
Q_1/g \\
R/\sqrt{g} \\
R_6/\sqrt{g} \\
V/g^2 \\
\end{pmatrix}
\xrightarrow{T_6789}
\begin{pmatrix}
g/V \\
Q_1/g \\
R/\sqrt{g} \\
\sqrt{g}/R_6 \\
\sqrt{V}/R_6 \\
\end{pmatrix}
\xrightarrow{S}
\begin{pmatrix}
V/g \\
Q_1V/g^2 \\
R\sqrt{V}/g \\
\sqrt{V}/R_6 \\
V \\
\end{pmatrix}
\xrightarrow{T_56}
\begin{pmatrix}
R_6/R \\
Q_1V/g^2 \\
g/(R\sqrt{V}) \\
R_6/\sqrt{V} \\
R_6^2 \\
\end{pmatrix}
$$

(4.94)

A final S-duality takes the NS5-NS1 to D5-D1

$$
\begin{pmatrix}
R_6/R \\
Q_1V/g^2 \\
g/(R\sqrt{V}) \\
R_6/\sqrt{V} \\
V \\
\end{pmatrix}
\xrightarrow{S}
\begin{pmatrix}
R/R_6 \\
Q_1VR/(g^2R_6) \\
g/(\sqrt{R}R_6\sqrt{V}) \\
\sqrt{R_6R/\sqrt{V}} \\
R^2 \\
\end{pmatrix}
\equiv
\begin{pmatrix}
g' \\
Q'_5 \\
R' \\
R'_6 \\
V' \\
\end{pmatrix}
$$

(4.95)

where at the last step we have noted that the $Q_1$ charge in NS1-P becomes the D5 charge $Q'_5$ in D5-D1. We will also choose coordinates at each stage so that the metric goes to $\eta_{AB}$ at infinity. Since we are writing the string metric, this convention is not affected by T-dualities, but when we perform an S-duality we need to re-scale the coordinates to keep the metric $\eta_{AB}$. In the NS1-P solution the harmonic function generated by the NS1 branes is (for large $r$)

$$
H^{-1} \approx 1 + \frac{Q_1}{r^2}
$$

(4.96)

After we reach the D1-D5 system by dualities the corresponding harmonic function will behave as

$$
H^{-1} \approx 1 + \frac{Q'_5}{r^2}
$$

(4.97)

where from (4.95) we see that

$$
Q'_5 = \mu^2 Q_1
$$

(4.98)

with

$$
\mu^2 = \frac{VR}{g^2R_6}
$$

(4.99)

Note that $Q_1, Q'_5$ have units of $(\text{length})^2$. Thus all lengths get scaled by a factor $\mu$ after the dualities. Note that

$$
Q'_5 = \mu^2 Q_1 = \mu^2 g^2 n_1 = g' n_1
$$

(4.100)

which is the correct parameter to appear in the harmonic function (4.97) created by the D5 branes.

With all this, for D5-D1 we get the solutions [13]

$$
\begin{multline*}
ds^2_{\text{string}} = \sqrt{\frac{H}{1 + K}[-(dt - A_idx^i)^2 + (dy + B_idx^i)^2]} + \sqrt{\frac{1 + K}{H}}dx_i dx_i + \sqrt{H(1 + K)}dz_a dz_a
\end{multline*}
$$

(4.101)
where the harmonic functions are

\[
H^{-1} = 1 + \frac{\mu^2 Q_1}{\mu L_T} \int_0^{\mu L_T} \frac{dv}{|\vec{x} - \mu \vec{F}(v)|^2}
\]

\[
K = \frac{\mu^2 Q_1}{\mu L_T} \int_0^{\mu L_T} \frac{dv (\mu^2 \dot{F}(v))^2}{|\vec{x} - \mu \vec{F}(v)|^2},
\]

\[
A_i = -\frac{\mu^2 Q_1}{\mu L_T} \int_0^{\mu L_T} dv \mu \dot{F}_i(v) \frac{|\vec{x} - \mu \vec{F}(v)|^2}{|\vec{x} - \mu \vec{F}(v)|^2}
\]

(4.102)

Here \( B_i \) is given by

\[
\frac{dB}{dA} = -\star_4 dA
\]

(4.103)

and \( \star_4 \) is the duality operation in the 4-d transverse space \( x_1 \ldots x_4 \) using the flat metric \( dx_1 dx_2 \).

By contrast the ‘naive’ geometry which one would write for D1-D5 is

\[
\begin{align*}
\text{ds}_{\text{naive}}^2 &= \frac{1}{\sqrt{(1 + \frac{Q_1'}{r^2})(1 + \frac{Q_5'}{r^2})}}[-dt^2 + dy^2] + \sqrt{(1 + \frac{Q_1'}{r^2})(1 + \frac{Q_5'}{r^2})} dx_i dx_i + \frac{1 + \frac{Q_1'}{r^2}}{1 + \frac{Q_5'}{r^2}} dz_a dz_a
\end{align*}
\]

(4.104)

5 A special example

The above general solution looks rather complicated. To get a feeling for the nature of these D1-D5 solutions let us start by examining in detail a simple case. Start with the NS1-P solution which has the following vibration profile for the NS1 string

\[
F_1 = \hat{a} \cos \omega v, \quad F_2 = \hat{a} \sin \omega v, \quad F_3 = F_4 = 0
\]

where \( \hat{a} \) is a constant. This makes the NS1 swing in a uniform helix in the \( x_1 - x_2 \) plane.

Choose

\[
\omega = \frac{1}{n_1 R}
\]

(5.106)

This makes the NS1 have just one turn of the helix in the covering space. Thus all the energy has been put in the lowest harmonic on the string.

We then find

\[
H^{-1} = 1 + \frac{Q_1}{2\pi} \int_0^{2\pi} \frac{d\xi}{(x_1 - \hat{a} \cos \xi)^2 + (x_2 - \hat{a} \sin \xi)^2 + x_3^2 + x_4^2}
\]

(5.107)

To compute the integral we introduce polar coordinates in the \( \vec{x} \) space

\[
\begin{align*}
x_1 &= \tilde{r} \sin \tilde{\theta} \cos \tilde{\phi}, & \quad x_2 &= \tilde{r} \sin \tilde{\theta} \sin \tilde{\phi}, \\
x_3 &= \tilde{r} \cos \tilde{\theta} \cos \tilde{\psi}, & \quad x_4 &= \tilde{r} \cos \tilde{\theta} \sin \tilde{\psi}
\end{align*}
\]

(5.108)
Then we find

\[ H^{-1} = 1 + \frac{Q_1}{\sqrt{(\tilde{r}^2 + \hat{a}^2)^2 - 4\hat{a}^2\tilde{r}^2\sin^2\tilde{\theta}}} \]  

(5.109)

The above expression simplifies if we change from \( \tilde{r}, \tilde{\theta} \) to coordinates \( r, \theta \):

\[ \tilde{r} = \sqrt{r^2 + \hat{a}^2\sin^2\theta}, \quad \cos \tilde{\theta} = \frac{r \cos \theta}{\sqrt{r^2 + \hat{a}^2\sin^2\theta}} \]  

(5.110)

(\( \tilde{\phi} \) and \( \tilde{\psi} \) remain unchanged). Then we get

\[ H^{-1} = 1 + \frac{Q_1}{r^2 + \hat{a}^2\cos^2\theta} \]  

(5.111)

Similarly we get

\[ K = \frac{\hat{a}^2}{n_1^2 R^2} \frac{Q_1}{(r^2 + \hat{a}^2\cos^2\theta)} \]  

(5.112)

With a little algebra we also find

\[
A_{x_1} = \frac{Q_1 \hat{a}}{2\pi R n_1} \int_0^{2\pi} \frac{d\xi}{(x_1 - \hat{a} \cos \xi)^2 + (x_2 - \hat{a} \sin \xi)^2 + x_3^2 + x_4^2} 
\]

\[
= \frac{Q_1 \hat{a}}{2\pi R n_1} \int_0^{2\pi} \frac{d\xi \sin \xi}{(\tilde{r}^2 + \hat{a}^2 - 2\tilde{r}\hat{a}\sin\tilde{\theta}\cos(\xi - \tilde{\phi}))} 
\]

\[
= \frac{Q_1 \hat{a}^2}{R n_1} \sin \tilde{\phi} \frac{\sin \tilde{\theta}}{(r^2 + a^2\cos^2\theta)\sqrt{r^2 + a^2}} \]  

(5.113)

\[
A_{x_2} = -\frac{Q_1 \hat{a}^2}{R n_1} \frac{\cos \tilde{\phi}}{(r^2 + a^2\cos^2\theta)\sqrt{r^2 + a^2}} \]  

(5.114)

\[
A_{x_3} = 0, \quad A_{x_4} = 0 \]  

(5.115)

We can write this in polar coordinates

\[
A_{\tilde{\phi}} = A_{x_1} \frac{\partial x_1}{\partial \tilde{\phi}} + A_{x_2} \frac{\partial x_2}{\partial \tilde{\phi}} 
\]

\[
= -\frac{Q_1 \hat{a}^2}{R n_1} \frac{\sin^2 \theta}{(r^2 + a^2\cos^2\theta)} \]  

(5.116)

We can now substitute these functions in (4.89) to get the solution for the NS1-P system for the choice of profile (5.105).

Let us now get the corresponding D1-D5 solution. Recall that all lengths scale up by a factor \( \mu \) given through (4.99). The transverse displacement profile \( \vec{F} \) has units of length, and so scales up by the factor \( \mu \). We define

\[ a \equiv \mu \hat{a} \]  

(5.117)
so that
\[ \mu F_1 = a \cos \omega v, \quad \mu F_2 = a \sin \omega v, \quad F_3 = F_4 = 0 \quad (5.118) \]

Let
\[ f = r^2 + a^2 \cos^2 \theta \quad (5.119) \]
The NS1 charge becomes the D5 charge after dualities, and corresponding harmonic function becomes
\[ H^{-1} = 1 + \frac{Q_5'}{f} \quad (5.120) \]
The harmonic function for momentum P was
\[ K = \frac{Q_1' \hat{a}^2}{n_2^2 R^2} \frac{1}{(r^2 + \hat{a}^2 \cos^2 \theta)} = \frac{Q_p}{(r^2 + \hat{a}^2 \cos^2 \theta)} \quad (5.121) \]
After dualities K will change to the harmonic function generated by D1 branes. Performing the change of scale (4.99) we find
\[ K' = \mu^2 \frac{Q_p}{f} = \frac{Q_1'}{f} \quad (5.122) \]
Using the value of \( Q_1 \) from (2.20) we observe that
\[ a = \sqrt{\frac{Q_1' Q_5'}{R'}} \quad (5.123) \]
where \( R' \) is the radius of the y circle after dualities (given in (4.95)).

To finish writing the D1-D5 solution we also need the functions \( B_i \) defined through (4.103). In the coordinates \( r, \theta, \tilde{\phi} = \phi, \tilde{\psi} = \psi \) we have
\[ A_\phi = -a \sqrt{Q_1' Q_5'} \frac{\sin^2 \theta}{f} \quad (5.124) \]
We can check that the dual form is
\[ B_\psi = -a \sqrt{Q_1' Q_5'} \frac{\cos^2 \theta}{f} \quad (5.125) \]
To check this, note that the flat 4-D metric in our coordinates is
\[ dx_i dx_i = \frac{f}{r^2 + a^2} dr^2 + f d\theta^2 + (r^2 + a^2) \sin^2 \theta d\phi^2 + r^2 \cos^2 \theta d\psi^2 \quad (5.126) \]
We also have
\[ \epsilon_{r \theta \phi \psi} = \sqrt{g} = f r \sin \theta \cos \theta \quad (5.127) \]
We then find
\[ F_{r \psi} = \partial_r B_\psi = a \sqrt{Q_1' Q_5'} \frac{2r \cos^2 \theta}{f^2} = -\epsilon_{r \psi \theta \phi} g^{\theta \theta} g^{\phi \psi} [\partial_\theta A_\phi] = -(\ast dA)_{r \psi} \quad (5.128) \]
\[ F_{\theta \psi} = \partial_\theta B_\psi = a \sqrt{Q'_1 Q'_5} \frac{r'^2 \sin(2\theta)}{f^2} = -\epsilon_{\psi r \phi} g^{rr} g^{\phi \phi} [\partial_r A_\phi] = -(\ast dA)_{\theta \psi} \] (5.129)

verifying (4.103).

Putting all this in (4.101) we find the D1-D5 (string) metric for the profile (5.105)

\[ ds^2 = -\frac{1}{h} (dt^2 - dy^2) + h f (d\theta^2 + \frac{dr^2}{r^2 + a^2}) - \frac{2a \sqrt{Q'_1 Q'_5}}{h f} (\cos^2 \theta dy d\psi + \sin^2 \theta dt d\phi) \]
\[ + h \left[ \left( r^2 + \frac{a^2 Q'_1 Q'_5 \cos^2 \theta}{h^2 f^2} \right) \cos^2 \theta d\psi^2 + \left( r^2 + a^2 - \frac{a^2 Q'_1 Q'_5 \sin^2 \theta}{h^2 f^2} \right) \sin^2 \theta d\phi^2 \right] \]
\[ + \sqrt{\frac{Q'_1 + f}{Q'_5 + f}} dz_a dz_a \] (5.130)

where

\[ f = r^2 + a^2 \cos^2 \theta, \quad h = \left[ \left( 1 + \frac{Q'_1}{f} \right) \left( 1 + \frac{Q'_5}{f} \right) \right]^{1/2} \] (5.131)

At large \( r \) this metric goes over to flat space. Let us consider the opposite limit \( r \ll (Q'_1 Q'_5)^{1/4} \) (we write \( r' = r/a \)):

\[ ds^2 = -(r'^2 + 1) \frac{a^2 dt^2}{\sqrt{Q'_1 Q'_5}} + r'^2 \frac{a^2 dy^2}{\sqrt{Q'_1 Q'_5}} + \sqrt{Q'_1 Q'_5} \frac{dr'^2}{r'^2 + 1} \]
\[ + \sqrt{Q'_1 Q'_5} \left[ d\theta^2 + \cos^2 \theta \left( d\psi - \frac{a dy}{\sqrt{Q'_1 Q'_5}} \right)^2 + \sin^2 \theta \left( d\phi - \frac{a dt}{\sqrt{Q'_1 Q'_5}} \right)^2 \right] \]
\[ + \sqrt{\frac{Q'_1}{Q'_5}} dz_a dz_a \] (5.132)

Let us transform to new angular coordinates

\[ \psi' = \psi - \frac{a}{\sqrt{Q'_1 Q'_5}} y, \quad \phi' = \phi - \frac{a}{\sqrt{Q'_1 Q'_5}} t \] (5.133)

Since \( \psi, y \) are both periodic coordinates, it is not immediately obvious that the first of these changes makes sense. The identifications on these coordinates are

\( (\psi \rightarrow \psi + 2\pi, \quad y \rightarrow y), \quad (\psi \rightarrow \psi, \quad y \rightarrow y + 2\pi R') \) (5.134)

But note that we have the relation (5.123), which implies that the identifications on the new variables are

\( (\psi' \rightarrow \psi' + 2\pi, \quad y \rightarrow y), \quad (\psi' \rightarrow \psi' - \frac{a 2\pi R'}{\sqrt{Q'_1 Q'_5}} = \psi' - 2\pi, \quad y \rightarrow y + 2\pi R') \) (5.135)
so that we do have a consistent lattice of identifications on $\psi', y$. The metric (5.132) now becomes

$$ds^2 = \sqrt{Q'_1 Q'_5} \left[ -(r'^2 + 1) \frac{dt^2}{R^2} + r'^2 \frac{dy^2}{R^2} + \frac{dr'^2}{r'^2 + 1} \right] + \sqrt{Q'_1 Q'_5} \left[ d\theta^2 + \cos^2 \theta d\psi'^2 + \sin^2 \theta d\phi'^2 \right] + \sqrt{\frac{Q'_1}{Q'_5}} dz_a dz_a$$

This is just $AdS_3 \times S^3 \times T^4$. Thus the full geometry is flat at infinity, has a ‘throat’ type region at smaller $r$ where it approximates the naive geometry (4.104), and then instead of a singularity at $r = 0$ it ends in a smooth ‘cap’. This particular geometry, corresponding to the profile (5.105), was derived earlier in [14, 15] by taking limits of general rotating black hole solutions found in [16]. We have now obtained it by starting with the particular NS1-P profile (5.105), and thus we note that it is only one member of the complete family parametrized by $\vec{F}$. It can be shown that all the metrics of this family have the same qualitative structure as the particular metric that we studied; in particular they have no horizons, and they end in smooth ‘caps’ near $r = 0$. We will review the argument for this smoothness below.

6 Regularity of the general solution

At first sight it appears that the metrics (4.101) have a singularity at points where $\vec{x} = \mu \vec{F}(v)$ for some $v$. But it was shown in [17] that this is only a coordinate singularity; the geometries are completely smooth. To see this we compute the harmonic functions near such points. The points $\vec{x} = \mu \vec{F}(v)$ define a curve in the 4-dimensional Cartesian space spanned by the $x_i$; this space carries the flat metric $dx_i dx_i$. Go to a point on the curve given by $v = v_0$. Let $z$ be a coordinate that measures distance along the curve (in the flat metric) and choose spherical polar coordinates $(\rho, \theta, \phi)$ for the 3-plane perpendicular to the curve. Then

$$H^{-1} \approx \frac{Q'_5}{\mu L_T} \int_{-\infty}^{\infty} \frac{dv}{\rho^2 + z^2} = \frac{Q'_5}{\mu L_T} \frac{1}{\mu |\vec{F}(v_0)|} \int_{-\infty}^{\infty} \frac{dz}{\rho^2 + z^2} = \frac{Q'_5 \pi}{\mu^2 L_T |\vec{F}(v_0)|} \frac{1}{\rho}$$

$$K \approx \frac{Q'_5 \pi |\vec{F}(v_0)|}{L_T} \frac{1}{\rho}, \quad A_z \approx -\frac{Q'_5 \pi}{\mu L_T \rho}$$

Let

$$\widetilde{Q} \equiv \frac{Q'_5 \pi}{\mu L_T}$$
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The field $A_i$ gives $F_{z\rho} = -\tilde{Q}/\rho^2$, which gives from (4.103) $B_\phi = -\tilde{Q}(1 - \cos \theta)$. The $(y, \rho, \theta, \phi)$ part of the metric becomes

$$ds^2 \to \sqrt{\frac{H}{1 + K}}(dy + B_i dx^i)^2 + \sqrt{\frac{1 + K}{H}}(d\rho^2 + \rho^2(d\theta^2 + \sin^2 \theta d\phi^2))$$

$$\approx \frac{\rho}{\tilde{Q}}(dy - \tilde{Q}(1 - \cos \theta)d\phi)^2 + \frac{\tilde{Q}}{\rho}(d\rho^2 + \rho^2(d\theta^2 + \sin^2 \theta d\phi^2)) \quad (6.141)$$

This is the metric near the core of a Kaluza-Klein monopole, and is smooth if the length of the $y$ circle is $4\pi \tilde{Q}$, which implies

$$2\pi R' = 4\pi \left(\frac{Q'\pi}{\mu \lambda T}\right) \quad (6.142)$$

Using (4.87), (4.95), (4.99), (4.100) we see that this relation is exactly satisfied. The change of coordinates

$$\tilde{r}^2 = \rho, \quad \tilde{\theta} = \frac{\theta}{2}, \quad \tilde{y} = \frac{y}{2\tilde{Q}}, \quad \tilde{\phi} = \phi - \frac{y}{2\tilde{Q}}$$

$$0 \leq \tilde{\theta} < \frac{\pi}{2}, \quad 0 \leq \tilde{y} < \frac{\pi R'}{\tilde{Q}} = 2\pi, \quad 0 \leq \tilde{\phi} < 2\pi \quad (6.143)$$

makes manifest the locally $R^4$ form of the metric

$$ds^2 = 4\tilde{Q}[d\tilde{r}^2 + \tilde{r}^2(d\tilde{\theta}^2 + \cos^2 \tilde{\theta}d\tilde{y}^2 + \sin^2 \tilde{\theta}d\tilde{\phi}^2)] \quad (6.144)$$

For the coordinate change (6.143) to be consistent with identifications on the periodic coordinates we need the condition (6.142), which we have seen is satisfied.

The $(t, z)$ part of the geometry gives

$$ds^2 \to -\sqrt{\frac{H}{1 + K}}(dt - A_z dz)^2 + \sqrt{\frac{1 + K}{H}}dz^2$$

$$\approx -\frac{\rho}{\tilde{Q}}dt^2 - 2dtdz \approx -2dtdz \quad (6.145)$$

which is regular. The $T^4$ part gives $\mu|\tilde{F}(\nu_0)|dz_\alpha dz_\alpha$ and is thus regular as well.

We thus see that the generic D1-D5 geometry is qualitatively similar to the specific case that we studied in the last section. The geometry is flat at infinity, and instead of a singularity at $r = 0$ it ends in a smooth ‘cap’. Different profile functions $\tilde{F}(\nu)$ give different caps. We thus have an ensemble of solutions rather than just the naive solution (4.104). Since different $\tilde{F}(\nu)$ give different possible states of the NS1-P system, and thus of the dual D1-D5 system, we see explicitly the ‘hair’ which distinguishes different microstates.
The most important point that we have seen in the above discussion is that in the NS1-P bound state the NS1 undergoes transverse vibrations that cause its strands to spread out over a nonzero range in the transverse $\vec{x}$ space. Thus the bound state is not ‘pointlike’. Exactly how big is the bound state?

We have obtained good classical solutions by looking at solutions where the wavelength of vibrations $\lambda$ was much longer than the wavelength for the generic solution. To get an estimate of the size of the generic state we will now take our classical solutions and extrapolate to the domain where $\lambda$ takes its generic value (4.77).

The wavelength of vibrations for the generic state is

$$\lambda = \frac{L_T}{k} \sim \frac{2\pi R n_1}{\sqrt{n_1 n_p}} \sim R \sqrt{\frac{n_1}{n_p}}$$  \hspace{1cm} (7.146)

We wish to ask how much the transverse coordinate $\vec{x}$ changes in the process of oscillation. Thus we set $\Delta y = \lambda$, and find

$$\Delta x \sim |\vec{F}| \Delta y \sim |\vec{F}| R \sqrt{\frac{n_1}{n_p}}$$  \hspace{1cm} (7.147)

Note that

$$Q_p \sim Q_1 |\vec{F}|^2$$  \hspace{1cm} (7.148)

which gives

$$\Delta x \sim \sqrt{\frac{Q_p}{Q_1}} R \sqrt{\frac{n_1}{n_p}} \sim \sqrt{\alpha'}$$  \hspace{1cm} (7.149)

where we have used (2.20).

For

$$|\vec{x}| \gg \Delta x$$  \hspace{1cm} (7.150)

we have

$$\frac{1}{|\vec{x} - \vec{F}|^2} \approx \frac{1}{|\vec{x}|^2}$$  \hspace{1cm} (7.151)

and the solution becomes approximately the naive geometry (4.72).

We see that the metric settles down to the naive metric outside a certain ball shaped region $|\vec{x}| > \sqrt{\alpha'}$. Let us now ask an important question: What is the surface area of this ball?

First we compute the area in the 10-D string metric. Note that the metric will settle down to the naive form (4.72) quite rapidly as we go outside the region occupied by the vibrating string. The mean wavenumber is $k \sim \sqrt{n_1 n_p}$, so there are $\sim \sqrt{n_1 n_p}$ oscillations of the string. There is in general no correlation between the directions of oscillation in each wavelength, so the string makes $\sim \sqrt{n_1 n_p}$ randomly oriented traverses in the ball that we are investigating. This causes a strong cancellation of the leading moments like
dipole, quadrupole ... etc. The surviving moments will be of very high order, an order that will increase with $n_1, n_p$ and which is thus infinite in the classical limit of large charges.

We must therefore compute the area, in the naive metric (4.72), of the location $|\vec{x}| = \sqrt{\alpha'}$. Introduce polar coordinates on the 4-D transverse space

$$d\vec{x} \cdot d\vec{x} = dr^2 + r^2 d\Omega_3^2$$

At the location $r = \sqrt{\alpha'}$ we get from the angular $S^3$ an area

$$A_{S^3} \sim \alpha'^{\frac{3}{2}}$$

From the $T^4$ we get an area

$$A_{T^4} \sim V$$

From the $S^1$ we get a length

$$L_y \sim \sqrt{HKR} \sim \sqrt{\frac{Q_p}{Q_1} R}$$

Thus the area of the 8-D surface bounding the region occupied by the string is given, in the string metric, by

$$A^S \sim \sqrt{\frac{Q_p}{Q_1} RV \alpha'^{\frac{3}{2}}}$$

The area in Einstein metric will be

$$A^E = A^S e^{-2\phi}$$

Note that the dilaton $\phi$ becomes very negative at the surface of interest

$$e^{-2\phi} = H^{-1} \approx \frac{Q_1}{r^2} \sim \frac{Q_1}{\alpha'}$$

We thus find

$$A^E \sim \sqrt{Q_1 Q_p RV \alpha'^{\frac{3}{2}}} \sim g^2 \alpha'^4 \sqrt{n_1 n_p}$$

where we have used (2.20). Now we observe that

$$\frac{A^E}{4G_{10}} \sim \sqrt{n_1 n_p} \sim S_{micro}$$

This is very interesting, since it shows that the surface area of our ‘fuzzball’ region satisfies a Bekenstein type relation [18].

31
Figure 2: (a) The naive geometry of extremal D1-D5 (b) the actual geometries; the area of the surface denoted by the dashed line reproduces the microscopic entropy.

7.1 Nontriviality of the ‘size’

One of the key ideas we are pursuing is the following. To make a big black hole we will need to put together many elementary quanta. What is the size of the resulting bound state? One possibility is that this size is always of order planck length $l_p$ or string length $l_s$. In this case we will not be able to avoid the traditional picture of the black hole. Since the horizon radius can be made arbitrarily large, the neighborhood of the horizon will be ‘empty space’ and the matter making the black hole will sit in a small neighborhood of the singularity. But a second possibility is that the size of a bound state increases with the number of quanta in the bound state

$$R \sim N^\alpha l_p$$  \hspace{1cm} (7.161)

where $R$ is the radius of the bound state, $N$ is some count of the number of quanta in the state, and the power $\alpha$ depends on what quanta are being bound together. It would be very interesting if in every case we find that

$$R \sim R_H$$  \hspace{1cm} (7.162)

where $R_H$ is the radius of the horizon that we would find for the classical geometry which has the mass and charge carried by these $N$ quanta. For in that case we would find that we do not get the traditional black hole; rather we get a ‘fuzzball’ which has a size of order the horizon size. Since we do not get a traditional horizon we do not have the usual computation of Hawking radiation which gives information loss. The different configurations of the fuzzball will correspond to the $e^{S_{Bek}}$ states expected from the Bekenstein entropy.

For the 1-charge system we saw that the Bekenstein entropy was $S_{Bek} = 0$. We also find no nontrivial size for the bound state, so the size remains order $l_p$ or $l_s$, with the exact scale depending perhaps on the choice of probe. This is consistent with the picture
we are seeking, but not a nontrivial illustration of the conjecture. But the situation was much more interesting when we moved to the 2-charge case. The microscopic entropy was \( S_{\text{micro}} = 2\sqrt{2} \sqrt{n_1 n_p} \). The size of the bound state was such that the area of the boundary satisfied a Bekenstein type relation. We had verified this relation using the 10-D metric, but we can also write it in terms of quantities in the dimensionally reduced 5-D theory

\[
\frac{A_5}{4G_5} \sim \sqrt{n_1 n_p} \quad (7.163)
\]

We define the 5-D planck length by

\[
l_p^{(5)} = G_5^{\frac{1}{2}} \quad (7.164)
\]

We also define the radius of the horizon from the area

\[
\mathcal{R} = \left[ \frac{A_5}{2\pi^2} \right]^{\frac{1}{2}} \quad (7.165)
\]

The result (7.163) then translates to

\[
\mathcal{R} \sim (n_1 n_p)^{\frac{1}{2}} l_p^{(5)} \quad (7.166)
\]

Thus for the 2-charge system we find a manifestation of the conjectured relations (7.161), (7.162).

While we see from (7.166) that the fuzzball size \( \mathcal{R} \) is much larger than planck length \( l_p \), we have not yet compared \( \mathcal{R} \) to the string length \( l_s \). From (7.153) we see that

\[
\mathcal{R} \sim \sqrt{\alpha'} \sim l_s \quad (7.167)
\]

One might think that this indicates that the fuzzball is really small in some sense; it has just the natural minimum radius set by string theory. But such is not the case. In the NS1-P system that we are looking at \( e^\phi \) becomes very small at the fuzzball surface. Thus the string tension becomes very low in planck units; in other words, the string becomes very long and ‘floppy’. Thus we should interpret (7.167) as telling us that string length is very large, not that \( \mathcal{R} \) is very small.

This may sound more a matter of language rather than physics, but we can make it more precise by looking at the D1-D5 system which is obtained from NS1-P by dualities. It is a general result that the area of a surface \( r = \text{const} \) (measured in planck units) does not change upon dualities. To see this, note that the Einstein action in D spacetime dimensions scales with the metric as follows

\[
S \sim \frac{1}{G_D} \int d^D x \sqrt{-g} R \sim \frac{[g_{ab}]^{\frac{D-2}{2}}}{G_D} \quad (7.168)
\]

This action must remain unchanged under S,T dualities. The hypersurface at fixed \( r \) is \( D - 2 \) dimensional. Under dualities the \( D - 2 \) dimensional area scales as \([g_{ab}]^{\frac{D-2}{2}}\). We
have $G_D = (j_D^{(D)})^{D-2}$. From the invariance of (7.168) we see that under dualities the scalings are such that the area of the $D-2$ dimensional fuzzball boundary measured in $D$-dimensional planck units remains invariant. This fact remains true whether we use a 10-D description or the dimensionally reduced 5-D one.

For the fuzzball boundary in the D1-D5 system we get

$$
\frac{A_{10}}{4G_{10}} = \frac{A_5}{4G_5} \sim \sqrt{n_1n_5}
$$

(We have re-labeled the charges as $n_1 \rightarrow n_5, n_p \rightarrow n_1$ to give them their appropriate names in the D1-D5 geometry.) Thus

$$
R_{D1-D5} \sim (n_1n_5)^{\frac{1}{6}} l_p^{(5)}
$$

But this time the dilaton does not become strongly negative near the fuzzball boundary; rather it remains order unity

$$
e^{-2\phi} \approx \frac{Q_5}{Q_1} \sim \frac{n_5V}{n_1\alpha'^2}
$$

To find $R$ in terms of string length and other moduli we write the 10-D area-entropy relation

$$
\frac{A_{10}}{4G_{10}} \sim \frac{R_{D1-D5}^3 VR}{g^2\alpha'^4} \sim \sqrt{n_1n_5}
$$

To get

$$
R_{D1-D5} \sim \left[\frac{g^2\alpha'^4}{VR}\right]^{\frac{1}{3}} (n_1n_5)^{\frac{1}{6}}
$$

We thus see that $l_p$ and $l_s$ are of the same order (their ratio does not depend on $n_1, n_5$) while $R$ grows much larger than these lengths as the number of quanta in the bound state is increased.

Thus we see that comparing the bound state size to the string length is not a duality invariant notion, while comparing it to the 5-D planck length is. In planck units the bound state size grows with charges. In string units, it also grows with charges in the D1-D5 duality frame, while it remains $l_s$ in the NS1-NS5 duality frame. The latter fact can be traced to the very small value of $e^\phi$ at the fuzzball boundary, which makes the local string length very large in this case.

Sen [4] looked at the naive geometry of NS1-P, and noticed that the curvature of the string metric became string scale at $r \sim \sqrt{\alpha'}$, the same location that we have found in (7.149) as the boundary of the fuzzball. He then argued that one should place a ‘stretched horizon’ at this location, and then observed that the area of this horizon gave the Bekenstein relation (7.160). But if we look at the D1-D5 system that we obtain by dualities, then the curvature remains bounded and small as $r \rightarrow 0$. The naive geometry is locally $AdS_3 \times S^3 \times T^4$ for small $r$, and the curvature radii for the $AdS_3$ and the $S^3$ are $(Q_1 Q_5)^{1/4} \gg \sqrt{\alpha'}$. So it does not appear that the criterion used by Sen can be applied in general to locate a ‘stretched horizon’. What we have seen on the other hand is that
the naive geometry is not an accurate description for $r$ smaller than a certain value; the interior of this region is different for different states, and the boundary of this region satisfies a Bekenstein type relation (7.160). Further, we get the same relation (7.160) in all duality frames.

We have considered the compactification $T^4 \times S^1$, but we could also have considered $K^3 \times S^1$. Suppose we further compactify a circle $\tilde{S}^1$, thus getting a 2-charge geometry in 3+1 noncompact dimensions. In this case if we include higher derivative corrections in the action then the naive geometry develops a horizon, and the area of this horizon correctly reproduces the microscopic entropy [19]. Order of magnitude estimates suggest that a similar effect will happen for the 4+1 dimensional case that we have been working with.

What are the actual geometries for say D1-D5 on $K^3 \times S^1$? Recall that in the NS1-P system that we started with the NS1 string had 8 possible directions for transverse vibration. We have considered the vibrations in the noncompact directions $x_i$; a similar analysis can be carried out for those in the compact directions $z_a$ [17]. But after dualizing to D1-D5 we note that the the solutions generated by the $x_i$ vibrations are constant on the compact $T^4$, and we can replace the $T^4$ by $K^3$ while leaving the rest of the solution unchanged. (The vibrations along compact directions will be different in the $T^4$ and $K^3$ cases, but since we are only looking for estimate of the fuzzball size we ignore these states in the present discussion.) In [20] it was shown that the higher derivative terms do not affect the ‘capped’ nature of the ‘actual’ geometries. Thus the $K^3$ case is interesting in that it provides a microcosm of the entire black hole problem: There is a naive geometry that has a horizon, and we have ‘actual’ geometries that have no horizons but that differ from each other inside a region of the size of the horizon. It would be interesting to understand the effect of higher derivative terms on the naive $T^4$ geometry.

8 A comment on the absence of horizons

We have seen that the microstates do not have horizons. But the boundary of the region where these states differ does satisfy a Bekenstein type relation (7.160), so in the fuzzball picture we can call this the ‘horizon’. Defining this horizon is somewhat similar to the idea of ‘coarse-graining’ in statistical physics: If we keep only the part of the geometry outside this ‘horizon’ then we have kept that part of each state which is common to all microstates, and discarded the part where the microstates differ. In usual statistical systems entropy appears when we describe a system by a few macroscopic parameters (which all the microstates share) while ignoring the details that differentiate between microstates.

The idea that microstates may not have horizons appears radical, so let us investigate this further. For most physical systems entropy is given by $\ln[N]$ where $N$ is the number of microstates that have the same macroscopic parameters in a coarse grained description. For black holes on the other hand we have a Bekenstein entropy given by the area of the horizon. It is generally believed that if we find any horizon in general relativity we
should associate an entropy with it; for example there have been attempts to associate an entropy with the de-Sitter horizon.

It would be nice if the entropy of black holes could also be understood using the same statistical ideas that work for other physical systems. Let us consider the BPS black holes that we have been studying. At weak coupling ($g$ small) we have a large degeneracy of microstates, with $S_{micro} = \ln[N]$. As we increase the coupling these will become black holes, but note that we cannot lose any states from the count since they are BPS. Orthogonal states must remain orthogonal under this change of $g$, so we cannot imagine that all the states become in some sense the ‘same’ black hole; rather there must be $e^{S_{micro}}$ different solutions which form the ensemble describing the black hole. At large $g$ we can use the gravity description for these states; thus we must find $e^{S_{micro}}$ states of the full quantum gravity theory.

What do these gravity states look like? Let us consider the traditional picture of the black hole. The classical geometry is determined by the mass, charges and angular momenta so there are no deformations (‘hair’) that can distinguish the states in the region $r > 0$. Thus if the $e^{S_{black}}$ states must be orthogonal then they must differ sharply in a planck sized ball around the singularity $r = 0$.

But all such microstates will have a horizon since they all behave like the naive black hole away from $r = 0$, and the horizon for each microstate will have approximately the same area $A$ that we would associate to the classical hole. We would then be tempted to associate an entropy $e^{A/4G}$ with the microstate. Does it make sense to have an entropy associated to a microstate? Let us investigate this question in some more detail.

Consider a gas in a box, isolated from its surroundings. The gas is in any one state out of the possible ensemble of states. It can still be useful to associate an entropy $S$ to this gas, since we can learn about the behavior of the gas under changes of macroscopic parameters by using thermodynamic quantities like the free energy $F = E - TS$. In this case the entropy $S$ represents the log of the number of possible microstates which resemble the state under consideration and therefore are part of the ensemble.

But if we really wanted to study the gas in the box in full detail, we could give the positions and momenta of each of the atoms in the box $\{\vec{x}_i, \vec{p}_i\}$. Then we would not associate an entropy to the microstate. The important point is that we have this freedom – we can choose to study the full state (with no entropy) or study approximate properties of the state (in which case we have the entropy of the ensemble).

Let us now return to the black hole. For the conventional view of the black hole we have found that each microstate must have a horizon. If we accept the idea that an entropy must be associated to a horizon then we must associate an entropy to the microstate. This looks strange, since we do not get the option of choosing whether we wish to consider the state as part of an ensemble or not. By contrast, in our picture of microstates we found no horizon for individual microstates. For this to happen the geometry must change all through the region interior to the horizon, and we found such to be the case. Thus we can describe the microstate fully and do not need to associate any entropy with the microstate. It is true though that the generic microstate is a complicated
‘fuzzball’, so we might prefer to obtain some approximate ‘averaged’ description of the interior of the fuzzball. In this case all the states of the system would together constitute the ensemble with entropy $S_{\text{micro}}$. If we draw a boundary of the fuzzball then the area of this boundary satisfies $A/4G \sim S_{\text{micro}}$, so we can call it the ‘horizon’.

We thus see that the fuzzball picture of the black hole interior is in line with the way we obtain entropy in other physical systems, while the naive black hole geometry is not. It appears sensible that microstates should have no horizons. While we have obtained this picture of the interior for 2-charge states we would expect that a similar picture holds for all holes.

9 Other results on the ‘fuzzball’ conjecture

We have given above the simplest results that support the idea that black holes are ‘fuzzballs’. For lack of space we did not consider other results supporting the conjecture, but we list them briefly here.

(i) Travel times

In the D1-D5 picture we saw that the 2-charge brane bound state could take $e^{2\sqrt{2\pi}\sqrt{n_1n_5}}$ configurations, because the effective string with winding number $n_1n_5$ could be split into ‘component strings’ with winding number $k_i$, $\sum_i k_i = n_1n_5$. (The component strings could also be in different polarization states arising from fermion zero modes.) Consider the special subset (3.65) where the component strings all have the same winding $k$ and the same polarizations as well. The geometries dual to these CFT states can be constructed; they turn out have a $U(1) \times U(1)$ axial symmetry.

Suppose a graviton is incident on such a D1-D5 bound state. In the CFT picture, the graviton can be absorbed into the bound state, creating (in the leading order process) one left and one right mover on one of the component strings. In the dual gravity picture the graviton simply enters the throat of the geometry and starts moving towards $r = 0$. It is found that the probabilities for the absorption into the CFT state $P_{\text{CFT}}$ and the probability to enter the throat of the supergravity solution $P_{\text{sugra}}$ agree $[10]

$$P_{\text{CFT}} = P_{\text{sugra}}$$ (9.174)

This result in fact led to an understanding of Hawking radiation from near extremal black holes as just a process of emission from excited branes. But taking the physics a step further we find a potential contradiction. In the CFT description the left and right moving excitations travel around the component string (at the speed of light) and re-collide after a time $\Delta t_{\text{CFT}}$

$$\Delta t_{\text{CFT}} = \frac{2\pi Rk}{2} = \pi Rk$$ (9.175)

where $2\pi Rk$ is the total length of the component string and the division by 2 is because each particle need move only half the distance along the string. Thus after a time $\Delta t_{\text{CFT}}$
the graviton can be re-emitted from the bound state. In the gravity description if we had the naive D1-D5 geometry then the graviton falling down the throat would keep going down the throat, and not return at all. (This is the case if we do not take backreaction into account, but it can be shown that even if we include backreaction the quantum will not return for times much longer than \( \Delta t \).) But the actual geometries that we find have ‘caps’ at some point down the throat. The wave equation for the graviton can be separated and solved in these axisymmetric geometries, and it is found that the graviton falls down the throat, bounces off the cap, and returns to the start of the throat (where it can escape into the asymptotically flat region) in a time 
\[
\Delta t_{sugra} = \pi R k = \Delta t_{CFT}
\]
Thus we observe that if we had the naive geometry then we would not get agreement with the CFT, while with the actual geometries we do get agreement. Note that this is a very detailed agreement, since it works for each value of \( k \). The geometries for small \( k \) have shallow throats and those for large \( k \) have deeper throats, so that \( \Delta t_{sugra} = \Delta t_{CFT} \) holds in each case.

(ii) 3-charge states

It would be very interesting if we could analyze the 3-charge D1-D5-P system the same way we analyzed the D1-D5 system. The 3-charge hole is expected to reflect all the physically important properties of black holes, so that lessons learnt for this system will extend to black holes in general. The CFT states for this system are constructed by taking the ‘component string’ picture for the 2-charge D1-D5 states and adding left moving momentum \( P \) along the component strings.

We cannot yet make the geometries dual to the generic 3-charge CFT state. But we have constructed those for some special subsets. The first case is where all component strings have winding \( k = 1 \) and the same fermion zero modes, and we have one unit of momentum on one of the component strings. In the dual supergravity this should correspond to a solution of the linearized perturbation equations around the 2-charge D1-D5 background; this perturbation will have to carry \( E = P = 1/R' \) where \( R' \) is the radius of the \( S^1 \). It is nontrivial that there should be such a normalizable perturbation: if a solution of the supergravity equations is chosen to be bounded in the ‘cap’ then it will in general diverge at infinity and a solution chosen to be normalizable at infinity would in general be singular somewhere in the interior region. But using a matching technique, carried out to four orders in the the parameter (length of throat)\(^{-1} \), we find that there does exist a normalizable solution with the right energy and momentum to represent the CFT state. Since the perturbation is smooth we have found that this solution carrying D1, D5 and one unit of P charge is smoothly capped, with no horizon or singularity.

The other case we addressed is where we excite each component string in the same way, by filling up the \( n \) lowest allowed fermionic energy levels (\( n = 1, 2, \ldots \)). In this case we can find the exact geometries dual to the CFT states. The geometry is again found
to end in a smooth ‘cap’; there is no horizon or singularity. Thus the geometry is like Fig.2(b) rather than the naive geometry of a Reissner-Nordstrom extremal hole. Since all the component strings are chosen to be in the same state, their angular momenta add up and the resulting solution has a significant amount of rotation. These states may thus appear very nongeneric, but we believe that generic states will have a similar ‘capped’ structure. This is because a very similar behavior happens for the 2-charge case, where we do know all the geometries. If we choose all component strings to have the same winding $k$ and the same fermion zero modes (eq. (3.65)) then the spins from these zero modes add up, and we get a large angular momentum for the system. The dual geometry turns out to be generated in the NS1-P frame by the profile (5.105) with $\omega = k/(n_1 R)$. Thus the NS1 string carries the momentum by swinging in a uniform helix of $k$ turns. Each unit of momentum thus also contributes a certain amount of angular momentum, and as noted in the CFT picture, the angular momenta all add up to give a significant amount of rotation. These geometries are simpler than the typical geometry since they are axisymmetric. In the generic geometry the NS1 string will vibrate in different directions at different points, leading to little or no net angular momentum. But the vibrations will still lead to a nonzero size for the system, and thus a ‘capped’ geometry rather than the naive one. Similarly for the 3-charge case we expect that the axisymmetric geometries will be the ones that are easier to find, and while the others are harder to construct they will have the same qualitative features. It turns out that in the 3-charge case the area of $\tan r = \text{const}$ surface asymptotes to a constant down the throat. This implies that we are guaranteed to find $A/4G = S_{\text{micro}}$ from the area of the fuzzball boundary, since in the naive geometry the area of the horizon at $r = 0$ reproduced $S_{\text{micro}}$ in the computation of [8].

In [26] a very rough estimate was made for the 3-charge extremal bound state, and the size of this bound state was found to be of order the horizon radius. In [20] an indirect argument was given to support the idea of ‘caps’ for generic 3-charge geometries. It was shown that that the size of the fuzzball state was consistent with a relation like (9.176) between the supergravity travel time and the travel time in the 3-charge CFT state. A formalism has been developed [27] that allows us to write all classical supersymmetric solutions for the 3-charge case, and the metrics of [23, 24] emerge as particular cases provided we allow a slight extension of this formalism [28]. But we need to identify which of these states are bound states, and it would also be useful to have a map between the geometries and states of the dual CFT.

(iii) Supertubes

Consider the NS1-P bound state in IIA string theory, with the NS1,P charges along the direction $y$ as in the constructions above. We can regard this as a configuration in M theory, where a circle $x_{11}$ has been compactified to reach the IIA description. Now we do the $y \leftrightarrow x_{11}$ flip, so that we define IIA string theory through compactification on the circle $y$. The NS1 brane is still an NS1 brane, but the P charge is now D0 charge. Bound states of the fundamental string and D0 charge were shown to expand to supertubes [30].

39
Thus supertubes give another language to study the nontrivial size of 2-charge bound states. The supertube language was then extended to the 3-charge case, where families of 3-charge supertubes were constructed and analyzed [31]. It is found that these 3-charge configurations can expand to nontrivial size, and in some cases that were studied this size was shown to be consistent with a ‘horizon sized’ ball. Other results of interest in related directions are [32].

## 10 Nature of the fuzzball

We have counted the states of the NS1-P system, and found that there are $e^{2\sqrt{2}\pi n_1 n_p}$ states (eq. (3.32)). On the other hand we have constructed in the classical limit a continuous family of geometries (4.89), which were parametrized by the vibration profile $\vec{F}(v)$. In what sense does a quantum state of the NS1-P system correspond to a geometry from this family?

We can ask a similar question even for an ordinary string in the laboratory, with no gravity relevant to the physics. The vibrations of the string can be decomposed into harmonics, and the amplitude of each harmonic is quantized like a harmonic oscillator coordinate. To get the energy eigenstates of the system we must excite each oscillator to one of its eigenlevels; this gives the set of different allowed eigenstates. But the eigenstate of an oscillator are Gaussian-type wavefunctions with some spread, and the overall state of the string is thus some Gaussian-type wavefunction spread around the central axis of the string. As we increase the energy of vibration on the string, we increase the size of the transverse region over which the wavefunction is spread. Thus the eigenstates are very ‘quantum’; in these eigenstates the string does not have a well-defined classical vibration profile.

But we can reach the more familiar ‘classical profile’ of the string in the following way. Suppose that we have a large number momentum on the string, and that this momentum is partitioned among only a few harmonics. Then the excitation level of the corresponding harmonic oscillators for is $m_i \gg 1$. For each oscillator we superpose neighboring energy eigenstates with appropriate phases to get a coherent state, and this state is a narrowly peaked Gaussian wavefunction around a steadily oscillating classical mean. The entire string wavefunction is then a narrowly peaked Gaussian around a classical vibration profile $\vec{F}(v)$. Note that if we had only a few excitations in each harmonic then the corresponding oscillator is in one of its lowest eigenstates, and coherent states do not afford a good classical description.

We have a similar situation with our NS1-P system. We have a large $n_p$, so we do have a high value of the total vibration level on the string. If we put this energy into just a few of the harmonics then we can use coherent states to describe the dynamics and the classical profile $\vec{F}(v)$ will be a good description of the string state. In this case the corresponding geometry (4.89) will be a good description of the system; the entire gravity wavefunctional will be narrowly peaked around the classical geometry. Conversely, we
can imagine starting with the continuous family (4.89) and performing a semiclassical quantization of the moduli space generated by the different choices of $\vec{F}(v)$. This will yield a discrete set of quantum states of the gravity theory, which we can relate to the eigenstates of the NS1-P system. Such a quantization has not yet been carried out for the full system with gravity, but in [29] the moduli space of supertubes (in flat space) was quantized, and the correct count of states was obtained.

But note that for a generic state of the NS1-P system the excitation level for each oscillator is $m_i \sim 1$ (see eq. (3.53)). This happens because the entropy gets maximized if we split the energy among many different modes, rather than keeping it in a few modes. Thus the generic state will be quite ‘quantum’ and will not be well described by classical geometry. In other words, there will be sizable fluctuations $\frac{\delta g}{g}$ of the metric, due to the fact that wavefunction is not sharply peaked around a given classical profile. This is why we use the term ‘fuzzball’ to describe the generic state.

What is of importance to us however is the size of this fuzzball. This size depends on the mean value of $k$, the wavenumber of the harmonics of the NS1. If $k$ is small, we need a large amplitude to carry the same momentum $P$, and the transverse size will be big. If $k$ is large we get the same $P$ with a small amplitude of vibration, and the transverse size is small. (In the D1-D5 picture this relates directly to the travel times in (9.176). Small $k$ gives large fuzzball sizes and thus shorter throats, and we get small travel times $\Delta t_{sugra}$ to the cap; large $k$ gives deeper throats and a longer travel time.) The maximal entropy is contributed by excitations with $k \sim \sqrt{n_1n_p}$, and for such $k$ we get the fuzzball radius (7.166). While we can have bigger and smaller fuzzballs (for smaller and larger $k$ respectively) we expect a fairly sharp peak around $k \sim \sqrt{n_1n_p}$ since for large numbers $n_1, n_p$ the entropy peaks sharply around its optimal parameters, as in any large statistical system.

To summarize, we can use classical geometries (4.89) to estimate the size of the bound state for a given mean value of $k$. These classical geometries describe well only those states where we put a large number of quanta into a few harmonics, so that the average occupation of each harmonic is $m_i \gg 1$. Generic states have $m_i \sim 1$, and so a large quantum fluctuations $\frac{\delta g}{g}$ in the supergravity fields. But the size of the ‘fuzzball’ does not depend on the amount of fluctuation; it just depends on the mean value of $k$. The entropy peaks for $k \sim \sqrt{n_1n_p}$ and this gives the size (7.166).

11 Summary and conjectures

We have argued, using some examples, that bound states in string theory expand to a size that depends on their degeneracy, so that the area of the ‘fuzzball’ boundary satisfies a Bekenstein type relation $A/4G \sim S$. If such is indeed the case then the black hole interior is nontrivial, and the horizon is not a region of ‘empty space’. For non-BPS states we can then imagine that information in the state can be carried out in the radiation from the fuzzball boundary.
What do we see if we fall into such a hole? We cannot answer this question at this stage since we have studied only equilibrium states, not dynamics. But we should note that there are two time scales associated to a black hole: The crossing time across its diameter and the much longer Hawking evaporation time. It is possible that interactions with the ‘fuzz’ are weak enough that an infalling observer does not notice the fuzz as he falls in on the crossing timescale. Over the Hawking evaporation timescale the black hole plus observer system can relax to its maximal entropic state; in this process the information in the observer will be slowly integrated into the fuzz, and his information can thus leak out in the slow radiation process.

What is the physical reason that states in string theory want to swell up to a size which depends on their degeneracy? One possibility is that this is just an issue of phase space. Consider the NS1-P system, and demand that the state have a very small transverse spread, much smaller than the typical fuzzball radius (7.166). What states are allowed? We have seen that if we wish to carry the momentum \( n_p \) with a very small transverse amplitude of vibration then we must restrict ourselves to using very high frequencies. We get very few states by partitioning the momentum in this restricted way. We can thus see that to accommodate the generic state of the system we must allow the string a certain transverse volume for its fluctuation. This is of course the case for any quantum system: We can have only one state of the system per cell of volume \( \hbar^d \) in phase space (\( 2d \) is the dimension of the phase space). The dynamics will typically set some relation between the spread in position and the spread in momentum, so that we cannot get the phase space volume we want by making the position spread arbitrarily small and the momentum spread correspondingly large. For our NS1-P system we might therefore be able to trace the nontrivial size (7.166) to the phase space needed to account for the entropy \( \sim \sqrt{n_1 n_p} \).

If such is indeed the reason for the nontrivial size of fuzzballs then it suggests that black holes give the optimal way to pack a large number of states in a given volume of phase space, and that in any such a packing we cannot reduce the system size below the radius which we conventionally call the horizon. It would be very interesting to understand why this utilization of phase space gives a universal Bekenstein type relation between the boundary area and the entropy.

It is interesting to see how the 2-charge and 3-charge geometries that we have constructed avoid the no-hair theorems for black holes. If we have a horizon, then analysis of the gravity field equations at the horizon gives a no-hair theorem. But in the actual geometries the horizon never forms; instead the geometry ends in a ‘cap’. The naive geometry is spherically symmetric, but all the actual geometries break spherical symmetry. We can take one of these geometries, make a family of geometries that are the same except that they are rotated by some angle, and superpose these geometries to produce a spherically symmetric solution. But since we had to superpose many classical geometries to get this spherical solution, we will have large fluctuations of \( \delta g \) in the resulting wavefunctional.

What about the naive geometry which was classical and spherically symmetric? If it
was a smooth geometry, or a geometry that could be shown to be generated by a valid source in the theory, then we would have to accept it as a legitimate solution. The naive solution is singular in all cases. The actual solutions are completely smooth in the D1-D5 language and are generated by a legitimate source in the NS1-P language. In the latter language we can see why no classical geometry can be spherically symmetric: there is a transverse vibration profile $\vec{F}(v)$ and this must break the symmetry around $r = 0$. We thus find that the spherically symmetric classical naive solution is not a valid solution of the 2-charge system.

Let us summarize the ‘fuzzball’ picture of black holes suggested by the above results. We have argued that bound states in string theory are not in general planck sized or string sized, but have a size that grows with the degeneracy of the bound state. Perhaps this size is simply a consequence of the phase space volume required to give that degeneracy. In the simple cases we studied we found that the bound state is ‘horizon sized’ which means that if we draw a boundary around the typical state then the area of this boundary gives the degeneracy by a Bekenstein type relation. We constructed all states for 2-charges, and found that the microstates do not individually have a horizon or singularity. The absence of a horizon for individual microstates made sense, since we should be able to view such a microstate without associating any entropy to it. We can call the fuzzball boundary the ‘horizon’. This identification corresponds to a kind of ‘coarse-graining’ and so it is consistent that entropy be associated to the area of such a horizon. The generic fuzzball state is rather quantum, but the size of such a state can be estimated by looking at special subsets of states that do have good classical descriptions. We should not try to ‘average’ in some way the states inside the fuzzball region to get a unique classical geometry for the interior; there are $e^S$ orthogonal states of the Hilbert space and they must remain orthogonal in every description. The response of the state to a dynamical process is another matter: It is possible that on the short ‘crossing timescale’ seen by infalling observers the generic fuzzball states all look the same. What is important is that over the longer Hawking evaporation timescale the differences between states should allow information to escape in the radiation, and the horizon sized nature of the fuzzball makes this possible.
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