Prediction for Minimum Bias and the Underlying Event at LHC energies
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Abstract

In this report we investigate the models employed by PYTHIA and PHOJET Monte Carlo event generators used to describe soft interactions in hadron-hadron collisions. The prime aim of this study is to predict minimum bias and underlying event levels of particle production and event activity for the LHC as accurately as these models allow us, thus providing indispensable information for simulations. Focusing on a wide range of measurements dominated by soft interactions in proton-proton and proton-anti-proton collisions, one of the aims of this study is to check the consistency of these models when compared to data and evaluate how efficient their descriptions of low-$p_T$ processes are. Based on comparisons to a wide range of minimum bias and underlying event data we present a tuning for PYTHIA6.214 and compare it to other PYTHIA tunings.
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Introduction

At the Large Hadron Collider (LHC) [1], essentially all physics processes will arise from quark and gluon interactions. Probed at high-energy, protons, or indeed any other hadron, look like clusters of confined “partons”, i.e. quarks (anti-quarks) and gluons. Thus, high-energy proton collisions at the LHC can be described in terms of parton interactions [2]. A detailed understanding of quantum chromodynamics (QCD) is therefore important for almost all physics processes to be studied at the LHC, as the production mechanisms and dynamics of particle interactions are mostly controlled by QCD processes. This is valid not only for understanding a particular channel which might indicate the occurrence of interesting phenomena, but also for comprehending the background surrounding such a channel.

Our ability to describe parton scatterings through QCD depends on the amount of transverse momenta with respect to the collision axis ($p_t$) involved in a given scattering [3].

QCD has been fairly successful in describing quark, anti-quark and gluon scatterings involving large amounts of transverse momenta ($p_t \gtrsim 2$ GeV), also known as “hard” interactions. On the other hand, QCD alone cannot be applied to interactions with small transverse momenta (or “soft” interactions) because the strong coupling constant, $\alpha_s(Q^2)$, becomes too large for perturbation theory to be applied and QCD models suffer from divergent cross sections as $p_t \to 0$ [2,3]. In addition to a divergent $\alpha_s(Q^2)$, low-$p_t$ or low-$Q^2$ partonic scatterings also probe the parton densities at low-$x$, where these densities become large and saturation effects need to be considered. Exactly how parton saturation comes about and its relationship to unitarity is currently not fully understood. High-energy hadron collisions are dominated by soft partonic interactions, usually associated to the so-called minimum bias events. Soft partonic interactions are also the dominant processes in the underlying event of the hard-scattering process.

Current models of high-energy hadron collisions will typically combine perturbative QCD to explain parton interactions where it is applicable (high-$p_t$ scatterings), with an alternative phenomenological approach to describe soft processes. Examples of these are the Dual Parton Model (DPM) [4] and modified versions of QCD in which the divergencies presented by the running coupling constant are phenomenologically corrected to reproduce experimental observations [5].

As in previous hadron colliders, soft interactions will also be the dominant processes in proton-proton collisions at the LHC. Hence, most of the particles produced at the LHC will originate from soft interactions. This is particularly relevant for predictions of background levels associated to many physics processes and also for understanding the complex nature of the radiation environment in which the LHC’s detector systems will operate [6].

In section 2 we investigate two Monte Carlo (MC) event generators, PYTHIA [7] and PHOJET [8], focusing on their models for soft interactions in hadron-hadron collisions. Aiming to check the consistency of these models, in sections 3 and 4 we compare their predictions to wide range of data which demands of them an efficient description of low-$p_t$ processes. Comparisons to minimum bias data are shown in section 3 and to the underlying event measured by CDF, in section 4. A proposed tuning for PYTHIA6.214 is presented in section 5, where we also compare our tuning predictions to those generated with alternative PYTHIA tunings. Predictions for levels of particle production and event activity at the LHC for interactions dominated by soft processes such as minimum bias interactions and the underlying event associated to jet production are discussed in section 6. Finally, in section 7 we present our conclusions.

2 MC Event Generators

MC event generators simulate particle collisions as they would be seen by a perfect detector with no kinematic limits other than the ones naturally imposed by the interaction, and no environmental interferences such as those caused by magnetic fields. The more reliable they
become the more important their predictions are for the planning of a new experiment such as the ones currently being built at the LHC [1]. This is especially true for detector designs where the detector’s performance can be optimised for the study of interesting physics scenarios predicted by event generators [9–12].

A typical high-energy hadron collision contains several complementary physics aspects ranging from well described high-p_t interactions to the problematic low-p_t processes. In the following we briefly describe the models employed by PYTHIA [7] and PHOJET [8] to describe soft hadron interactions.

2.1 PYTHIA Model for Hadron Collisions

PYTHIA is a MC event generator program developed by the Lund group, frequently used for event generation in high-energy physics. A comprehensive description of PYTHIA can be found at [7] and references therein.

The evolution of a hadronic event generated by PYTHIA is based on parton-parton scatterings [7].

In this model the total rate of parton interactions, N_{parton-parton}, as a function of the transverse momentum scale p_t, is assumed to be given by perturbative QCD. At reasonably large p_t values (p_t > 2 GeV) parton scatterings can be correctly described by the standard perturbative QCD, but to extend the parton-parton scattering framework to the low-p_t region a regularisation to correct the divergence in the cross-section is introduced.

The starting point of this model is provided by the perturbative QCD cross-section for parton-parton interactions which is given by:

\[ \sigma = \sum_{i,j,k} \int dx_1 \int dx_2 \int dt \ \hat{\sigma}^k_{i,j}(\hat{s}, \hat{t}, \hat{u}) f^i_A(x_1, Q^2) f^j_B(x_2, Q^2), \]

where \( \hat{\sigma}^k_{i,j} \) is the hard-scattering cross-section for the kth subprocess possible between incoming partons \( i \) and \( j \) and \( \hat{s}, \hat{t} \) and \( \hat{u} \) are the Mandelstam variables. For massless partons, the three Mandelstam variables are related by

\[ \hat{s} + \hat{t} + \hat{u} = 0 \]

and

\[ \hat{s} = x_1 x_2 s. \]

The parton distribution functions \( f^i_A(x_1, Q^2) \) (\( f^j_B(x_2, Q^2) \)) give the probability to find a parton \( i \) (\( j \)) with a fraction \( x_1 \) (\( x_2 \)) of the beam energy inside the incoming hadron A (B), if it is probed at a scale \( Q^2 \). Finally, the \( Q^2 \) scale is set to

\[ Q^2 = p_t^2 = \frac{\hat{t} \hat{u}}{\hat{s}}. \]

The differential cross-section as a function of \( p_t^2 \) describing a \( 2 \to 2 \) parton scattering is given by

\[ \frac{d\sigma}{dp_t^2} = \sum_{i,j,k} \int dx_1 \int dx_2 \int dt \ \hat{f}^i_A(x_1, Q^2) f^j_B(x_2, Q^2) \frac{d\hat{\sigma}^k_{i,j}}{dt} \delta \left( p_t^2 - \frac{\hat{t} \hat{u}}{\hat{s}} \right), \]

and the interaction cross section above any chosen \( p_{t_{\text{min}}} \) limit is thus written as

\[ \sigma_{\text{int}}(p_{t_{\text{min}}}) = \int_{p_{t_{\text{min}}}}^{p_t^2/4} \frac{d\sigma}{dp_t^2} dp_t^2. \]

This introduces two problems that must be solved. The first one is observed at \( p_t \sim 2 \) GeV. Since \( \Lambda_{QCD} \sim 0.2 \) GeV, perturbative QCD can still be applied at this \( p_t \) region. However, the
interaction cross section exceeds the total cross section. The second problem happens as lower \( p_t \) values are used. Defining the momentum fraction \( x \) as the approximated value \( x \sim |p_t|/\sqrt{s} \), low-\( p_t \) parton scatterings probe the parton densities at small-\( x \) values. As \( p_t \to 0 \), the small-\( x \) region where parton distribution functions seem to rise quite steeply, give the major contribution to the integral in equation (6) and the differential cross section diverges roughly like \( dp_t^2/p_t^4 \) [5].

The first problem is solved by introducing the concept of multiple parton interactions [5]. At high-energy, each of the incoming hadrons may be viewed as a beam of partons hence there is a possibility of having several parton-parton interactions when the hadrons collide. Thus, events with \( \sigma_{\text{int}}(p_{t\text{min}}) > \sigma_{\text{tot}} \) are interpreted as having more than one parton-parton interaction taking place in the event. According to this model, the average number of parton scatterings in the event is defined as

\[
N_{\text{parton-parton}} = \frac{\sigma_{\text{int}}(p_{t\text{min}})}{\sigma_{\text{nd}}},
\]

(7)

where \( \sigma_{\text{nd}} \) is the non-diffractive inelastic interaction cross-section.

The mechanism of multiple parton scatterings in hadron collisions has been identified by experiments such as AFS [13], UA2 [14] and most recently has been directly measured by the CDF Collaboration [15].

The second problem which is related to the divergence observed as \( p_t \to 0 \), is solved by introducing a cut-off parameter \( p_{t\text{min}} \) given by

\[
p_{t\text{min}}(s) = (1.9 \, \text{GeV}) \left( \frac{s}{1 \, \text{TeV}^2} \right)^{0.08}.
\]

(8)

The cut-off parameter \( p_{t\text{min}} \) can be interpreted as the inverse of some colour screening length in the hadron [16].

There are two strategies, or scenarios, proposed by the Lund model to introduce the cut-off parameter defined by equation (8).

In the first one, labelled “simple” scenario, an effective cut-off is established at \( p_{t\text{min}} \), which means that \( d\sigma/dp_t^2 = 0 \) for \( p_t < p_{t\text{min}} \). In other words, a sharp cut-off at \( p_{t\text{min}} \) is equivalent to establishing a maximum impact parameter, \( b_{\text{max}} \), above which there is no interaction. The sharp cut-off applied to the probability of parton-parton interactions may also be interpreted as a consequence of the parton confinement. In this framework, valence quarks from incoming hadrons carrying a transverse component of momentum \( p_t < p_{t\text{min}} \) would not be able to overcome the partonic binding and interact inelastically. For interactions with \( p_t < p_{t\text{min}} \) there will be an exchange of a very soft gluon between the two colliding hadrons which does not affect the momentum distribution of partons, but transforms hadrons into colour-octet objects (two-string picture) [5].

Since each incoming hadron is a composite object, consisting of many partons, there should exist the possibility of several parton pairs interacting when two hadrons collide. The model assumes that different pairwise interactions take place essentially independent of each other, and that therefore the number of interactions in an event is given by a Poissonian distribution. This is the strategy of the simple scenario [5].

Considering that hadrons are not only composite but also extended objects, partonic interaction probabilities are likely to vary for each reaction. In this approach, called the ‘complex’ scenario, the probability associated with each interacting parton depends on the assumed matter distribution inside the colliding hadrons. In the ‘complex’ scenario an impact parameter dependent approach is therefore introduced [5]. A small \( b \) value \( (p_t \gg p_{t\text{min}}) \) corresponds to a large overlap between the two colliding hadrons, and hence an enhanced probability of multiple interactions. On the other hand, a large \( b \) \( (p_t < p_{t\text{min}}) \) means a large probability that no parton-parton interaction will take place in the event.
In this scenario, the divergences at $p_t \to 0$ are corrected by multiplying the matrix elements by a factor $p_t^4 / (p_t^2 + p_{t_{\min}}^2)^2$ and replacing the argument $p_t^2$ in $\alpha_s$ by $(p_t^2 + p_{t_{\min}}^2)$. This action removes divergent terms proportional to $1/p_t^4$, provides a continuous $p_t$ spectrum for calculated interaction properties, and reduces to standard perturbative QCD for $p_t >> p_{t_{\min}}$ [5].

The parameters defining $p_{t_{\min}}$ as shown in equation (8) are displayed in table 1. The factor 1.9 GeV is defined in the simple scenario by PARP(81) and by PARP(82) in the complex scenario. The energy scale 1 TeV is defined by PARP(89) and is included in equation (8) to be a convenient tuning parameter rather than a parameter with physical meaning. PARP(90) gives the power with which $p_{t_{\min}}$ varies with the centre of mass energy, $\sqrt{s}$. The default option is set as PARP(90)=0.16 [7].

In both scenarios, all the scatterings that occur in an event must be correlated somehow by momentum and flavour conservation for the partons from each incoming hadron, as well as by various quantum-mechanical effects. Finally, after the parton interaction cross-sections are estimated by the model, the resulting partons are fragmented into colourless hadrons. This introduces a correlation between the final-state hadrons and the number of multiple interactions - the pedestal effect.

### 2.2 PHOJET

The physics model used in the MC event generator PHOJET combines the ideas of the DPM [4] with perturbative QCD [3] to give an almost complete picture of high-energy hadron collisions [8].

PHOJET is formulated as a two-component model containing contributions from both soft and hard interactions. The DPM is used describe the dominant soft processes and perturbative QCD is applied to generate hard interactions [8].

The model employed by PHOJET is based on the calculation of scattering amplitudes, taking into account the unitarization principle. Comparisons between the calculated results for cross-sections and the available data are used to determine the unknown model parameters (couplings, Pomeron intercepts and slope parameters), which are needed to generate multiparticle final states produced in inelastic interactions [8].

#### 2.2.1 The Two-Component Model

The subdivision of inelastic hadronic interactions into soft and hard processes is totally artificial. In order to combine the soft DPM description with the perturbative QCD predictions for hard interactions, a $p_t^{cut-off}$ separating soft and hard interactions is introduced.

The total cross-section, $\sigma_{tot}$, is obtained by adding the soft, $\sigma_{soft}$, and the hard, $\sigma_{hard}$, cross-section with the corrections imposed by unitarity. The soft and hard cross-sections vary for different values of $p_t^{cut-off}$. 

\[
\begin{array}{|c|c|}
\hline
\text{P}_{\text{t}_{\text{min}}} \text{ parameters} &  \\
\hline
\text{PARP(81)=1.9} & \text{simple scenario} \\
\text{PARP(82)=1.9} & \text{complex scenario} \\
\text{PARP(89)=1 TeV} & \text{energy scale} \\
\text{PARP(90)=0.16} & \text{power which regulates } p_{t_{\min}} \text{'s energy dependence} \\
\hline
\end{array}
\]

Table 1: Default parameters for $p_{t_{\min}}$ as defined in PYTHIA6.214.
Within the DPM, Pomeron exchanges dominate the soft processes in high energy hadron-hadron interactions. The Pomeron exchange cross section for pure soft interactions can be parametrised as [18]

\[
\sigma_{\text{soft}} = 37.8 \, s^{0.076} \, (\text{mb}).
\]  

(9)

As shown in equation (9), the soft cross-section increases with the centre-of-mass energy as a power of \( s \). The total cross-section has been observed to grow as \((\ln s)^2\) [17,18] which means that as \( s \to \infty \), \( \sigma_{\text{soft}} \) becomes bigger than the \( \sigma_{\text{tot}} \), violating the unitarity bound. The mechanism used to preserve unitarity consists in including multiple Pomeron exchange as an additional component in the hadron interaction, which in fact agrees with the experimental evidence [4].

According to the DPM, in a soft hadronic collision the valence quarks of each incident hadron are separated into two coloured systems - a quark and a diquark, for baryons, or a quark and an anti-quark in the case of mesons. The coloured systems produce hadronic chains which will later be fragmented [8].

The hard cross section is calculated with a lower transverse momentum cut greater than 2 GeV [18]. As for the soft cross-section, the hard cross section increases with the centre-of-mass energy \( \sqrt{s} \) approximately as a power of \( s \) [18]. The expression for hard scattering cross section is given by

\[
\sigma_h = \sum_{i,j \to k,l} \int dx_1 \int dx_2 \int dl \, x_1 f_i(x_1, Q^2) x_2 f_j(x_2, Q^2) \frac{1}{x_1 x_2} M^2 \frac{Q^2(Q^2)}{s^2},
\]  

(10)

where \( f_{i,j}(x, Q^2) \) are the parton distributions, \( M = M_{i,j \to k,l} \) is the matrix element for the hard parton-parton scattering \( i, j \to k, l \), and \( \alpha_s(Q^2) \) is the strong coupling constant at the hard scale \( Q^2 \) [18].

For increasingly higher \( \sqrt{s} \), events with \( \sigma_{\text{hard}} > \sigma_{\text{tot}} \) will appear, and similarly to the mechanism of multiple soft interactions which explains interactions with \( \sigma_{\text{soft}} > \sigma_{\text{tot}} \), a mechanism of multiple hard parton scatterings must be adopted to preserve unitarity. Therefore PHOJET allows the possibility of having events with multiple soft interactions (multiple Pomeron exchanges) and multiple hard parton scatterings.

In addition to soft and hard interactions as described above, PHOJET also allows the possibility of having initial and final state parton showers. These parton showers are generated in leading-log approximation [8].

The fragmentation of soft-chains or hard scattered partons is done by the Lund model [7,8], i.e. PHOJET uses the same fragmentation model adopted by PYTHIA [19].

The soft, \( \sigma_{\text{soft}} \), and hard, \( \sigma_{\text{hard}} \), cross sections are inclusive cross sections and the average multiplicities of soft and hard scatterings in an inelastic event are

\[
\langle n_s \rangle = \frac{\sigma_s}{\sigma_{\text{incl}}},
\]

\[
\langle n_h \rangle = \frac{\sigma_h}{\sigma_{\text{incl}}},
\]  

(11)

respectively. The hard scatterings are mostly independent of each other, being related only by the sharing of energy and momentum of the incoming protons. These multiplicities increase with the colliding centre-of-mass energy. For pp collisions at \( \sqrt{s} = 14 \) TeV a considerable part of interactions is expected to have more than one hard or soft scattering.

2.3 PYTHIA vs. PHOJET

The starting point for the event generation in PYTHIA is the description of possible hard interactions in \( e^+e^- \), pp, \( p\bar{p} \) or ep colliders. However, as shown above, it also combines sophisticated
models dealing with soft hadronic interactions [7]. PHOJET, on the other hand, initialises the event generation by describing the soft component of hadron-hadron, photon-hadron or photon-photon interactions at high energies. The hard component, calculated by perturbative QCD at the partonic level, is then introduced to complete the event simulation [8]. Due to the different underlying theoretical models used in the physics simulation by these two event generators, PYTHIA presents the user with hundreds of settings that can be adjusted in order to better reproduce the data while PHOJET is relatively more tightly restricted.

Throughout the next sections, we will present analysis based on both MC event generators, however the emphasis will be in adapting the PYTHIA model to the data while using PHOJET as a reference to evaluate uncertainties which appear when these event generators, especially their models for soft interactions, are extrapolated to the LHC energies. The program versions used in this study are PYTHIA version 6.214 (PYTHIA6.214) and PHOJET version 1.12 (PHOJET1.12).

3 Minimum Bias Interactions

It is not unusual to find slightly different definitions for minimum bias events in the literature. Historically, from the days of CERN-ISR [20], CERN-SPS UA5 [21] up to the more recent Tevatron experiments CDF [22] and E735 [23], the experimental community has customarily interpreted and classified ‘minimum bias events’ as non-single diffractive inelastic (NSD) interactions. This definition is based on the triggering system used in the experiments mentioned above which favoured the detection of NSD events. On the other hand, with the re-ignited interest for theoretical models that could satisfactorily describe soft interactions and diffractive processes, some groups have identified ‘minimum bias events’ as non-diffractive inelastic interactions [24].

In practical terms, the experimental choice for non-single diffractive inelastic interactions as minimum bias events does not differ considerably from the more theoretical non-diffractive choice, since their cross sections would hardly differ by more than ~ 15% at the current collider energies. Throughout this article, we will associate minimum bias events with NSD inelastic interactions, following the experimental trend. As shown in table 2, in the language of the MC event generators used in this work, subprocesses 94 and 95 are switched on in PYTHIA6.214, and processes IPRON(1,1), IPRON(4,1) and IPRON(7,1) in PHOJET1.12. Note that in PHOJET we are also including central diffraction (IPRON(4,1)) as part of the processes generated as minimum bias events as this category of interactions also fits in the selection of NSD events.

<table>
<thead>
<tr>
<th>PYTHIA6.214</th>
<th>MSU B(94)=1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSU B(95)=1</td>
</tr>
<tr>
<td>PHOJET1.12</td>
<td>IPRON(1,1)=1</td>
</tr>
<tr>
<td></td>
<td>IPRON(4,1)=1</td>
</tr>
<tr>
<td></td>
<td>IPRON(7,1)=1</td>
</tr>
</tbody>
</table>

Table 2: Parameters used to generate minimum bias events (NSD).

In Appendix A we verify that the direct selection of NSD interactions in both PYTHIA6.214 and PHOJET1.12 (as indicated in table 2) agrees reasonably well to the cross-sections and minimum bias distributions predicted by the same event generators with the trigger simulation.

Defining minimum bias events as NSD interactions enables us to probe theoretical models by comparing them with a variety of experimental observables measured in the last quarter of a century.
3.1 Cross-Section Predictions

As shown in equations (7) and (10), both models rely on components of the hadron cross-section ($\sigma_{nd}$ and $\sigma_{inel}$ used by PYTHIA and PHOJET, respectively) to estimate the rate of multi-parton scattering or multi-Pomeron exchanges. In this section we investigate cross-section predictions for pp and $p\bar{p}$ collisions generated by PYTHIA6.214 and PHOJET 1.12.

The total collision cross-section for hadron-hadron scatterings, $\sigma_{tot}$, can be divided into elastic ($\sigma_{elas}$) and inelastic ($\sigma_{inel}$) processes. The inelastic scattering cross-section is also usually sub-divided into single ($\sigma_{sd}$) and double ($\sigma_{dd}$) diffractive and non-diffractive inelastic cross-sections ($\sigma_{nd}$) [24]. The total cross section, $\sigma_{tot}$, can thus be written as

$$\sigma_{tot}(s) = \sigma_{elas}(s) + \sigma_{sd}(s) + \sigma_{dd}(s) + \sigma_{nd}(s),$$

where $s$ is the square of the total centre of mass energy.

![Graphs showing total cross-section for pp and p\bar{p} interactions](image)

Figure 1: PYTHIA6.214 and PHOJET1.12 total cross-section for pp (a) and p\bar{p} (b) interactions. Data points taken from Ref. [26].

Based on a parametrisation derived from the Pomeron exchange model [25], PYTHIA generates the total pp and p\bar{p} cross-section (mb) using the following expressions:

$$\sigma_{tot}^{PP}(s) = 21.7 \ s^{0.0608} + 56.1 \ s^{-0.4525}$$

(13)  

$$\sigma_{tot}^{P\bar{P}}(s) = 21.7 \ s^{0.0608} + 98.4 \ s^{-0.4525}$$

(14)

where the first term on the right hand side of both equations (13) and (14) is the Pomeron contribution and the second one a Reggeon exchange [7]. Notice that the Pomeron contribution is the same for both pp and p\bar{p} cross-sections. This happens because the Pomeron carries the quantum number of the vacuum and therefore cannot distinguish between particles and anti-particles. The same does not apply to the Regge contributions to (13) and (14), because the
Reggeon carries non-zero quantum numbers and has different couplings to particles and anti-particles.

In PHOJET, the total pp and p\bar{p} cross-section are generated through the optical theorem and are corrected for high energies using the unitarity principle [8]. The differential elastic cross-section relates to the scattering amplitude as

\[
\frac{d\sigma_{\text{elas}}}{dt} = \frac{1}{16\pi s^2} |A(s, t)|^2 , \tag{15}
\]

and through the optical theorem relation

\[
\sigma_{\text{elas}} = \frac{\sigma_{\text{tot}}^2}{16\pi B_{\text{elas}}} \tag{16}
\]

the total cross-section is estimated.

The resulting total pp and p\bar{p} cross sections are proportional to \((\ln s)^2\) [18] and will not violate the Froissart-Martin bound which postulates that \(\sigma_{\text{tot}} < A \ln^2 s\), where the constant A \(\sim 60 \text{mb}\) [17].

As can be seen in figure 1 the total cross-sections for pp and p\bar{p} are very similar to each other, especially as \(\sqrt{s}\) increases (\(\sqrt{s} > 10 \text{ GeV}\)). A plausible explanation can be derived from the Pomerom exchange model: as shown in equations (13) and (14), for \(\sqrt{s} \to \infty\) the Pomerom term, which is the same for both pp and p\bar{p} total cross-sections, dominates, leading to a high similarity between the two cross-sections at high energies. Figure 1 also shows good agreement between the predictions of the generators and the experimental data for energies below 1 TeV. For energies higher than \(\sim 800 \text{ GeV}\) the predictions start to diverge at the level of \(~15\%\). The total cross-section predictions for pp collisions at 14 TeV are \(\sigma_{\text{tot}} = 101.5 \text{ mb}\) and \(\sigma_{\text{tot}} = 119.1 \text{ mb}\) for PYTHIA6.214 and PHOJET1.12, respectively.

Once PYTHIA calculates the total cross-section, the same expression from the optical theorem used by PHOJET, given in equation (16), (with different parametrizations for the elastic slope \(B_{\text{elas}}\) in each program), is used to estimate the elastic cross-section [7, 8]. In both event generators, the inelastic part of the interaction is obtained by subtracting the elastic from the total cross-section.

The inelastic and elastic contributions to the total pp cross-section generated by PYTHIA6.214 and PHOJET1.12 are displayed in figure 2(a). As expected [24], inelastic events are the major contributors to the total cross-section. The pattern of the distributions, \(\sigma_{\text{tot}}\) and \(\sigma_{\text{inel}}\), is the same, with the divergences between the predicted cross-sections starting at roughly the same energy, but being less pronounced in the \(\sigma_{\text{inel}}\) distribution. The elastic cross-sections on the other hand, present a considerable divergence for \(\sqrt{s} > 1 \text{ TeV}\). This is mostly due to the differences in \(\sigma_{\text{tot}}\) which are magnified in \(\sigma_{\text{elas}}\) as indicated by equation (16). At the LHC energy, PYTHIA6.214 predicts \(\sigma_{\text{elas}} = 22.5 \text{ mb}\) while PHOJET1.12 estimates \(\sigma_{\text{elas}} = 34.5 \text{ mb}\), 53\% greater than the former.

Diffractive inelastic events (single and double diffractive) are simulated in both programs. Although different parametrizations are used, both PYTHIA and PHOJET consider Pomeron models to describe diffractive events [7, 8]. The non-single diffractive (NSD) inelastic cross-section, \(\sigma_{\text{nsd}}\), is then obtained by subtracting single diffractive cross sections from the inelastic.

Figure 2(b) shows the estimated \(\sigma_{\text{nsd}}\) for pp collisions generated by PYTHIA 6.214 and PHOJET1.12. For the centre-of-mass energy range displayed in figure 2(b), PHOJET generates higher cross-sections for non-single diffractive interactions, or minimum bias events, than PYTHIA. This implies that for pp collisions at the same luminosity, PHOJET will generate more minimum bias events than PYTHIA. The non-single diffractive scattering cross-sections obtained for each generator at \(\sqrt{s} = 14 \text{ TeV}\) were: 65.7 mb for PYTHIA6.214, and 73.8 mb for PHOJET 1.12, 12.3\% greater than the former. This shows that minimum bias events are expected to contribute significantly (more than 65\%) to the total scattering process at the LHC.
Figure 2: PYTHIA6.214 and PHOJET1.12 cross-section predictions for pp collisions: (a) inelastic and elastic, and (b) NSD interactions.

3.2 Charged Particle Multiplicity Distribution

Charged particle multiplicity distributions [27] have been widely used as important tools for studying multiple particle production in inelastic and NSD events [20, 21, 23]. They are particularly useful when displayed in terms of multiplicity scaled variables as suggested by Koba, Nielsen and Olesen (KNO variables) [27]. Plotted as a function of KNO variables, the charged multiplicity distributions provide a clearer display of fluctuations seen for both very low (less than half of the average multiplicity) or very high multiplicity (more than the double the average) events. This provides invaluable information on the evolution of the event multiplicity with the colliding energy.

When the KNO plots first appeared, it was suggested that the probability distributions, $P_n$, of producing $n$ particles at a given inelastic or minimum bias hadron-hadron collision should scale as $s \rightarrow \infty$ following the relation

$$F(z) = \langle n \rangle P_n = \langle n \rangle \frac{\sigma_n}{\sum \sigma_n},$$

with $\langle n \rangle$ being the average particle multiplicity, $z = n/\langle n \rangle$ and $P_n$ alternatively defined in terms of cross-sections as $P_n = \sigma_n/\sum \sigma_n$, where $\sigma_n$ is the cross-section for interactions producing $n$ particles and $\sum \sigma_n$ is the inelastic or the minimum bias cross-section.

KNO scaling was indeed observed up to the highest ISR energies as shown in Ref. [20]. Nevertheless, as experiments with increased centre of mass energy demonstrated, the scaling breaks for $pp$ collisions energies higher than those achieved at ISR [21, 28].

Figure 3 shows charged multiplicity distributions for NSD $p\bar{p}$ collisions measured by UA5
at $\sqrt{s} = 546$ GeV [21] and by E735 at $\sqrt{s} = 1.8$ TeV [23]. It also shows the fit to the KNO distributions measured at ISR given in Ref. [20].
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Figure 3: Charged multiplicity distributions for $p\bar{p}$ collisions at $\sqrt{s} = 546$ GeV and 1.8 TeV, compared to the fit to ISR distributions.

As the centre-of-mass energy increases, the charged multiplicity distributions become broader and do not follow the shape seen for the ISR data, hence violating the KNO-scaling. Comparing the UA5 - 546 GeV and E735 data to the ISR fit, the KNO violation is clearly visible. The violation is mainly detected for $z > 2$, i.e., for high multiplicity events.

Assuming that multiple interactions do take place in hadron-hadron collisions, as suggested in [13–15], the scaling violation is interpreted as a manifestation of secondary interactions (second, third or a higher number of parton scatterings) whose effects become measurable as the colliding energy increases [23]. According to this interpretation, the charged multiplicity distributions measured at ISR scale due to single parton-parton interactions dominating.

### 3.3 Describing Charged Multiplicity Distributions with PYTHIA

By default PYTHIA is set to use multiple parton interactions. Nevertheless, one still has to define how the divergency for scatterings with $p_t < p_{t\text{, min}}$ will be treated by the event generator. PYTHIA allows two different phenomenological approaches: simple and complex scenarios. Selecting the complex scenario one has also the choice of selecting different matter distributions for the colliding hadrons, which introduces a dependence on the collision’s impact parameter $b$.

In this section we compare charged multiplicity distributions generated using the simple scenario (MSTP(82)=1) and those obtained using the complex scenario (MSTP(82)=2, 3 and 4) to the data. Comparisons between PYTHIA’s early models and the $p\bar{p}$ 546 GeV UA5 data have been presented in Ref. [5]. Here we extend these comparisons to UA5 data taken at 900 GeV [21], to recent data taken at higher energies by E735 [23] and also to one of the latest PYTHIA versions [7].
For each comparison we calculate the $\chi^2/d.o.f.$ associated to the MC generated distribution as [29]

$$\chi^2/d.o.f. = \frac{1}{N_{d.o.f.}} \sum_{i=1}^{N_{d.o.f.}} \frac{(y_i - \mu_i)^2}{\sigma_i^2(y_i) + \sigma_i^2(\mu_i)},$$

(18)

where $N_{d.o.f.}$ is the number of degrees of freedom, $y_i$ and $\mu_i$ are the average MC value and measured point for the $i$th bin respectively, and $\sigma^2(y_i)$ and $\sigma^2(\mu_i)$ are the errors associated to $y_i$ and $\mu_i$.

Figure 4 shows charged multiplicity distributions for NSD $p\bar{p}$ collisions at $\sqrt{s} = 546$ GeV and 1.8 TeV. We compare distributions generated by PYTHIA’s simple and complex scenarios to UA5 [21] and E735 [23] data. Apart from the mentioned changes in the setting MSTP(82), all other parameters are set to use PYTHIA’s default options, as described in [7].

Figures 4(a) and (b) show that using the simple scenario (MSTP(82) = 1), which is the default PYTHIA6.214 option [7], the generated distributions fail to reproduce the data, especially in the region of high $z$ ($z > 1.5$). This is the region of events with particle multiplicities several times greater than the average multiplicity. The $\chi^2/d.o.f.$ associated to the MC generated distributions in figures 4(a) and (b) are 80.64 and 107.16, respectively.

Distributions generated using the complex scenario vary with the hadronic matter distribution selected for each case. As shown in figures 4(c) and (d), the complex scenario option which uses a uniform hadronic matter distribution (MSTP(82) = 2) fails to describe the KNO distributions correctly and gives $\chi^2/d.o.f. = 86.21$ and 132.85, for the distributions at 546 GeV and 1.8 TeV, respectively. The distributions generated using the double Gaussian option (MSTP(82) = 4) also fail to reproduce the data and generate an excess of high multiplicity events, which results in $\chi^2/d.o.f.$ of 84.30 and 66.99, respectively. The best agreement to the data is observed for the complex scenario with the single Gaussian matter distribution option (MSTP(82) = 3). The $\chi^2/d.o.f.$ obtained with this option are 33.99 and 29.08 for the comparisons shown in figures 4(c) and (d).

The comparisons of charged multiplicity distributions shown in figures 4(c) and (d) indicate that the matter distribution used to describe the colliding hadrons does affect the probability of particle production in minimum bias events.

Although in the comparisons shown in figure 4, where all PYTHIA parameters except MSTP(82) are kept as default, the best agreement to the data was obtained by selecting the complex scenario with the single Gaussian matter distribution option, we shall adopt the complex scenario with a double Gaussian matter distribution (MSTP(82) = 4) as our preferred choice.

This is done because by choosing the double Gaussian option, the user is able to control some of the properties of this matter distribution. The double Gaussian matter distribution is given by [7]

$$\rho(r) \propto \frac{1 - \beta}{a_1^3} \exp\left(-\frac{r^2}{a_1^2}\right) + \frac{\beta}{a_2^3} \exp\left(-\frac{r^2}{a_2^2}\right).$$

(19)

Hadrons described by this distribution have a small core region of radius $a_2$ containing a fraction $\beta$ of the total hadronic matter. This core is embedded in a larger volume of radius $a_1$ containing the remaining fraction of matter, i.e., $(1 - \beta)$ of the total hadronic matter. The parameter PARP(83) controls the portion $\beta$ of the total hadronic matter assigned to the core of the hadron. The ratio $a_2/a_1$ is given by the parameter PARP(84). By default, PYTHIA sets PARP(83) = 0.5 and PARP(84) = 0.2 describing any given hadron as a body with half of its matter concentrated within a core which is limited by a radius $a_2 = 20\%$ of the hadron radius $a_1$ [7].

Notice that this double Gaussian distribution can easily be reduced to a single Gaussian by selecting specific values of PARP(83) or PARP(84) (e.g., PARP(83) = 1 or PARP(84) = 1).

A collision in which the two cores overlap tends to have a strongly increased activity, while collisions where the cores do not overlap are rather less active. When describing hadrons with
Figure 4: Charged multiplicity distributions for NSD p\bar{p} collisions at $\sqrt{s} = 546$ GeV and 1.8 TeV: (a) and (b) simple scenario distributions compared to data for $\sqrt{s} = 546$ GeV and 1.8 TeV, respectively; (c) and (d) complex scenario distributions compared to data for $\sqrt{s} = 546$ GeV and 1.8 TeV, respectively.
a double Gaussian matter distribution, hard processes are more likely when the cores overlap, thus hard scatterings will be associated with an enhanced multiple interaction rate.

### 3.3.1 Double Gaussian Matter Distribution

As noticed above, the type of matter distribution describing the colliding hadrons produces considerable changes in the shape of the charged multiplicity distributions (figures 4(c) and (d) ). The effect produced by variations in the properties of the double Gaussian distribution, particularly the effect of variations in the core size to the minimum bias charged multiplicity distributions can be seen in figure 5.
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**Figure 5:** Charged multiplicity distributions for NSD p\(\bar{p}\) collisions at (a) \(\sqrt{s} = 546\) GeV and (b) \(\sqrt{s} = 1.8\) TeV.

As shown in figure 5 considerable changes in the high-\(z\) tail of the charged multiplicity distributions are observed as the core radius varies from 20% to 50% and 80% of the radius of the colliding hadrons. As the core is made harder and denser (smaller core radius) the overlap between two colliding cores is accompanied by high-\(p_t\) partonic scatterings, and yields higher multiplicity events more often than when two relatively softer cores (larger radius) overlap in a collision.

For the distributions generated at \(\sqrt{s} = 546\) GeV, the \(\chi^2/d.o.f.\) varies from 84.31 to 30.84 and 34.88 as PARP(84) varies from 0.2 to 0.5 and 0.8, respectively. At \(\sqrt{s} = 1.8\) TeV, the \(\chi^2/d.o.f.\) are 66.99, 17.84 and 34.35 for PARP(84)=0.2, 0.5 and 0.8, respectively. This indicates that the choice of a value for the core size affects considerably how well charged multiplicity distributions are described by PYTHIA. Notice that in PYTHIA6.214 the default value for PARP(84) is 0.2, which is the parameter giving the worse \(\chi^2/d.o.f.\) for the comparisons shown in figure 5. Our results therefore favour a larger softer core than the default option currently used by PYTHIA6.214.
3.4 Describing Charged Multiplicity Distributions with PHOJET

As mentioned above, PHOJET describes hadron collisions using the multiple Pomeron exchange mechanism proposed by the DPM [4] complemented by a multiple parton scattering picture for high-\(p_T\) processes [8]. Figure 6 shows charged multiplicity distributions for NSD \(p\bar{p}\) collisions at \(\sqrt{s} = 546\) GeV and 1.8 TeV, comparing distributions generated by PHOJET1.12 to UA5 [21] and E735 [23] data.

![Figure 6: Charged multiplicity distributions for NSD \(p\bar{p}\) collisions at (a) \(\sqrt{s} = 546\) GeV and (b) \(\sqrt{s} = 1.8\) TeV.](image)

There is a reasonable agreement between charged multiplicity distributions generated by PHOJET1.12 and the data. The \(\chi^2/d.o.f.\) obtained by comparing PHOJET1.12 to the data shown in figures 6(a) and (b) are 11.82 and 10.55, respectively for \(\sqrt{s} = 546\) GeV and 1.8 TeV.

3.5 Pseudorapidity Distribution

The rate of parton-parton scattering in a hadronic collision is strongly correlated to the observed particle multiplicity and the pseudorapidity distribution of produced particles. This happens because multiple parton interactions convert part of the collision energy that would otherwise be carried by the fast moving system of beam-remnants in the forward regions, into low-\(p_T\) particles which populate the central region.

Figure 7 displays charged particle densities, \(dN_{ch}/d\eta\), distributed in the pseudorapidity space, \(\eta\), for NSD \(p\bar{p}\) collisions at \(\sqrt{s} = 200\) GeV [30], 900 GeV [30] and 1.8 TeV [22]. It shows a central plateau at small \(\eta\) and a falling density in the fragmentation region, i.e. \(\eta \rightarrow \eta_{max}\). As the colliding energy increases, the rate of multiple parton interactions, or multiple Pomeron exchanges, also increases producing a rise on the central plateau. Therefore, in order to correctly describe \(dN_{ch}/d\eta\), the MC event generators have to generate the right amount of partonic activity.
(multiple parton scattering or multiple Pomeron exchanges), taking into account the expected variation with the colliding energy.

In PYTHIA, one of the main parameters used to regulate the rate of parton-parton interactions is \( p_{t_{\text{min}}} \) given by equation (8). Low values of \( p_{t_{\text{min}}} \) imply high rates of parton-parton scatterings and hence in high levels of particle multiplicity; for increasing \( p_{t_{\text{min}}} \) the opposite is expected.

Figure 8 displays charged particle density distributions, \( dN_{ch}/d\eta \), plotted against pseudorapidity, \( \eta \). It shows a comparison between UA5 and CDF measurements of \( dN_{ch}/d\eta \) [22, 30] (figures 8 (a) and (b), respectively) and distributions generated by PYTHIA6.214 with
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Figure 7: Charged particle density distributions for NSD \( p\bar{p} \) collisions at \( \sqrt{s} = 200 \) GeV [30], 900 GeV [30] and 1.8 TeV [22].

For the \( dN_{ch}/d\eta \) distributions generated by PYTHIA6.214 at \( \sqrt{s} = 900 \) GeV, \( \chi^2/d.o.f. \) is 25.23, 1.97 and 13.43 for PARP(82)=1.7, 1.9 and 2.1, respectively. At \( \sqrt{s} = 1.8 \) TeV, the \( \chi^2/d.o.f. \) are 5.64, 0.29 and 1.84 for PARP(82)=1.7, 1.9 and 2.1, respectively. Notice that relatively small changes in PARP(82) (\( \sim 10\% \)) cause significant variations in \( \chi^2/d.o.f. \) showing how sensitive \( dN_{ch}/d\eta \) distributions generated by PYTHIA are to changes in \( p_{t_{\text{min}}} \). The default PARP(82) is set to 1.9 in PYTHIA6.214.

The charged particle density \( dN_{ch}/d\eta \) is also sensitive to the parameters chosen for the core-size PARP(84). In figure 9 \( dN_{ch}/d\eta \) distributions generated by PYTHIA6.214 with PARP(84)=0.2, 0.5 and 0.8 are compared to UA5 (NSD \( p\bar{p} \) collisions at \( \sqrt{s} = 900 \) GeV 9(a) ) and CDF data (NSD \( p\bar{p} \) collisions at \( \sqrt{s} = 1.8 \) TeV 9(b) ). In 9(a) the obtained \( \chi^2/d.o.f. \) is 1.97, 5.96 and 9.20, for PARP(84)=0.2, 0.5 and 0.8, respectively. For the comparisons shown in 9(b), the \( \chi^2/d.o.f. \) is 0.29, 1.46 and 2.28 for PARP(84)=0.2, 0.5 and 0.8, respectively. Notice that although the core radius has been significantly varied (\( \sim \) factor of 2 for each subsequent increase), the relative
Figure 8: Charged particle density distributions, $dN_{ch}/d\eta$, for NSD $p\bar{p}$ collisions comparing PYTHIA6.214 to the data at (a) $\sqrt{s} = 900$ GeV and (b) $\sqrt{s} = 1.8$ TeV.

changes in the $\chi^2/d.o.f.$ are much less dramatic than the ones seen for the comparatively smaller changes in $p_{t,mn}$ ($\sim 10\%$ for each subsequent increase).

In PHOJET, multiple Pomeron exchanges are predicted by the DPM. Similarly to PYTHIA, this model also depends on a $p_{t}^{\text{cut-off}}$ which is used to connect the soft and hard components of a hadronic interaction. PHOJET1.12 has its default options tuned for $p_{t}^{\text{cut-off}} = 2.5$ GeV. Figure 10 shows $dN_{ch}/d\eta$ distributions generated by PHOJET1.12 with its default cuts, compared to UA5 and CDF data in figures 10 (a) and (b), respectively. There is a good agreement between PHOJET1.12 predictions and the data. The $\chi^2/d.o.f.$ are 3.83 and 0.32, respectively, for the comparisons shown in figures 10 (a) and (b).

4 The Underlying Event

Examining high energy hadron-hadron collisions, one finds events in which a hard parton-parton scattering, resulting in large transverse momentum outgoing partons, will manifest itself as a jet.

In a hadronic event containing jets, the underlying event (UE) consists of all event activity except the two outgoing hard scattered jets [31]. The underlying structure of jets has not been fully understood yet and it is not clear how it should be modelled. As for minimum bias events, soft interactions play an important role in the structure of the underlying event and ought to be carefully considered by any model attempting to describe the underlying event.

Analyses developed by the CDF Collaboration indicate that the underlying event contains soft and hard components. The soft component is mainly associated with beam-beam remnant interactions. Particles composing the hard component come from the initial and final state radiation, from colour strings stretching between the underlying event and the highest-$p_{t}$ jet and
Figure 9: Charged particle density distributions, \( dN_{ch}/d\eta \), for NSD pp collisions comparing PYTHIA6.214 for different core-sizes to the data at (a) \( \sqrt{s} = 900 \text{ GeV} \) and (b) \( \sqrt{s} = 1.8 \text{ TeV} \).

from secondary parton interactions. As for minimum bias studies, multiple parton interaction plays an important role in describing the event activity in the underlying event [31].

The conditions applied to particle selection and to the event region to be investigated, require that: (a) only charged particles are considered in this analysis; (b) selected particles must have \( p_T > 0.5 \text{ GeV} \) and \( |\eta| < 1 \) [31].

Once the particles were selected, the next step is to start looking for jets. The jet finder algorithm chosen was the cone jet finder in which jets are defined as circular regions in \( \eta - \phi \) space with radius defined by

\[
R = \sqrt{(\Delta\eta)^2 + (\Delta\phi)^2},
\]

where \( \eta \) is the pseudorapidity and \( \phi \) is the azimuthal scattering angle.

The transverse momentum of a charged particle jet is defined as the scalar sum of the transverse momenta of the charged particles making up the jet. The jet with highest transverse momentum is taken to be the “leading charged particle jet”, referred to as the leading jet.

The leading jet is used to define the event. Three regions are defined in terms of the azimuthal angle between charged particles and the leading charged jet. This angular difference is given by \( \Delta\phi = \phi_{\text{particle}} - \phi_{\text{jet}} \). The region \( |\Delta\phi| < 60^\circ \) is referred to as toward the leading charged jet and the region \( |\Delta\phi| > 120^\circ \) is called away from the leading jet. The region transverse to the leading jet is defined by \( 60^\circ < |\Delta\phi| < 120^\circ \), and is used to study the underlying event. The event regions defined by \( \Delta\phi \) are illustrated in figure 12.

In the following sections we compare PYTHIA6.214 with its default parameters as well as with the double Gaussian option for the complex scenario (MSTP(82)=4), and PHOJET1.12 to the CDF data for charged jet evolution, focusing on the distributions associated to the underlying event. As required by the CDF analysis, we apply a 92% correction for the track finding efficiency, i.e. 8% of the charged tracks (charged particles) are, on the average, removed.
Figure 10: Charged particle density distributions, $dN_{ch}/d\eta$, for NSD $p\bar{p}$ collisions comparing PHOJET1.12 to the data at (a) $\sqrt{s} = 900$ GeV and (b) $\sqrt{s} = 1.8$ TeV.

Figure 11: Illustration of a jet produced by a hard parton-parton scattering in a $p\bar{p}$ collision.

This measure is adopted to account for the detector efficiency to detect charged particle in the region of interest of the CDF tracking detector ($p_t > 0.5$ GeV/c and $|\eta| < 1$) [31].
Figure 12: Event regions defined in terms of the azimuthal angle between charged particles and the leading charged jet, $\Delta \phi = \phi_{\text{particle}} - \phi_{\text{jet}}$.

4.1 Regulating the Activity in the UE with PYTHIA

The activity in the underlying event is composed predominantly from particles that arise from the breakup of the beam particles and secondary processes such as semi-hard parton scatterings which are generated independently of the leading jet in PYTHIA. The rate of generated multiple parton scattering must therefore affect the underlying event distributions.

Figure 13 shows PYTHIA6.214 - MSTP(82)=4 distributions generated with different values of PARP(82), i.e. different $p_{\text{min}}$, compared to the data for the average charged particle multiplicity (figure 13(a)) and average $p_t$ sum (figure 13(b)) in the transverse region.

Increasing $p_{\text{min}}$, which corresponds to a decrease in the rate of semi-hard parton scatterings, both $<N_{\text{ch}}>$ and $<p_{\text{t sum}}>$ decrease, as seen in figures 13(a) and (b). This effect is similar to the one observed in figure 8 for minimum bias charged particle density distributions $dN_{ch}/d\eta$.

A noticeable feature in the distributions generated with PARP(82)=1.5 and 2.0 is the irregular shape of the plateau which is not as flat as in the CDF distribution for transverse $<N_{\text{ch}}>$ nor follows the slow rise in $<p_{\text{t sum}}>$. It shows the presence of a bump for leading jets with 5 GeV < $p_{\text{t jet}}$ < 20 GeV. The underlying event associated to these low-$p_t$ leading jets is dominated by particles produced in soft interactions which are particularly enhanced by the lower values of PARP(82).

For events with $p_{\text{t jet}} > 20$ GeV, a rise in both $<N_{\text{ch}}>$ and $<p_{\text{t sum}}>$ is also observed when lower PARP(82) values are used in the event generation. Though smaller than the rise seen for events with low-$p_t$ leading jets, in the region of $p_{\text{t jet}} > 20$ GeV the rise of $<N_{\text{ch}}>$ and $<p_{\text{t sum}}>$ is more sensitive to the hard component of the underlying event which stems from initial and final state radiation and from a secondary hard scattering falling into the transverse region [31].

Thus lowering $p_{\text{min}}$, the rate of multiple parton interactions increases causing the multiplicity and $p_{\text{t sum}}$ in the underlying event to rise. However the rise is more accentuated in softer than in harder parton interactions which leads to the change in the shape of the distributions seen in figure 13.

An interesting effect in the underlying event is observed for the double Gaussian with different
Figure 13: (a) Average charged particles multiplicity in the transverse region and (b) average p$_t$ sum in the transverse region varying PARP(82).

Figure 14: (a) Average charged particles multiplicity in the transverse region and (b) average p$_t$ sum in the transverse region varying PARP(84).

core sizes as shown in figure 14. It displays the average charged particle multiplicity (figure 14(a)) and average p$_t$ sum (figure 14(b)) in the transverse region, comparing PYTHIA6.214 - MSTP(82)=4 with different core sizes to the data; p$_{t_{\text{min}}}$ is used as the default in all cases.
Depending on the core size variation (PARP(84)) the plateau levels of \( < N_{ch} > \) and \( p_{t\text{sum}} \) can suffer large changes. For example, changing PARP(84) from 0.2 to 0.5 reduces the plateau of \( < N_{ch} > \) by nearly a factor of two, while a further increase in PARP(84) from 0.5 to 0.8 only reduces the plateau by \( \sim 15\% \). In terms of \( \chi^2/d.o.f. \), comparing PYTHIA6.214 - MSTP(82)=4 with PARP(84)=0.2, 0.5 and 0.8 to the data for \( < N_{ch} > \) one gets \( \chi^2/d.o.f. = 16.74, 0.73 \) and 2.19 respectively.

The explanation for the changes in the underlying event due to different core sizes is the same as already discussed for minimum bias events. Jets are likely to be produced when there is a core overlap in the hadronic collision. Smaller and dense cores imply that events with a core overlap have also a large overlap of less dense matter regions which surround the core, and when overlapped generate high rates of soft interactions causing the higher plateaus observed in both \( < N_{ch} > \) and \( p_{t\text{sum}} \) distributions in figure 14. Larger cores also imply smaller soft surrounding regions in the colliding hadrons, hence producing lower multiplicity and \( p_{t\text{sum}} \) distributions in the underlying event.

If increased to its maximum, the core radius in the double Gaussian matter distribution will actually become the hadronic radius, reproducing the single Gaussian distribution. There is therefore a saturation point in the effect obtained by increasing (or reducing) the core size which can be seen in figure 14 when the variation in the underlying event for PARP(84) going from 0.2 to 0.5 is larger than the variation caused by changing PARP(84) from 0.5 to 0.8.

### 4.2 Describing the UE with PHOJOET

As shown in the previous section, PHOJOET1.12 with its default options gives a fairly good description of the charged multiplicity and \( dN_{ch}/d\eta \) distributions in minimum bias events. Here, we compare PHOJOET1.12, again with its default options, to the CDF data for charged jet evolution and the underlying event [31].

Figure 15 shows PHOJOET1.12 predictions compared to data for: (a) average multiplicity in the transverse region and (b) average \( p_{t\text{sum}} \) in the transverse region.

The MC predictions agree reasonably well to the data for the UE multiplicity distribution, as displayed in figure 15 (a). The \( \chi^2/d.o.f. \) for the comparisons shown in figures 15 (a) is 5.27.

Although PHOJOET1.12 predicts a multiplicity distribution for the underlying event which agrees fairly well to the data, the same cannot be said for the average \( p_{t\text{sum}} \) distribution (figure 15(d)). The measured \( < p_{t\text{sum}} > \) distribution is underestimated by PHOJOET1.12 by \( \sim 20\% \), and the comparison between MC and data gives a \( \chi^2/d.o.f. \) of 9.41.

### 4.3 UE vs. Minimum Bias

The CDF measurement shows that the underlying event multiplicity forms a plateau for events with \( p_{t\text{jet}} \gtrsim 5 \) GeV at \( < N_{ch} > \gtrsim 2.3 \). Supposing that the transverse region in events with \( p_{t\text{jet}} \gtrsim 5 \) GeV is uniform in azimuthal angle \( \phi \), for the full \( 2\pi \) range this corresponds to 6.9 particles. Assuming also that the transverse region is uniform in pseudorapidity \( \eta \), one obtains 3.45 particle per unit pseudorapidity, which in fact, after multiplying by 1.09 to correct for the detector effects, corresponds to \( \sim 3.8 \) charged particles per unit pseudorapidity with \( p_{t} > 0.5 \) GeV. Extrapolating to low-\( p_{t} \) using the form \( e^{-2p_{t}} \) [31] implies that there are roughly 10 charged particles per pseudorapidity unit with \( p_{t} > 0 \) GeV in the underlying event.

We can now compare the particle density obtained for the plateau in the underlying event distribution to the one shown for minimum bias events in \( p\bar{p} \) collision at 1.8 TeV in figure 7. The minimum bias density, which has also been measured by CDF, gives \( dN_{ch}/d\eta \sim 4 \) for \( |\eta| < 1 \) [22], while the equivalent density for the underlying event is at least a factor of two larger. This comparison, though this is an approximation due to the uncertainties in estimating the particle density for the underlying event (i.e. extrapolation to low-\( p_{t} \) and several assumptions
Figure 15: PHOJET1.12 predictions compared to CDF data for: (a) average multiplicity in the transverse region and (b) average $p_t^{sum}$ in the transverse region.

made on the particle distribution in $\phi$ and $\eta$), clearly shows that the underlying event in hard scattering processes ($P_{t\text{jet}} \gtrsim 5$ GeV) has much more activity than an average minimum bias event.

5 Describing Minimum Bias and the UE

In the previous two sections, we have compared PYTHIA6.214 and PHOJET1.12 to minimum bias and the underlying event data. The comparisons made show that PHOJET1.12 with its default options is reasonably successful in describing the data while PYTHIA6.214 requires a tuning in order to be able to describe either minimum bias or underlying event measurements.

Based on the knowledge of how variations in key PYTHIA parameters affect minimum bias and underlying event distributions we are able to tune PYTHIA6.214 to better reproduce the data.

In this section we present a PYTHIA6.214 tuning which will be compared to a wide range of experimental distributions for both minimum bias and the underlying event. Our PYTHIA6.214 tuned model aims to describe measurements of both classes of interactions which may imply that a more precise description of a specific distribution for collisions at a particular colliding energy, can be sacrificed in function of a global agreement to the data to cover a wider energy range.

The predictions of our PYTHIA6.214 tuned model will also be compared to PHOJET1.12, to a previous ATLAS tuning which was used to generate minimum bias distributions for the ATLAS-TDR [9,32], and to the PYTHIA tuning proposed by the CDF Collaboration [33].

5.1 PYTHIA6.214 Tuned Model

PYTHIA6.214 allows the user to select a variety of models to generate soft particle interactions. Based on results of the comparisons presented previously, we opted for the complex scenario with
a double Gaussian matter distribution - MSTP(82)=4 - which proved to be a model capable of describing complex features in particle production, such as high-multiplicity tails in KNO distributions, and can therefore be tuned to better describe the data.

A tuned set of parameters which allows PYTHIA6.214 - MSTP(82)=4 to reproduce the data can be achieved by regulating the event activity generated by multiple parton scatterings. Combining the effects of variations in $p_{\text{t, min}}$ and in the core-size we obtained a set of PYTHIA6.214 parameters which considerably improves PYTHIA’s description of minimum bias and underlying event distributions. Our PYTHIA6.214 tuned parameters are displayed in table 3.

<table>
<thead>
<tr>
<th>PYTHIA6.214 - tuned</th>
<th>QCD 2 → 2 partonic scattering + non-diffractive + double diffractive</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISUB: 11,12,13,28,53,68 94,95,96</td>
<td>CTEQ5L - selected p.d.f.</td>
</tr>
<tr>
<td>MSTP(51)=7</td>
<td>multiple interactions</td>
</tr>
<tr>
<td>MSTP(81)=1</td>
<td>complex scenario</td>
</tr>
<tr>
<td>MSTP(82)=4</td>
<td>+ double Gaussian matter distribution</td>
</tr>
<tr>
<td>PARP(82)=1.8</td>
<td>$p_{t, \text{min}}$ parameter</td>
</tr>
<tr>
<td>PARP(84)=0.5</td>
<td>core radius: 50% of the hadronic radius</td>
</tr>
<tr>
<td>PARP(89)=1.0</td>
<td>energy scale (TeV) used to calculate $p_{t, \text{min}}$</td>
</tr>
<tr>
<td>PARP(90)=0.16</td>
<td>power of the energy dependence of $p_{t, \text{min}}$</td>
</tr>
</tbody>
</table>

Table 3: PYTHIA6.214 tuned parameters for minimum bias and the underlying event.

The fundamental difference between our tuned set of parameters and PYTHIA6.214 default settings is our choice for the more sophisticated model of hadron interactions switched on by MSTP(82)=4. Though MSTP(82)=4 is a better option from the phenomenological point of view and from the fact that this model has more parameters and is easier to tune it to reproduce the data, being more sophisticated results in events being generated ~ 5 times slower compared to the default option MSTP(82)=1.

Another significant difference is the increase of the core-radius from the default setting of 20% of the hadron radius (PARP(84)=0.2) to a larger core of 50% of the total hadron radius (PARP(84)=0.5). We have also changed $p_{t, \text{min}}$ slightly by reducing the parameter PARP(82) from its original 1.9 to 1.8.

In order to better reproduce the data, i.e. guaranteeing that charged particles originate from primary vertexes and that background from secondary decays such as Dalitz decays of neutral pions, are suppressed or at least well reduced, we set $\pi^0, K^0$ and $\Lambda^0$ as stable particles in our PYTHIA6.214 tuned model [22,30]. This will also be applied to the PHOJET1.12 distributions, but not to the events generated by other models.

Figures 16, 17 and 18 show predictions generated by PYTHIA6.214 - tuned and default, and PHOJET1.12 compared to various minimum bias and underlying event distributions. The combined $\chi^2$ for the minimum bias distributions shown in figures 16 and 17 ($\chi^2_{\text{min-bias}}/307 \text{ d.o.f.}$) is 68.01, 11.62 and 8.15 for PYTHIA6.214 - default, PYTHIA6.214 - tuned and PHOJET1.12, respectively. Similarly, for the underlying event distributions displayed in figures 18(a) and (b), the combined $\chi^2$ ($\chi^2_{UE}/100 \text{ d.o.f.}$) is 22.68, 2.07 and 7.35, again for PYTHIA6.214 - default and
Figure 16: Charged multiplicity distributions for NSD p\bar{p} collisions at (a) $\sqrt{s} = 200$ GeV; (b) 546 GeV; (c) 900 GeV and (d) 1.8 TeV. It shows comparisons between PYTHIA6.214 - tuned, PYTHIA6.214 - default and PHOJET1.12 predictions to the data.
Figure 17: Charged particle density distributions $dN_{ch}/d\eta$, for NSD $pp$ collisions at (a) $\sqrt{s} = 200$ GeV; (b) 900 GeV and (c) 1.8 TeV. In (d) $dN_{ch}/d\eta$ at $\eta = 0$ for a wide range of $\sqrt{s}$ is shown.
Figure 18: PYTHIA6.214 - tuned and default, and PHOJET1.12 predictions compared to CDF data for: (a) average multiplicity in the underlying event and (b) average $p_{T,\text{sum}}$ in the underlying event.

tuned, and PHOJET1.12, respectively.

The description of both minimum bias and underlying event distributions is clearly improved by using PYTHIA6.214 - tuned compared to the predictions generated by the default settings. As already indicated in comparisons presented in previous sections, PHOJET1.12 is also considerably more accurate in describing the data than PYTHIA6.214 - default.

The distributions in figures 16, 17 and 18 and the combined $\chi^2$ derived from both minimum bias and underlying event distributions show that PYTHIA6.214 - tuned and PHOJET1.12 are compatible to the data. With $\chi^2_{\text{min-bias}} = 8.15$, PHOJET1.12 generates slightly better predictions for minimum bias event distributions than PYTHIA6.214 - tuned, which has $\chi^2_{\text{min-bias}} = 11.62$. The opposite happens for underlying event distributions which are better described by PYTHIA6.214 - tuned ($\chi^2_{\text{UE}} = 2.07$) than by PHOJET1.12 ($\chi^2_{\text{UE}} = 7.35$). The global $\chi^2$, combining 307 minimum bias degrees of freedom and 100 from the underlying event distributions, is $\chi^2_{\text{global}}/407$ d.o.f. $= 7.95$ for PHOJET1.12 and $\chi^2_{\text{global}}/407$ d.o.f. $= 9.27$ for PYTHIA6.214 - tuned. PYTHIA6.214 - default compared to the data gives $\chi^2_{\text{global}}/407$ d.o.f. $= 56.87$.

5.2 Alternative PYTHIA Tunings

In this section we compare our PYTHIA6.214 tuned model to two other PYTHIA tunings for soft hadron interactions, namely, the ATLAS - TDR model used to generate minimum bias events and the underlying structure of jet analysis at ATLAS [9] and the tuning proposed by the CDF Collaboration [33].

The ATLAS Technical Design Report (ATLAS-TDR) shows minimum bias predictions for the LHC which have been based on an early study of minimum bias MC models presented at [32]. The parameters used in the generation of minimum bias events for the ATLAS-TDR are shown in table 5. These parameters were obtained as a result of comparisons between PYTHIA5.724 and UA5 and CDF minimum bias data for $dN_{ch}/d\eta$ and CDF measurements
<table>
<thead>
<tr>
<th>Charged multiplicity distributions (fig. 16) $\chi^2/260$ d.o.f</th>
<th>PYTHIA6.214 - tuned</th>
<th>PYTHIA6.214 - default</th>
<th>PHOJET1.12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$dN_{ch}/d\eta$ (fig. 17) $\chi^2/47$ d.o.f</td>
<td>13.07</td>
<td>79.70</td>
<td>9.05</td>
</tr>
<tr>
<td>$&lt;N_{ch}&gt;$ in the UE (fig. 18(a)) $\chi^2/50$ d.o.f</td>
<td>3.57</td>
<td>3.29</td>
<td>2.94</td>
</tr>
<tr>
<td>$&lt;p_{t_{	ext{sum}}}&gt;$ in the UE (fig. 18(b)) $\chi^2/50$ d.o.f</td>
<td>1.29</td>
<td>15.68</td>
<td>5.27</td>
</tr>
<tr>
<td>$\chi^2_{\text{min, bias}}/307$ d.o.f</td>
<td>2.84</td>
<td>29.68</td>
<td>9.41</td>
</tr>
<tr>
<td>$\chi^2_{\text{UE}}/100$ d.o.f</td>
<td>11.62</td>
<td>68.01</td>
<td>8.15</td>
</tr>
<tr>
<td>$\chi^2_{\text{gbb}}/407$ d.o.f</td>
<td>2.07</td>
<td>22.68</td>
<td>7.35</td>
</tr>
<tr>
<td>$\chi^2_{\text{ps}}/907$ d.o.f</td>
<td>9.27</td>
<td>56.87</td>
<td>7.95</td>
</tr>
</tbody>
</table>

Table 4: Table of $\chi^2$/d.o.f for PYTHIA6.214 - tuned, PYTHIA6.214 - default and PHOJET1.12.

for one-particle inclusive $p_t$ spectra in the central rapidity region. Though [32] has not used underlying event distributions to tune the MC model for soft particle production, the PYTHIA parameters in table 5 were also used to generate the underlying event in jet studies throughout the ATLAS-TDR.

The PYTHIA parameters proposed as the CDF tuning (also known as “PYTHIA tune A”) are shown in table 6 [33]. This tuning was obtained by comparing PYTHIA6.206 to minimum bias $dN_{ch}/d\eta$ distributions (at $\sqrt{s} = 630$ GeV and 1.8 TeV) and underlying event data (at $\sqrt{s}$ 1.8 TeV) [31] measured by the CDF collaboration.

<table>
<thead>
<tr>
<th>ATLAS - TDR Parameters for Minimum Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PYTHIA5.724</strong></td>
</tr>
<tr>
<td>ISUB: 11,12,13,28,53,68 95,96</td>
</tr>
<tr>
<td>MSTP(51)=9</td>
</tr>
<tr>
<td>MSTP(81)=1</td>
</tr>
<tr>
<td>MSTP(82)=4</td>
</tr>
<tr>
<td>MSTP(2)=2</td>
</tr>
<tr>
<td>MSTP(33)=3</td>
</tr>
<tr>
<td>PARP(82)=1.55</td>
</tr>
<tr>
<td>PARP(84)=0.2</td>
</tr>
</tbody>
</table>

Table 5: ATLAS - TDR parameters for minimum bias events.
### CDF Tuning for Minimum Bias and the UE

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISUB: 11,12,13,28,53,68, 94,95,96</td>
<td>PYTHIA6.206</td>
</tr>
<tr>
<td>MSTP(51)=7</td>
<td>QCD 2 → 2 partonic scattering + non-diffractive + double diffractive</td>
</tr>
<tr>
<td>MSTP(81)=1</td>
<td>CTEQ5L - selected p.d.f.</td>
</tr>
<tr>
<td>MSTP(82)=4</td>
<td>multiple interactions</td>
</tr>
<tr>
<td>PARP(67)=4</td>
<td>complex scenario + double Gaussian matter distribution</td>
</tr>
<tr>
<td>PARP(82)=2.0</td>
<td>parameter regulating initial state radiation</td>
</tr>
<tr>
<td>PARP(84)=0.4</td>
<td>$p_{t_{\text{min}}}$ parameter</td>
</tr>
<tr>
<td>PARP(85)=0.9</td>
<td>core radius: 40% of the hadronic radius</td>
</tr>
<tr>
<td>PARP(86)=0.95</td>
<td>probability that gluons will be colour connected to nearest neighbours</td>
</tr>
<tr>
<td>PARP(89)=1.8</td>
<td>probability to produce gluons either as in PARP(85) or as a closed gluon loop</td>
</tr>
<tr>
<td>PARP(90)=0.25</td>
<td>energy scale (TeV) used to calculate $p_{t_{\text{min}}}$</td>
</tr>
<tr>
<td>PARP(100)=1.0</td>
<td>power of the energy dependence of $p_{t_{\text{min}}}$</td>
</tr>
</tbody>
</table>

Table 6: CDF tuning for minimum bias and the underlying event.

Figures 19, 20 and 21 compare PYTHIA predictions generated with PYTHIA6.214 - tuned, ATLAS - TDR and CDF tuning parameters to data for both minimum bias and the underlying event. The combined $\chi^2_{\text{min-bias}}$ for the distributions shown in figures 19 and 20 is 38.98 and 26.66 for the ATLAS - TDR and CDF tuning models, respectively. Similarly, for the underlying event distributions displayed in figure 21, the combined $\chi^2_{\text{UE}}$ is 15.03 and 1.31, again for the distributions generated with the ATLAS - TDR and the CDF tuning, respectively.

The $\chi^2_{\text{min-bias}}$ from both ATLAS - TDR and CDF tuning models are worse than the $\chi^2_{\text{min-bias}} = 11.62$ obtained for PYTHIA6.214 - tuned. This reflects the fact that we have used a wider set of experimental distributions than the other tunings to guide our choice of parameters. In particular, we have used KNO distributions measured at different colliding energies to better understand the effects of multiple parton interactions, which the other models have not.

Although the minimum bias data shown in figures 19 and 20 represents non-single diffractive inelastic interactions (i.e. non-diffractive inelastic and double diffractive events), the ATLAS - TDR model does not include double diffraction in its description of minimum bias events. This is a particular disadvantage of this model in its attempt to describe minimum bias events as defined in this work, and source of considerable disagreements between the model predictions and the data for low-multiplicity events ($x<1$) as can be seen in figure 19. The CDF tuning was obtained by simulating the CDF “min-bias” trigger requirements, which picks up some double diffractive events. The sub-process 94 is therefore included in table 6 to give a good approximation of the CDF’s trigger requirements for minimum bias events selection.

Comparing the underlying event distributions generated with ATLAS - TDR, CDF tuning and our PYTHIA6.214 - tuned parameters, the best $\chi^2_{\text{UE}}$ is obtained with the CDF tuning.
Figure 19: Charged multiplicity distributions for NSD p\(\bar{p}\) collisions at (a) \(\sqrt{s} = 200\) GeV; (b) 546 GeV; (c) 900 GeV and (d) 1.8 TeV. It shows comparisons between PYTHIA predictions generated with our tuned model, ATLAS - TDR parameters and the CDF tuning to the data.
Figure 20: Charged particle density distributions, $dN_{ch}/d\eta$, for NSD $p\bar{p}$ collisions at (a) $\sqrt{s} = 200$ GeV; (b) 900 GeV and (c) 1.8 TeV. In (d) $dN_{ch}/d\eta$ at $\eta = 0$ for a wide range of $\sqrt{s}$ is shown. MC distributions were generated with PYTHIA6.214 - tuned, ATLAS - TDR and CDF tuning parameters.
Figure 21: PYTHIA6.214 - tuned, ATLAS - TDR and CDF tuning predictions compared to CDF data for: (a) average multiplicity in the underlying event and (b) average $p_t^{\text{sum}}$ in the underlying event.

<table>
<thead>
<tr>
<th></th>
<th>CDF tuning</th>
<th>ATLAS - TDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charged multiplicity</td>
<td>29.97</td>
<td>44.18</td>
</tr>
<tr>
<td>distributions (fig. 19)</td>
<td>8.37</td>
<td>10.23</td>
</tr>
<tr>
<td>$\chi^2/260$ d.o.f</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$dN_{\text{ch}}/d\eta$ (fig. 20)</td>
<td>1.04</td>
<td>20.56</td>
</tr>
<tr>
<td>$\chi^2/47$ d.o.f</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&lt; N_{\text{ch}} &gt;$ in the UE (fig. 21(a))</td>
<td>1.57</td>
<td>9.49</td>
</tr>
<tr>
<td>$&lt; p_t^{\text{sum}} &gt;$ in the UE (fig. 21(b))</td>
<td>26.66</td>
<td>38.98</td>
</tr>
<tr>
<td>$\chi^2_{\text{min-bias}}/307$ d.o.f</td>
<td>1.31</td>
<td>15.03</td>
</tr>
<tr>
<td>$\chi^2_{\text{UE}}/100$ d.o.f</td>
<td>20.43</td>
<td>33.09</td>
</tr>
<tr>
<td>$\chi^2_{\text{Global}}/407$ d.o.f</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7: Table of $\chi^2/d.o.f$ for the CDF tuning and ATLAS - TDR models.

parameters. On the other hand, predictions generated with the ATLAS - TDR parameters considerably overestimate the data and, not surprisingly, give the worst agreement to the data with $\chi^2_{\text{UE}} = 15.03$ (comparisons to UE data have not been used in this tuning).

There are two fundamental problems limiting the agreement between the ATLAS - TDR distributions and the data and its predictive power for both minimum bias and the underlying event: the hadronic core size and the $p_{\text{min}}^{\text{sum}}$ used in this model. Firstly, with a core radius
corresponding to 20% of the hadron’s radius, too much event activity accompanies the hard partonic scatterings causing it to overestimate the underlying event multiplicity and average \( p_T \) sum as well as overestimating most of the high-multiplicity tales of KNO distributions. The second problem is the absence of an energy dependence correction for \( p_T \) min, this was introduced for PYTHIA versions later than PYTHIA6.1 [7].

Combining the minimum bias and underlying event \( \chi^2 \)s, one has \( \chi^2_{\text{global}} = 20.43 \) for the predictions generated with the CDF tuning and \( \chi^2_{\text{global}} = 33.09 \) for the distributions generated with the ATLAS - TDR parameters. The \( \chi^2_{\text{global}} \) for the CDF tuning is not much greater than the \( \chi^2_{\text{global}} = 9.27 \) obtained for PYTHIA6.214 - tuned, and in what regards a more accurate and complete model for soft hadronic collisions, both PYTHIA6.214 - tuned and CDF tuning are considerably better than ATLAS - TDR.

5.3 Summary of MC Model Comparisons

Table 8 summarises the \( \chi^2_{\text{min-bias}} \), \( \chi^2_{\text{UE}} \) and \( \chi^2_{\text{global}} \) obtained by comparisons between data and prediction from PHOJET1.12, PYTHIA6.214 - tuned and default, CDF tuning and ATLAS - TDR parameters.

<table>
<thead>
<tr>
<th>Models</th>
<th>( \chi^2_{\text{min-bias}} )</th>
<th>( \chi^2_{\text{UE}} )</th>
<th>( \chi^2_{\text{global}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHOJET1.12</td>
<td>8.15</td>
<td>7.35</td>
<td>7.95</td>
</tr>
<tr>
<td>PYTHIA6.214 - tuned</td>
<td>11.62</td>
<td>2.07</td>
<td>9.27</td>
</tr>
<tr>
<td>CDF tuning</td>
<td>26.66</td>
<td>1.31</td>
<td>20.43</td>
</tr>
<tr>
<td>ATLAS - TDR</td>
<td>38.98</td>
<td>15.03</td>
<td>33.09</td>
</tr>
<tr>
<td>PYTHIA6.214 - default</td>
<td>68.01</td>
<td>22.68</td>
<td>56.87</td>
</tr>
</tbody>
</table>

Table 8: Table of \( \chi^2_{\text{min-bias}} \), \( \chi^2_{\text{UE}} \) and \( \chi^2_{\text{global}} \) for PHOJET1.12, PYTHIA6.214 - tuned and default, CDF tuning and ATLAS - TDR parameters.

The minimum bias and underlying event distributions presented in this article are satisfactorily described by both PHOJET1.12 and PYTHIA6.214 appropriately tuned.

The tuning we propose, PYTHIA6.214 - tuned (table 3), is a good example of a successful PYTHIA tuning for predicting minimum bias and the underlying event. It is undoubtedly a significant improvement compared to the predictions generated with the default PYTHIA6.214 parameters and also to the distributions generated with the parameters used in the ATLAS - TDR and in the CDF tuning. The differences between these models exposes the different procedures used to find each particular tuning. For example, the fact that the CDF tuning was primarily derived based on UE data makes it the best model for this particular set of distributions however, it does not necessarily succeeds in reproducing the minimum bias data shown here.

Due to the fact that information from a wider range of comparisons to data was used in our tuning we believe it to be a more robust model than any of the other competing PYTHIA tunings discussed in this study.

5.4 Extrapolating Predictions to Higher Energies

One of the aims of this study is to verify how well minimum bias and the underlying event are reproduced by MC models. Once we identify models which appropriately describe the data,
these will then be used to generate predictions for the pp collisions at LHC.

Figure 22 shows the average charged particle multiplicity (a) and the average transverse momentum of charged particles \( <p_t> \) at \( \eta = 0 \) (b) for NSD pp collisions for a wide range of colliding energies. It compares predictions generated with the models which had the best two \( \chi^2_{\text{global}} \) in the comparisons presented above, i.e. PHOJET1.12 and PYTHIA6.214 - tuned, and the CDF tuning.

![Figure 22: (a) Average charged particle multiplicity in NSD pp collisions; (b) Average transverse momentum of charged particles \( <p_t> \) at \( \eta = 0 \), for NSD pp collisions.](image)

The average charged particle multiplicity distributions in figure 22(a) show small differences between the three model predictions for energies up to the Tevatron \( (\sqrt{s} = 1.8 \text{ TeV}) \). However, as \( \sqrt{s} \to \infty \) the rise of \( < n_{ch} > \) has a different behaviour for each model: PYTHIA6.214 - default gives the steeper rise following a strong \( \ln^2(s) \) dependence, PHOJET1.12 predicts the slower rise with a dominating \( \ln(s) \) behaviour and the CDF tuning distribution sits in between the other.
two predictions. At the LHC energy, \( \sqrt{s} = 14 \text{ TeV} \), the models establish \( 70 \lesssim < n_{ch} > \lesssim 95 \).

In figure 22(b), the \( < p_t > \) at \( \eta = 0 \) distributions generated with the CDF tuning and PHOJET1.12 models predict higher \( < p_t > \) than PYTHIA6.214 - tuned for nearly all \( \sqrt{s} \) range. All distributions rise as \( \ln^2(s) \) and at the LHC energy the predictions vary from \( < p_t >= 0.55 \) GeV to 0.64 GeV.

As shown in figure 22, models which are reasonably successful in describing the wide range of data showed above, can and indeed give considerably distinct predictions at higher energies. In the next section, the two models with best global agreement to the data, PHOJET1.12 and PYTHIA6.214 - tuned, will be used to generate minimum bias and the underlying event predictions for the LHC.

6 LHC Predictions for Minimum Bias and the UE

The LHC will collide protons at centre-of-mass energies many times greater than any hadron collision ever performed in laboratory. As in previous hadron colliders, soft interactions will also be the dominant processes in pp collisions at the LHC.

Models capable of reproducing the available minimum bias and underlying event data for lower colliding energies are extremely important for predicting background levels associated to many physics processes and also for understanding the complex nature of the radiation environment in which the LHC’s detector systems will operate.

The study presented in previous sections indicates that the models PHOJET1.12 and PYTHIA6.214 - tuned give the best agreement to the data for both minimum bias and underlying event distributions. Here we present the LHC predictions generated by both models.

6.1 Minimum Bias Distributions

For LHC collisions (pp collisions at \( \sqrt{s} = 14 \text{ TeV} \)) the minimum bias cross section estimated by PYTHIA6.214 - tuned is \( \sigma_{n=6} = 65.7 \text{ mb} \) while PHOJET1.12 predicts \( \sigma_{n=6} = 73.8 \text{ mb}, 12.3\% \) greater than the former. Hence, for the same luminosity PHOJET1.12 generates more minimum bias pp collisions than PYTHIA6.214 - tuned. We shall however, focus on the general properties per pp collision not weighted by cross-sections. The results per pp collision can later be easily scaled by the cross-section and luminosity.

Figure 23 shows charged particle density distributions in pseudorapidity for minimum bias pp collisions at \( \sqrt{s} = 14 \text{ TeV} \) generated by PHOJET1.12 and PYTHIA6.214 - tuned. The charged particle density generated by PHOJET1.12 and PYTHIA6.214 - tuned at \( \eta = 0 \) is 5.13 and 6.82, respectively. In the central region (\( |\eta| < 2.5 \)) \( dN_{ch}/d\eta \) is \( \sim 5.5 \) and \( \sim 7 \), respectively for PHOJET1.12 and PYTHIA6.214 - tuned. Contrasting to the agreement shown for p\( \bar{p} \) collisions at \( \sqrt{s} = 1.8 \text{ TeV} \) in figure 17(c), at the LHC PYTHIA6.214 - tuned generates \( \sim 27\% \) more charged particle density in the central region than PHOJET1.12.

Compared to the charged particle density \( dN_{ch}/d\eta \) measured by CDF at 1.8 TeV (figure 17(c) ), PYTHIA6.214 - tuned indicates a plateau rise of \( \sim 70\% \) at the LHC in the central region while PHOJET1.12 suggests a smaller rise of \( \sim 35\% \).

The average charged particle multiplicity in LHC minimum bias collisions, < \( n_{ch} > \), is 69.62 and 91.04 charged particles as predicted by PHOJET1.12 and PYTHIA6.214 - tuned, respectively. For centre-of-mass energies greater than \( \sim 1 \text{ TeV} \), the multiple parton interaction model employed by PYTHIA and the DPM used by PHOJET lead to multiplicity distributions with different rates of increase with the energy. PYTHIA gives a steeper rise than PHOJET (figures 17(d) and 22(a) ) indicating a faster increase in the event activity at the partonic level in the former when compared to the later. At \( \sqrt{s} = 14 \text{ TeV} \), the activity generated in minimum
bias collisions by both PHOJET1.12 and PYTHIA6.214 - tuned is \(\sim 25 - 30\%\) greater in the later.

The charged multiplicity distributions for LHC minimum bias events are shown in figure 24. Predictions generated by PYTHIA6.214 - tuned and PHOJET1.12 are significantly different. At low \(z\) (low multiplicity events) PYTHIA’s prediction reveals a double-peak which is not present in PHOJET’s distribution. For increasingly higher \(z\), the shoulder structure of the distributions indicate that PYTHIA6.214 - tuned generates more high multiplicity events than PHOJET1.12, reflecting the fact that the event activity generated by multiple parton scattering in PYTHIA rises faster with the energy than the corresponding effect due to the increase of Pomeron exchanges generated by PHOJET1.12.

A close comparison between the E735 charged multiplicity data presented in figure 16(d) and the LHC predictions in figure 24 shows that PHOJET1.12 does not predict a LHC KNO distribution much different of the one measured at the Tevatron, while PYTHIA6.214 - tuned indicates a sizable extension of the high \(z\) tale of the distribution.

The \(<p_t>\) at \(\eta = 0\) for charged particles in LHC minimum bias collisions predicted by PHOJET1.12 and PYTHIA6.214 - tuned models is 0.64 GeV and 0.55 GeV, respectively. The difference of \(\sim 16\%\) in this case is proportionally smaller compared to the differences seen for particle densities in pseudorapidity and multiplicity, which are of the order of 30%. Generating less particles in an average minimum bias collision at the LHC, PHOJET1.12 predicts that the average \(p_t\) per particle at \(\eta = 0\) is greater (or harder) than the corresponding prediction from PYTHIA6.214 - tuned.

The \(p_t\) spectrum of charged particles produced in LHC minimum bias events is displayed in figure 25. Once again, it compares PHOJET1.12 and PYTHIA6.214 - tuned. At very low momenta, \(p_t \lesssim 0.5\) GeV, the particle density predicted by PYTHIA6.214 - tuned is \(\sim 40\%\) greater than the corresponding PHOJET1.12 prediction. The difference is much smaller for
Figure 24: Charged multiplicity distribution for NSD pp collisions at $\sqrt{s} = 14$ TeV. Predictions generated by PYTHIA6.214 - tuned and PHOJET1.12.

Figure 25: Charged particle $p_t$ spectrum for NSD pp collisions at $\sqrt{s} = 14$ TeV.

higher $p_t$, and in fact both spectra become virtually undistinguishable. The low $p_t$ bins account for most of the multiplicity, but looking at the $p_t$ detection capabilities at ATLAS [9] and
CMS [10] for example, the detection of particles with good $p_t$ resolution will be limited to particles with $p_t > 0.5$ GeV [9, 10], both models suggest very similar detected $p_t$ spectra per pp event.

6.2 The UE at the LHC

Figure 26 displays PYTHIA6.214 - tuned and PHOJET1.12 predictions for the average particle multiplicity (a) and average $p_{\text{t sum}}$ in the underlying event (b) for pp collisions at the LHC (charged particles with $p_t > 0.5$ GeV and $|\eta| < 1$). The distributions generated by the two models are fundamentally different. Excepting the events with $P_{t_{\text{jet}}} \lesssim 3$ GeV, PYTHIA6.214 - tuned generates greater activity than PHOJET1.12 in both distributions shown in figure 26.

![Graphs showing average multiplicity and average $p_{\text{t sum}}$](image)

Figure 26: PYTHIA6.214 - tuned and PHOJET1.12 predictions for: (a) average multiplicity in the underlying event and (b) average $p_{\text{t sum}}$ in the underlying event.

A close inspection of predictions for the underlying event given in figure 26, shows that the average multiplicity in the underlying event for $P_{t_{\text{jet}}} > 10$ GeV reaches a plateau at $\sim 6.5$ charged particles according to PYTHIA6.214 - tuned and $\sim 3.0$ according to PHOJET1.12. Similarly for the average $p_{\text{t sum}}$ in the underlying event for $P_{t_{\text{jet}}} > 10$ GeV, the plateaus are formed at $\sim 7.5$ GeV and $\sim 3.5$ GeV according to PYTHIA6.214 - tuned and PHOJET1.12, respectively. Compared to the underlying event distributions measured by CDF at 1.8 TeV (figure 18(a) and (b)), PYTHIA6.214 - tuned indicates a plateau rise of $\sim 200\%$ at the LHC while PHOJET1.12 suggests a much smaller rise of $\sim 40\%$.

As shown in the previous section, the minimum bias predictions generated by PYTHIA6.214 - tuned and PHOJET1.12 for the central plateau of $dN_{ch}/d\eta$, indicate a rise of $\sim 70\%$ and $\sim 35\%$, respectively. These are smaller than the predicted increase for the underlying event suggested by both models. As discussed previously, at the Tevatron, for events with $P_{t_{\text{jet}}} > 10$ GeV the particle density in the underlying event is at least a factor of two larger than the equivalent minimum bias prediction. Using similar assumptions as those adopted in the analysis for the CDF data, LHC events with $P_{t_{\text{jet}}} > 10$ GeV are predicted to have a charged particle density $dN_{ch}/d\eta$ of $\sim 29$ charged particles per pseudorapidity unit according to PYTHIA6.214.
- tuned and $\sim 13$ according to PHOJET1.12. In other words, for $P_{\text{tjet}} > 10 \text{ GeV}$ the underlying event at the LHC is predicted to have a particle density $\sim 4$ times larger than its equivalent minimum bias prediction according to PYTHIA6.214 - tuned, and $\sim 2$ times larger according to PHOJET1.12.

Therefore PYTHIA6.214 - tuned predicts not only that the underlying event particle density will increase at the LHC, but it will also increase its activity compared to the equivalent minimum bias distribution. On the other hand, PHOJET1.12 estimates that the increase in charged particle density in the underlying event at the LHC will follow the same rate to the minimum bias density measured at the Tevatron. In both cases however, the underlying event density is greater than its equivalent minimum bias counterpart. Contradicting a widespread misconception, simulations involving high-$p_t$ jets ($P_{\text{tjet}} > 10 \text{ GeV}$) and its accompanying underlying event cannot be naively performed as a simple superposition of independent models for the jets and minimum bias densities.

Further studies are currently being conducted by the CDF Collaboration aiming at a deeper understanding of the composite nature of the underlying event and minimum bias data. As indicated by the analysis shown in Ref. [34] the soft and hard components of minimum bias data behave differently with the increase of the colliding energy. The soft component of minimum bias events appears to follow the KNO scaling and has a $p_t$ distribution at fixed multiplicity which is energy invariant. The hard minimum bias component, on the other hand, violates the KNO scaling and has a $p_t$ distribution which rises with the energy increase [34]. Similarly, breaking down the transverse region into two regions according to the sum of particles's $p_t$ in each of them, it has been noted that one of the regions ("transMAX") will pick up more of the hard component of the underlying event while the other region ("transMIN") will have much less activity and be populated by particles sensitive to the soft component of the underlying event, i.e. those originating from the beam-beam remnant component of the underlying event [35]. The better our understanding of the soft and hard components of both minimum bias and the underlying event, the better we will be able to design models which can accurately describe and predict these processes at current collider energies and beyond.

7 Conclusions

Though the SM is unable to satisfactorily describe those aspects of hadron collisions which are dominated by soft partonic processes, they can be reasonably described by the MC event generators PYTHIA and PHOJET, with the appropriate tunings.

We have presented numerous comparisons between these two event generators and data for minimum bias and the underlying event. These comparisons allowed us to verify that PHOJET1.12 with its default settings gives a good description of both sets of data, while PYTHIA6.214 needed to be tuned in order to improve its agreement to the data.

Based on the understanding of how variations in particular parameters employed by PYTHIA's multiple parton scattering model we tuned PYTHIA 6.214 to a wide range of minimum bias distributions taken at different colliding energies as well as to a set of underlying event measurements made at the Tevatron.

The PYTHIA6.214 - tuned model and PHOJET1.12 with its default settings gave the best global statistical agreement to the data and, when compared to other proposed tunings for soft hadronucleon physics, they showed considerable improvements when compared to PYTHIA's default settings and to the ATLAS tuning used to produce distributions for the ATLAS-TDR. The global results obtained with PYTHIA6.214 - tuned and PHOJET1.12 are also better than those obtained with the CDF tuning. However, it is worth mentioning that the CDF proposed tuning for PYTHIA, is slightly better than our PYTHIA6.214 - tuned model and PHOJET1.12, for describing the UE measured at the Tevatron. PYTHIA6.214 - tuned has been used by the
ATLAS Collaboration in the physics generation for the Atlas Data Challenge II (DC2) [36].

LHC predictions for minimum bias and the underlying event in jet events were generated with PYTHIA6.214 - tuned model and PHOJET1.12. These predictions showed that although these models give comparable descriptions of lower energy data, they disagree typically by $\sim 30\%$ in minimum bias multiplicity distributions ($\sim 16\%$ for minimum bias $< p_t >$ at $\eta = 0$), and by a factor of $\sim 2$ for underlying event distributions. Table 9 summarises some minimum bias and underlying event related observables generated by PYTHIA6.214 - tuned and PHOJET1.12.

<table>
<thead>
<tr>
<th>Observable</th>
<th>PYTHIA6.214 - tuned</th>
<th>PHOJET1.12</th>
<th>$\Delta % = \frac{X_{\text{high}} - X_{\text{low}}}{X_{\text{low}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{\text{tot}}$ (nb)</td>
<td>101.5</td>
<td>119.1</td>
<td>17.3</td>
</tr>
<tr>
<td>$\sigma_{\text{el}}$ (nb)</td>
<td>22.5</td>
<td>34.5</td>
<td>53.3</td>
</tr>
<tr>
<td>$\sigma_{\text{nud}}$ (nb)</td>
<td>65.7</td>
<td>73.8</td>
<td>12.3</td>
</tr>
<tr>
<td>$\langle n_{\text{ch}} \rangle$</td>
<td>91.0</td>
<td>69.6</td>
<td>30.7</td>
</tr>
<tr>
<td>$dN_{\text{ch}}/d\eta$ plateau for $</td>
<td>\eta</td>
<td>&lt; 2.5$</td>
<td>$\sim 7.0$</td>
</tr>
<tr>
<td>$dN_{\text{ch}}/d\eta$ at $\eta = 0$</td>
<td>6.8</td>
<td>5.1</td>
<td>33.3</td>
</tr>
<tr>
<td>$&lt; p_t &gt;$ at $\eta = 0$ (GeV)</td>
<td>0.55</td>
<td>0.64</td>
<td>16.4</td>
</tr>
<tr>
<td>$n_{\text{tot}}$ ($</td>
<td>\eta</td>
<td>&lt; 15$) per pp event</td>
<td>158.4</td>
</tr>
<tr>
<td>$n_{\text{tot}}$ ($</td>
<td>\eta</td>
<td>&lt; 2.5$) per pp event</td>
<td>60.9</td>
</tr>
<tr>
<td>$&lt; N_{\text{ch}} &gt;$</td>
<td>6.5</td>
<td>3.0</td>
<td>$\sim 115$</td>
</tr>
<tr>
<td>$P_{\text{t}_{\text{jet}}} &gt; 10$ GeV</td>
<td>7.5</td>
<td>3.5</td>
<td>$\sim 115$</td>
</tr>
<tr>
<td>$&lt; p_{\text{t}_{\text{avg}}} &gt;$</td>
<td>29.0</td>
<td>13.3</td>
<td>$\sim 120$</td>
</tr>
<tr>
<td>$dN_{\text{ch}}/d\eta$ for $P_{\text{t}_{\text{jet}}} &gt; 10$ GeV</td>
<td>4</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>UE/Min-bias</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_{\text{t}_{\text{jet}}} &gt; 10$ GeV</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9: PYTHIA6.214 - tuned and PHOJET1.12 results for pp collisions event generation at $\sqrt{s} = 14$ TeV.

Compared to the Tevatron measurements, PYTHIA6.214 - tuned indicates an increase on ratio of charged particle densities in the UE ($P_{\text{t}_{\text{jet}}} > 10$ GeV) to its equivalent minimum bias prediction, whereas PHOJET1.12 estimates that this ratio at the LHC will remain the same as measured at the Tevatron energies. In either case, there is more activity in the UE than an average minimum bias event. This advocates strongly against the widespread misconception which accepts that jet events in hadron collisions can be described as a naive superposition of the high-$p_t$ jet and the corresponding minimum bias densities.
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Appendix A

A - Trigger Simulation vs. MC Direct Selection

Throughout this paper we have defined minimum bias events as non-single diffractive inelastic (NSD) interactions. In this appendix we check how well PYTHIA6.214 - tuned (table 3) and PHOJET1.12 describe NSD interaction by direct selection (MSUB(94)=1 and MSUB(95)=1 in PYTHIA6.214, and processes PRON(1,1), PRON(4,1) and PRON(7,1) switched on in PHOJET1.12) when compared to trigger simulations which reproduce the selection criteria applied by UA5 [21] and CDF [22].

A1 - UA5 Trigger System

The UA5 detector was optimised for the study of charged particle multiplicity distributions for NSD interactions. Two systems of scintillator counter hodoscopes were used to select NSD events. As schematically shown in figure 27(a), the trigger hodoscopes H1 and H2 were positioned 4.6 m away from the interaction point following the beam-pipe direction covering the region $2.0 < |\eta| < 3.9$, while the forward hodoscopes F1 and F2 were positioned at 5.0 m from the interaction point, covering the $\eta$ range $3.6 < |\eta| < 5.6$ [21]. NSD events were selected by requiring a coincidence between a beam crossing and at least one hit in each of the trigger systems, which covered the $\eta$ ranges $-5.6 < \eta < -2.0$ and $2.0 < \eta < 5.6$, respectively.

The UA5 minimum bias trigger excluded most of the single-diffractive events and recorded about 95% of the NSD events [30]. Off-line software cuts were also used to eliminate background [21].

A2 - CDF Minimum Bias Trigger

During Tevatron's run I, the CDF detector used a system of beam-beam counters (BBC) to trigger the detector on NSD $p\bar{p}$ interactions [22]. The BBC consisted of two sets of scintillation counters placed along the beam axis $\sim 5.9$ m on either side of the interaction point. The $\eta$ range covered by the beam-beam counters was $3.2 < |\eta| < 5.9$. The vertex time-projection chamber (VTVC) was used to measure the trajectory of charged particles as they exited the beam pipe and also to reconstruct the $p\bar{p}$ interaction point. A cross-sectional representation of one quadrant of CDF's inner detector, including the BBC and VTVC, is shown in figure 27(b).

CDF selected NSD events by requiring at least one hit in each set of the BBC counters in coincidence with the beam crossing. As for the UA5 data, several off-line software cuts were also applied by the CDF Collaboration in order to eliminate beam-gas background and select purer samples of minimum bias $p\bar{p}$ collisions [22].

A3 - Trigger Simulation vs. Direct Selection

Trigger simulations were performed by generating all possible processes which take place in a typical high-energy hadron collisions and then applying the same triggering requirements used to select NSD events by UA5 for $p\bar{p}$ collisions at $\sqrt{s} = 200$, 546 and 900 GeV, and by CDF for $p\bar{p}$ collisions at $\sqrt{s} = 1.8$ TeV. Thus, the initial sample of generated collisions included elastic and all classes of inelastic processes (single and double diffraction and non-diffractive inelastic) and after being filtered by the trigger selection, only minimum bias events remained. These simulations were done using both PYTHIA6.214 - tuned model and PHOJET1.12 with its default parameters.

The results obtained with the trigger simulations at various energies were compared to those generated by setting the MC programs to generate exclusively minimum bias events, i.e., setting
Figure 27: Cross-sectional representation of one quadrant of (a) UA5 and (b) CDF, showing the main triggering elements used to select minimum bias events.
MSUB(94)=1 and MSUB(95)=1 in PYTHIA6.214, and switching on the processes IPRON(1,1), IPRON(4,1) and IPRON(7,1) in PHOJet1.12. Table 10 shows the minimum bias cross-sections obtained by simulating the trigger selection as applied by UA5 and CDF, compared to the cross-sections obtained by the direct selection of only NSD interaction.

<table>
<thead>
<tr>
<th></th>
<th>PYTHIA6.214 - tuned</th>
<th>PHOJet1.12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p\bar{p}$ at $\sqrt{s} = 200$ GeV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trigger Simul.</td>
<td>32.8 mb</td>
<td>34.3 mb</td>
</tr>
<tr>
<td>MC direct select.</td>
<td>32.4 mb</td>
<td>33.4 mb</td>
</tr>
<tr>
<td>$p\bar{p}$ at $\sqrt{s} = 546$ GeV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trigger Simul.</td>
<td>38.2 mb</td>
<td>38.2 mb</td>
</tr>
<tr>
<td>MC direct select.</td>
<td>37.7 mb</td>
<td>39.9 mb</td>
</tr>
<tr>
<td>$p\bar{p}$ at $\sqrt{s} = 900$ GeV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trigger Simul.</td>
<td>41.4 mb</td>
<td>43.4 mb</td>
</tr>
<tr>
<td>MC direct select.</td>
<td>40.8 mb</td>
<td>44.6 mb</td>
</tr>
<tr>
<td>$p\bar{p}$ at $\sqrt{s} = 1.8$ TeV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trigger Simul.</td>
<td>44.3 mb</td>
<td>51.4 mb</td>
</tr>
<tr>
<td>MC direct select.</td>
<td>45.8 mb</td>
<td>52.2 mb</td>
</tr>
</tbody>
</table>

Table 10: Comparison of NSD cross-sections generated using trigger simulation and direct selection.

As already discussed in previous sections, there is a difference in the NSD inelastic cross-section predicted by PYTHIA and PHOJET. However, for both event generators, the differences between cross-sections generated by the two methods (i.e. trigger simulation and direct selection of processes) is typically less than 5%.

Figure 28 displays charged particle density distributions, $dN_{ch}/d\eta$, for NSD $p\bar{p}$ collisions, comparing results obtained using the trigger simulation to those from the direct selection of processes for both PYTHIA6.214 - tuned and PHOJet1.12. No significant differences are observed between the two simulations at $\sqrt{s} = 900$ GeV or $\sqrt{s} = 1.8$ TeV.

Figure 29 shows charged multiplicity distributions for NSD $p\bar{p}$ collisions at $\sqrt{s} = 900$ GeV and $\sqrt{s} = 1.8$ TeV comparing, once again, results obtained using the trigger simulation to those from the direct selection of processes. Similarly to comparisons of reconstructed NSD cross-sections (table 10) and $dN_{ch}/d\eta$ distributions (figure 28), the charged multiplicity distributions generated by the different methods agree reasonably well. The only noticeable difference is observed for the low-$z$ region of the charged multiplicity distributions, especially at $\sqrt{s} = 1.8$ TeV. Distributions generated by the trigger simulation display less low-multiplicity events than those generated with the direct selection of processes. This is probably due to the fact that the trigger requirements cause the rejection of some double-diffractive events (typically low-multiplicity or low-$z$ events) in addition to the single-diffractive interactions.

Based on the comparisons shown above, we verify that the direct selection of NSD interactions in both PYTHIA6.214 and PHOJet1.12 agrees reasonably well to the cross-sections and minimum bias distributions predicted by the same event generators with the trigger simulation.
Figure 28: Charged particle density distributions, $dN_{ch}/d\eta$, for NSD $p\bar{p}$ collisions comparing results obtained using the trigger simulation to those from the direct selection of processes with (a) PYTHIA6.214 - tuned and (b) PHOJET1.12 at $\sqrt{s} = 900$ GeV, and (c) PYTHIA6.214 - tuned and (d) PHOJET1.12 at $\sqrt{s} = 1.8$ TeV.
Figure 29: Charged multiplicity distributions for NSD p£p collisions comparing results obtained using the trigger simulation to those from the direct selection of processes with (a) PYTHIA6.214 - tuned and (b) PHOJET1.12 at \( \sqrt{s} = 900 \text{ GeV} \), and (c) PYTHIA6.214 - tuned and (d) PHOJET1.12 at \( \sqrt{s} = 1.8 \text{ TeV} \).
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