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Abstract

Using data collected with the L3 detector at LEP at the $Z$ peak, the branching fractions of the $\tau$ lepton into the hadronic final states, $h^- n \pi^0 \nu$ ($n = 0, 1, 2, \geq 3$) and $h^- h^+ h^- n \pi^0 \nu$ ($n = 0, 1, \geq 2$), where $h^\pm$ denotes a charged hadron, are measured to be:

$$
\begin{align*}
\mathcal{B}(h^- \nu) &= 12.09 \pm 0.12 \pm 0.10 \% \\
\mathcal{B}(h^- \pi^0 \nu) &= 25.89 \pm 0.16 \pm 0.10 \% \\
\mathcal{B}(h^- 2\pi^0 \nu) &= 9.10 \pm 0.15 \pm 0.13 \% \\
\mathcal{B}(h^- \geq 3\pi^0 \nu) &= 1.35 \pm 0.11 \pm 0.11 \% \\
\mathcal{B}(h^- h^+ h^- \nu) &= 9.15 \pm 0.11 \pm 0.11 \% \\
\mathcal{B}(h^- h^+ h^- \pi^0 \nu) &= 4.81 \pm 0.12 \pm 0.08 \% \\
\mathcal{B}(h^- h^+ h^- \geq 2\pi^0 \nu) &= 0.66 \pm 0.08 \pm 0.04 \% .
\end{align*}
$$

The first uncertainty is statistical and the second systematic. The accuracy of these measurements is comparable to that of the current world average.
Introduction

The $\tau$ lepton is the only lepton massive enough to decay into hadrons, hence it provides a laboratory to study the weak hadronic current. Measurements of the branching fractions of the $\tau$ lepton into hadrons increase the precision of the determination of exclusive $\tau$ branching fractions. Among others, this improves the determination of the pion decay constant and the test of the vector current conservation. In this Letter we present new results for hadronic decays into one charged hadron \( h^+ + n_0 \) (\( n_0 = 0, 1, 2, 3 \)) and into three charged hadrons \( h^+ h^- + n_0 \) (\( n_0 = 0, 1, \geq 2 \)), where \( h^- \) stands for $\pi^-$ or $K^-$. We follow the convention that $\tau$ decays containing neutral kaons are excluded.

These results supersede our previous measurement [1]. Other measurements were published by several experiments [2].

The data were collected with the L3 detector [3] at LEP running at centre-of-mass energies around the $Z$ mass and correspond to an integrated luminosity of 92.6 pb\(^{-1}\).

For efficiency studies, $e^+ e^- \rightarrow \tau^+ \tau^- (\gamma)$ events are generated with the KORALZ Monte Carlo generator [4]. Background estimations are performed using the following Monte Carlo generators: BHAGENE [5] for $e^+ e^- \rightarrow e^+ e^- (\gamma)$, KORALZ for $e^+ e^- \rightarrow \mu^+ \mu^- (\gamma)$, JETSET [6] for $e^+ e^- \rightarrow q\bar{q}(\gamma)$ and DIAG36 [7] for $e^+ e^- \rightarrow e^+ e^- f\bar{f}$, where $f\bar{f}$ denotes a $e^+ e^-$, $\mu^+ \mu^-$, $\tau^+ \tau^-$ or $q\bar{q}$ pair.

The Monte Carlo events are simulated in the L3 detector using the GEANT program [8] which takes into account the effects of energy loss, multiple scattering and showering in the detector. Time dependent detector inefficiencies, as monitored during data taking, are also simulated.

Subdetector Efficiencies and Calibrations

The subdetector efficiencies are determined as described in Reference 9. Data samples from the processes $e^+ e^- \rightarrow e^+ e^- (\gamma)$, $e^+ e^- \rightarrow \mu^+ \mu^- (\gamma)$, $e^+ e^- \rightarrow e^+ e^- e^+ e^-$, $e^+ e^- \rightarrow e^+ e^- \mu^+ \mu^-$ as well as muons originating from $\tau$ decays are used to determine the efficiency of each subdetector. These studies are performed for each data taking period separately.

A track in the central tracker (TEC) must have at least 25 out of the 62 possible hits, one or more hits in the innermost part of the chamber and must span over more than 40 anode wires. Its transverse momentum must be larger than 2 GeV. After rejecting tracks in the low resolution region adjacent to the anode, the track finding efficiency is found to be about 96%, almost independent of the track momentum. The double track resolution of the TEC is determined from data [10] to be about 500 \( \mu \)m and is reproduced in the detector simulation. Small differences between data and simulated events are considered as systematic uncertainties.

The efficiencies of the electromagnetic calorimeter (BGO) to detect an electromagnetic shower or a minimum ionising particle (MIP) are determined to be about 99% and 97%, respectively. The efficiency of the hadron calorimeter (HCAL) to detect a MIP is about 89%. The muon spectrometer track finding efficiency for muons crossing more than one layer of chambers is 74%.

These subdetector efficiencies are used to correct the Monte Carlo simulation of the detector response to the $e^+ e^- \rightarrow \tau^+ \tau^- (\gamma)$ and background processes. The energy scales of the subdetectors are calibrated using control data samples [11]. The scales of the BGO and the HCAL
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1) Charge conjugation is implied throughout this Letter
are verified to better than 0.5% and 1%, respectively.

**Selection of $e^+e^- \rightarrow \tau^+\tau^-(\gamma)$ Events**

Events stemming from the process $e^+e^- \rightarrow \tau^+\tau^-(\gamma)$ are characterised by two jets with low track and calorimetric cluster multiplicities. A jet may also consist of an isolated electron or muon. Their selection is the same as described in Reference 9. To ensure good track measurements only events in the barrel region of the detector are accepted by requiring $|\cos \theta_{\text{thrust}}| < 0.7$, where $\theta_{\text{thrust}}$ is the polar angle of the thrust axis determined from tracks and calorimetric clusters. The event multiplicity, defined as the sum of the number of tracks and neutral clusters, is required to be less than 10. Each event is divided into two hemispheres with respect to the plane orthogonal to the thrust axis. The main backgrounds arise from the $e^+e^- \rightarrow e^+e^-(\gamma)$, $e^+e^- \rightarrow \mu^+\mu^-(\gamma)$ and $e^+e^- \rightarrow q\bar{q}(\gamma)$ processes and two-photon interactions. They are suppressed by cuts on the total energy deposited in the detector, on the energy deposited in the BGO or on the momenta of possible muons.

A sample of 70016 $e^+e^- \rightarrow \tau^+\tau^-(\gamma)$ events is selected. The estimations of the efficiencies and background fractions are done separately for each data taking period. The average selection efficiency for $e^+e^- \rightarrow \tau^+\tau^-(\gamma)$ events inside the barrel region of the detector, estimated from Monte Carlo, is 78.8 ± 0.2%.

The background fractions are estimated from Monte Carlo and listed in Table 1. Scale factors around unity are applied to improve the agreement with data. They are obtained from a comparison to control data samples [9].

The background from cosmic rays is estimated from the distribution of the distance of closest approach to the beam position using muons and found to be negligible.

**Photon and $\pi^0$ Identification**

Photon and $\pi^0$ identification is the basis of this analysis. Local energy deposits with narrow shower shape in the BGO, not matching to a track, are searched for. They are denoted as neutral clusters. Neutral clusters in the vicinity of a hadron track are identified by subtracting from the BGO energy deposit an averaged transverse hadronic shower profile, adjusted in amplitude to the wide hadronic shower around the impact point of the track in the BGO [12]. The remaining local maxima of the energy deposit are then compared to the shape of an electromagnetic shower and an estimator, $\chi^2_{\text{cm}}$, is calculated. Hadronic $\tau$ decays at LEP energy result in narrow jets leading to energy deposits from hadrons and $\pi^0$'s in a small cone. Low energy $\pi^0$'s decay into photons with an opening angle sufficiently large to form two separate electromagnetic showers in the BGO with an invariant mass close to the $\pi^0$ mass. For high $\pi^0$ energies, the angle between the photons becomes smaller than the spatial resolution of the BGO and the two showers merge into a single one with relatively high energy. Electromagnetic showers in the BGO may also be faked by split-offs of hadronic showers which must be rejected. These tend to be of low energy and at a larger distance from the hadronic shower. They are suppressed by requiring the energy of the neutral clusters to be larger than 500 MeV and the angle between the neutral cluster and the nearest track to be less than 17 degrees. Finally, a neural network is used to separate electromagnetic showers and remaining split-off deposits from hadronic showers. The input variables for the neural network are: the energy and the mass of the neutral cluster,
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2) Tracks from $K^0_S$ are not counted in the track multiplicity [9].
where the mass is obtained by a fit to the shower profile assuming that the shower is originated by two photons, the invariant mass of the nearest track with the neutral cluster, the angle between the track and the neutral cluster and the value of $\chi^2_{em}$. If a second neutral cluster is present a fit which constrains the invariant mass of the two neutral clusters to the $\pi^0$ mass is performed and its $\chi^2$ is also fed into the neural network. The output of the neural network, $P_{em}$, is interpreted as the probability of a neutral cluster to be of electromagnetic nature. Its distribution is shown in Figure 1a. The predictions for electromagnetic and split-off neutral clusters are well separated by the network and their sum is in very good agreement with the data.

A second neural network is trained to separate photons and unresolved $\pi^0$'s. For this purpose, two training samples are selected from $e^+e^- \rightarrow \tau^+\tau^-(\gamma)$ data with enriched $\tau \rightarrow \rho \nu$ decays. The first sample must contain one neutral cluster and one track, with an invariant mass corresponding to the mass of the $\rho$ meson. The neutral cluster is assumed to be an unresolved $\pi^0$. For the second sample, one track and two neutral clusters are required with an invariant mass compatible with the mass of the $\rho$ meson. These neutral clusters are considered as photons. The input variables to the neural network are the energies of the neutral clusters, the value of $\chi^2_{em}$, the invariant mass of the nearest track and the neutral cluster and the mass of the neutral cluster.

The neural network is applied to the total sample of $e^+e^- \rightarrow \tau^+\tau^-(\gamma)$ events. The output, shown in Figure 1b, represents the probability $P_{\pi^0}$ of a neutral cluster to be a $\pi^0$. The separation power of the network is verified by selecting a photon sample by requiring $P_{em} > 0.3$ and $P_{\pi^0} < 0.3$ and calculating the invariant mass of the two clusters shown in Figure 1c. A clear peak at the mass of $\pi^0$ is observed with a negligible background.

Photons can also convert in the material inside the TEC giving additional tracks. These are identified as described in Reference 9 and their tracks and energy deposits in BGO are rejected from the event.

Rejection of $\tau$ Decays into Leptons and Neutral Kaons

The decays $\tau^- \rightarrow e^-\bar{\nu}_e\nu_e$ and $\tau^- \rightarrow \mu^-\bar{\nu}_\mu\nu_\tau$ are identified [13] and rejected from the sample. An electron is characterised by an energy deposit in the BGO matched with a TEC track. The shower shape must be consistent with an electromagnetic one. A muon is identified as a track in the muon chambers with energy deposits in the calorimeters consistent with a MIP. In regions without spectrometer coverage, a TEC track pointing to a MIP signature in the calorimeters is recognised as a muon.

In addition, $\tau$ decays into neutral kaons are rejected. They are identified as described in Reference 14. One TEC track originating from the interaction region is required. The energy deposit in the HCAL matched to this track is compared to the expectation for a hadron with a measured momentum $p_{TEC}$. The difference $\Delta E_{HCAL}$ between the observation and expectation tends to be large for hadronic $\tau$ decays containing neutral kaons. The quantity $\Delta E_{HCAL}/\sqrt{p_{TEC}}$, shown in Figure 1d, must be larger than $3\sqrt{\text{GeV}}$. In addition, the hadronic shower must be distributed to the deeper layers of the HCAL and the cosine of the angle $\alpha$ between the track and the shower must satisfy $0.9 < \cos \alpha < 0.9994$. With these cuts about 50% of the $\tau \rightarrow K^0\pi\nu$ decays are identified and rejected from the sample. The remaining ones are treated as background.
Analysis of 1-prong Hadronic $\tau$ Decays

To select 1-prong hadronic $\tau$ decays, one track is required in the corresponding hemisphere. The fraction of the decay modes $h^{-}\nu$, $h^{-}\pi^{0}\nu$, $h^{-}2\pi^{0}\nu$ and $h^{-}\geq3\pi^{0}\nu$ is then obtained using a neural network approach.

Several networks are prepared whose input variables are: the total energies deposited in the BGO and HCAL in the corresponding hemisphere, the energies of the neutral clusters, the values of $P_{em}$ and $P_{\pi^{0}}$ and the invariant masses of all combinations of neutral clusters and of neutral clusters and the charged particle. For each $\tau$ decay channel, a large Monte Carlo sample is used to train the neural networks. The first network, denoted as $NN_{h}$, is trained using $h^{-}\nu$ decays as signal and all other channels as background. The second network, denoted as $NN_{h\pi^{0}},$ is trained using $h^{-}\pi^{0}\nu$ decays as the signal, and $h^{-}2\pi^{0}\nu$ and $h^{-}\geq3\pi^{0}\nu$ decays as background. The last network, denoted as $NN_{h3\pi^{0}},$ is trained using $h^{-}\geq3\pi^{0}\nu$ decays as signal, and $h^{-}2\pi^{0}\nu$ as background. The distributions of the outputs from $NN_{h},$ $NN_{h\pi^{0}}$ and $NN_{h3\pi^{0}}$ networks are shown in Figures 2, 3 and 4, respectively, for data and Monte Carlo. The signals are well separated towards large values whereas events of the background lie in the low value region.

Analysis of 3-prong Hadronic $\tau$ Decays

To select 3-prong hadronic $\tau$ decays, three tracks are required. Two neural networks are used to distinguish the decay modes $h^{-}h^{+}h^{-}\nu$, $h^{-}h^{+}h^{-}\pi^{0}\nu$ and $h^{-}h^{+}h^{-}\geq2\pi^{0}\nu$.

These neural networks, denoted as $NN_{3h}$ and $NN_{3h\pi^{0}}$, are trained using $h^{-}h^{+}h^{-}\nu$ and $h^{-}h^{+}h^{-}\geq2\pi^{0}\nu$ Monte Carlo events, respectively, as signals and the other channels as background. Input variables are the total energy deposits in the BGO and HCAL in the corresponding hemisphere, the momenta of the tracks, the energies of the neutral clusters, the values of $P_{em}$ and $P_{\pi^{0}}$ and the invariant masses of all combinations of the neutral clusters and of the neutral clusters and the charged particles. The output distributions for $NN_{3h}$ and $NN_{3h\pi^{0}}$ are shown in Figures 5 and 6, respectively, for data and Monte Carlo.

Determination of Hadronic $\tau$ Decay Branching Fractions

The neural network output distributions are used to simultaneously determine the branching fractions of the $\tau$ 1-prong decays into final states with zero, one, two and three or more $\pi^{0}$’s and the 3-prong decays into final states with zero, one or more than two $\pi^{0}$’s. A likelihood function is defined as:

$$L = L_{1} \times L_{3},$$

where

$$L_{1} = \prod_{i} P_{1}(N_{obs}^{i}, N_{exp}^{i}) \quad \text{and}$$

$$L_{3} = \prod_{i} P_{3}(N_{obs}^{i}, N_{exp}^{i})$$

are the likelihood functions for 1-prong and 3-prong hadronic decays. $P_{1}$ and $P_{3}$ are Poisson distributions. For 1-prong decays the index $i$ runs over the bins in the space spanned by the
outputs of the neural networks $NN_h$, $NN_{h\pi^0}$ and $NN_{h3\pi^0}$ and for 3-prong decays over the bins in the space of the neural networks $NN_{3h}$ and $NN_{3h2\pi^0}$. $N_{\text{obs}}^i$ is the number of $\tau$’s observed in the $i$-th bin, and $N_{\text{exp}}^i$ is:

$$N_{\text{exp}}^i = N_e \sum_{j=1,7} B(j) \varepsilon^{ij} + N_{bg}^i,$$

where $N_e$ is the total number of $\tau$ decays in the barrel, as obtained from the measured cross section, and $B(j)$ is the branching fraction of the decay channel $j$, with $j$ running over all considered $\tau$ decays. The quantity $\varepsilon^{ij}$ represents the selection efficiency for the decay channel $j$ in the $i$-th bin, and $N_{bg}^i$ is the number of other $\tau$ decays as well as non-$\tau$ background events in the $i$-th bin. The results are:

- $B(h^-\nu) = 12.09 \pm 0.12\%$
- $B(h^-\pi^0\nu) = 25.89 \pm 0.16\%$
- $B(h^-2\pi^0\nu) = 9.10 \pm 0.15\%$
- $B(h^- \geq 3\pi^0\nu) = 1.35 \pm 0.11\%$
- $B(h^-h^-\nu) = 9.15 \pm 0.11\%$
- $B(h^-h^-\pi^0\nu) = 4.81 \pm 0.12\%$
- $B(h^-h^-h^- \geq 2\pi^0\nu) = 0.66 \pm 0.08\%$

where the uncertainty is statistical. The use of different or additional neural networks does not change these results. The correlations between the 1-prong modes and between the 3-prong modes are non negligible and are given in Table 2 together with the systematic correlations discussed below. The results include those correlations.

**Systematic Uncertainties**

Several possible sources of systematic uncertainties are investigated. They are discussed in the following and their effect on the measured branching fractions are detailed in Table 3.

The cuts to suppress the different background processes are varied within the resolution of the corresponding variable. The change in the branching fractions is assigned as a systematic uncertainty. The uncertainty of the non-$\tau$ background fractions in the $e^+e^- \to \tau^+\tau^-(\gamma)$ sample is obtained by varying each Monte Carlo background fraction by the statistical uncertainty of its scale factor derived from control data [9]. The uncertainties on the cross sections of the background processes are also taken into account.

The criteria to identify $\tau$ decays into electrons, muons and kaons are varied within the resolution of the selection variables and the change of the branching fractions is assigned as systematic uncertainty.

The track efficiency is varied within its statistical error of 0.25% obtained from control data. The effect of the double track resolution is treated as in Reference 9. The criteria applied to identify neutral clusters are varied within the resolution of the corresponding variables. The energy scale uncertainty of each subdetector which is obtained from data, is varied within its statistical uncertainty. The systematic uncertainty from photon conversions is obtained by varying the estimated fraction of photon conversion tracks by its statistical error as determined from data.
The effect of nuclear interaction in the material between the beam pipe and the TEC is studied with samples of $e^+e^- \to \tau^+\tau^-(\gamma)$ events and the uncertainty in the modeling is found to be negligible.

The Monte Carlo generation of $\pi^-\pi^0\pi^0\nu$ and $\pi^-\pi^+\pi^-\nu$ decays is based on the KS model [15]. A more model independent analysis [16] revealed that the dominant $W_A$ structure function is underestimated by this model. A reweighting of the Monte Carlo events is then performed using the measured $W_A$ structure function. This implies a small shift of the branching fractions $B(h^-2\pi^0\nu)$ and $B(h^-+h^-h^-\nu)$ included in the values quoted above. Half of these shifts is assigned as modeling uncertainty. The systematic uncertainty from minor discrepancies between neural network distributions for data and Monte Carlo is estimated by reweighting the Monte Carlo distributions so to enforce agreement with the data. Finally, the uncertainty from the Monte Carlo statistics is also considered.

The correlations between systematic uncertainties are estimated performing a large number of Monte Carlo experiments with variations of the relevant parameters around their central values. The covariance matrix obtained is added to the statistical one and the result is given in Table 2.

**Conclusion**

The branching fractions of the hadronic $\tau$ decays are measured with the L3 detector at LEP using a neural network approach. The results obtained by fitting the neural network outputs for each decay channel are:

<table>
<thead>
<tr>
<th>Branching Fraction</th>
<th>Value</th>
<th>First Uncertainty</th>
<th>Second Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B(h^-\nu)$</td>
<td>12.09 ± 0.12</td>
<td>± 0.10 %</td>
<td></td>
</tr>
<tr>
<td>$B(h^-\pi^0\nu)$</td>
<td>25.89 ± 0.16</td>
<td>± 0.10 %</td>
<td></td>
</tr>
<tr>
<td>$B(h^-2\pi^0\nu)$</td>
<td>9.10 ± 0.15</td>
<td>± 0.13 %</td>
<td></td>
</tr>
<tr>
<td>$B(h^- \geq 3\pi^0\nu)$</td>
<td>1.35 ± 0.11</td>
<td>± 0.11 %</td>
<td></td>
</tr>
<tr>
<td>$B(h^-h^-h^-\nu)$</td>
<td>9.15 ± 0.11</td>
<td>± 0.11 %</td>
<td></td>
</tr>
<tr>
<td>$B(h^-h^-h^-2\pi^0\nu)$</td>
<td>4.81 ± 0.12</td>
<td>± 0.08 %</td>
<td></td>
</tr>
<tr>
<td>$B(h^-h^-h^- \geq 2\pi^0\nu)$</td>
<td>0.66 ± 0.08</td>
<td>± 0.04 %</td>
<td></td>
</tr>
</tbody>
</table>

The first uncertainty is statistical and the second systematic. These values are in agreement with the current world averages [17] and are of comparable accuracy.
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<table>
<thead>
<tr>
<th>Background source</th>
<th>Fraction [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^+e^- \rightarrow e^+e^- (\gamma)$</td>
<td>$0.16 \pm 0.02$</td>
</tr>
<tr>
<td>$e^+e^- \rightarrow \mu^+\mu^- (\gamma)$</td>
<td>$0.68 \pm 0.01$</td>
</tr>
<tr>
<td>$e^+e^- \rightarrow q\bar{q}(\gamma)$</td>
<td>$1.59 \pm 0.05$</td>
</tr>
<tr>
<td>Two-photon interactions</td>
<td>$0.16 \pm 0.01$</td>
</tr>
</tbody>
</table>

Table 1: The background fractions in the $e^+e^- \rightarrow \tau^+\tau^- (\gamma)$ event sample.

<table>
<thead>
<tr>
<th>Decay modes</th>
<th>$\tau^- \rightarrow h^- n\pi^0\nu$</th>
<th>$\tau^- \rightarrow h^- h^+ h^- n\pi^0\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n = 0$</td>
<td>$n = 1$</td>
</tr>
<tr>
<td>$e^+e^- \rightarrow e^+e^- (\gamma)$</td>
<td>0.017</td>
<td>0.035</td>
</tr>
<tr>
<td>$e^+e^- \rightarrow \mu^+\mu^- (\gamma)$</td>
<td>0.013</td>
<td>0.030</td>
</tr>
<tr>
<td>$e^+e^- \rightarrow q\bar{q}(\gamma)$</td>
<td>0.004</td>
<td>0.026</td>
</tr>
<tr>
<td>Two-photon interactions</td>
<td>0.035</td>
<td>0.016</td>
</tr>
<tr>
<td>Leptonic $\tau$ decays</td>
<td>0.066</td>
<td>0.036</td>
</tr>
<tr>
<td>$\tau$ decays into $K^0$</td>
<td>0.025</td>
<td>0.016</td>
</tr>
<tr>
<td>Track selection</td>
<td>0.023</td>
<td>0.013</td>
</tr>
<tr>
<td>Neutral cluster selection</td>
<td>0.008</td>
<td>0.026</td>
</tr>
<tr>
<td>Scale uncertainties</td>
<td>0.014</td>
<td>0.028</td>
</tr>
<tr>
<td>Photon conversions</td>
<td>0.004</td>
<td>0.008</td>
</tr>
<tr>
<td>$W_A$ modeling</td>
<td>0.001</td>
<td>0.013</td>
</tr>
<tr>
<td>Neural network</td>
<td>0.028</td>
<td>0.008</td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>0.041</td>
<td>0.061</td>
</tr>
<tr>
<td>Total</td>
<td>0.100</td>
<td>0.101</td>
</tr>
</tbody>
</table>

Table 3: Systematic uncertainties on the $\tau$ hadronic branching fractions, in %.
Figure 1: Distributions for data and Monte Carlo of: a) the output of the neural network used to discriminate electromagnetic showers from split-off deposits caused by hadronic showers. b) the output of the neural network used to discriminate photons from $\pi^0$'s. The output peaks at large values for $\pi^0$'s and at low values for photons. c) the invariant mass of two neutral clusters which have an output in a) above 0.3 and an output in b) below 0.3. d) the difference between the energy measured in ECAL and predicted from the track momentum $p_{TEC}$, divided by $\sqrt{p_{TEC}}$. The Monte Carlo distributions are normalised to the number of data events.
Figure 2: The distribution of the output of the neural network $NN_h$ trained to identify $\tau^- \rightarrow h^-\nu$ decays. The Monte Carlo distributions are normalised to the number of data events using the measured $\tau$ branching fractions.
Figure 3: The distribution of the output of the neural network $NN_{h\pi^0}$ trained to identify $\tau^- \rightarrow h^-\pi^0\nu$ decays. The Monte Carlo distributions are normalised to the number of data events using the measured $\tau$ branching fractions.
Figure 4: The distribution of the output of the neural network $NN_{h3\pi^0}$ trained to identify $\tau^- \to h^- \geq 3\pi^0\nu$ decays. The Monte Carlo distributions are normalised to the number of data events using the measured $\tau$ branching fractions.
Figure 5: The distribution of the output of the neural network $NN_{3h}$ trained to identify $\tau^- \to \pi^- \pi^+ \pi^- \nu$ decays. The Monte Carlo distributions are normalised to the number of data events using the measured $\tau$ branching fractions.
Figure 6: The distribution of the output of the neural network $\text{NN}_{3h,2}\pi^0$ trained to identify $\tau^{-} \rightarrow h^{-} h^{+} h^{-} \geq 2\pi^0\nu$ decays. The Monte Carlo distributions are normalised to the number of data events using the measured $\tau$ branching fractions.