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Abstract

The paper deals with estimating problem of regression function at a given state point in nonparametric regression models with gaussian noises and with nongaussian noises having unknown distribution. An asymptotically efficient kernel estimator is constructed for a local minimax risk.
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1
1 Introduction

The problem of minimax estimation of nonparametric regression function has been studied in a number of papers [see, for example, Ibragimov and Hasminskii (1979), Gunst and Mason (1980), Golubev (1992), Donoho, Johnstone, Kerkyacharian and Picard (1995), Barron, Birgé and Massart (1999), Efronimovich (1999), Nemirovskii (2000), Kalifa and Mallat (2003) and references cited therein].

This paper deals with nonparametric estimation of the regression function \( S \) at a given point \( z_0 \), i.e. the value \( S(z_0) \), when the smoothness of \( S \) is known. In earlier published papers concerning estimation at a given point only the order of the optimal rate for a minimax risk was found but the sharp constant was not known.

Note that in estimation problems for nonparametric regression exact asymptotics have been found only in some cases: Nusbaum (1985), Golubev and Nussbaum (1992) for a \( L_2 \)-risk and the regression function belonging to some Sobolev space, Korostelev (1993) for the uniform norm and a Hölder regression.

In this paper we find the sharp asymptotical lower bound for a local risk and prove that a kernel estimate is asymptotically efficient for Hölder classes with a known smoothness. We make use of the approach developed by Galtchouk and Pergamenshchikov (2002).

The main difficulty in obtaining the exact constant in the lower bound for the risk in the problem of estimating a function at a given point is bound with the traditional definition of risk (see, [11]) which does not allow one to perform the additional limit transition in the Hajek - Le Cam inequality. We would remind that the key idea in deriving the lower bound for the risks is to replace the supremum over the whole Hölder class of functions with that over some its parametric subclass and to apply the Hajek - Le Cam inequality for parametric problems. However in order to get the exact constant in the lower bound the additional transition to the limit is needed with the Hölder constant for this subclass tending to infinity. It cannot be done if one uses the traditional definition of risk which assumes that both the Hölder class and the Hölder constant are fixed. In this paper we propose to change the traditional definition of risk by employing some parametric family with an arbitrary large Hölder’s constant, that is we introduce a set of functions for which only the smoothness order is fixed and the set may include the functions with arbitrary large constants. To this end we come to the integral description of vicinities based on the weak Hölder condition and which contain all Hölder’s functions with a fixed smoothness order \( \beta \). This means that the optimal estimation rate for such functions is \( n^{-\beta/(2\beta+1)} \),
where $n$ is a number of observations. For the modified definition of risk we find a constant which as well as in the parametric case equals the mean of the loss function computed for some Gaussian random variable. This constant fully coincides with the corresponding normalized limiting expectation of the loss function calculated for the stochastic term in the expansion of the kernel estimate with the indicator function $\chi_{([-1,1])}$ as a kernel. This property is connected with the fact that the variance of the stochastic term of the indicator kernel estimate attains its minimal values in the class of all kernel estimates.

In other words, in order to prove the optimality property for the kernel estimate one has to show that the principal term in the asymptotic representation is the stochastic one. There arises a question if one can exclude the influence of the approximating term. Two reasons make it possible. First we consider a local risk in which the supremum is taken over a special vicinity with the centre having the smoothness order slightly higher than the assumed one $\beta$ (see below the definition of ”zero-constant” Hölder condition in section 4). Second, the complementary term to the central function, which has the smoothness order $\beta$, is very small and in the limit as the radius of the vicinity tends to zero the approximating term vanishes and does not influence on the limiting constant for the risk of the kernel estimate and the stochastic term turns out to be the principal one. Notice that by the similar way the efficient estimator is constructed by Belitser (2000) for the density estimation problem at a given point.

The paper is organized as follows. In the next section we formulate the problem and give definitions of a function class, vicinities and a local risk. In section 3 the sharp lower bound for the local minimax risk over all estimates is established. In section 4 we prove that the upper bound of the local risk for the kernel estimate coincides with the lower bound, i.e. this estimate is asymptotically efficient. In section 5 the asymptotical efficiency is proved in the case of nongaussian noises with unknown distributions. Appendix contains some technical results.

## 2 Statement of the problem

Consider the following regression model
\[ y_k = S(x_k) + \xi_k, \quad 1 \leq k \leq n, \] (2.1)
where $S(\cdot)$ is an unknown function, $x_k = k/n$ and $\{\xi_k\}$ are i.i.d. $\sim \mathcal{N}(0, \sigma^2)$.

The problem is to estimate the function $S(\cdot)$ at a fixed point $z_0 \in [0, 1]$, i.e. the value $S(z_0)$ by observations $\{y_k, 1 \leq k \leq n\}$. 
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Assume that the unknown function $S = S(x)$, $x \in \mathbb{R}$, belongs to class

$$\mathcal{H}(\beta) = \bigcup_{K > 0} \mathcal{H}(K, \beta),$$

(2.2)

$\mathcal{H}(K, \beta)$ is Hölder’s class with a constant $K$ and exponent $\beta = 1 + \alpha$, $\alpha \in (0, 1)$.

To solve this problem we will make use of a special local risk. First we construct the vicinities.

For each function $S_0 \in \mathcal{H}(\beta)$ and $0 < \delta < 1$ we introduce a family of vicinities $\mathcal{U}_{\delta, L}(S_0)$ in $\mathcal{H}(\beta)$ as

$$\mathcal{U}_{\delta, L}(S_0) = \left\{ S(\cdot) : S(x) = S_0(x) + D(x), \quad D \in C_1, \quad \sup_{x \in \mathbb{R}} |\dot{D}(x)| \leq L, \right.$$  

$$\left. \left| \int_{-1}^{1} (D(z_0 + hx) - D(z_0)) dz \right| \leq \delta \int L^{[2\beta+1]} \right\},$$

(2.3)

where $L$ is a given positive constant. Notice that the class of functions $\mathcal{U}_{\delta, L}(S_0)$ comprises, for example, a set of functions $S$ with

$$D(x) = \varphi_n^{-1} V\nu\left(\frac{x - z_0}{h}\right),$$

(2.4)

where $\varphi_n = n^{\beta/[2\beta+1]}$,

$$V\nu(x) = \nu^{-1} \int_{-\infty}^{\infty} \tilde{Q}_\nu(u) g\left(\frac{u - x}{\nu}\right) du,$$

(2.5)

$$\tilde{Q}_\nu(u) = 1_{\{u \leq 1 - 2\nu\}} + 21_{\{1 - 2\nu \leq |u| \leq 1 - \nu\}},$$

$$g(z) = \begin{cases} 
  c \exp\{-z^2\}^{-1}, & |z| \leq 1, \\
  0, & |z| > 1,
\end{cases}$$

$0 < \nu < 1/4$, a positive constant $c$ is such that $\int_{-1}^{1} g(z) \, dz = 1$. For any $0 < \nu < 1/4$, one has

$$V\nu(0) = 1, \quad \text{and} \quad \int_{-1}^{1} V\nu(x) \, dx = 2.$$

Therefore,

$$\int_{-1}^{1} (D(z_0 + hx) - D(z_0)) dz = 0.$$
Since 
\[
|\dot{D}(x)| = \varphi_n^{-1} h^{-1} |\tilde{V}_n \left( \frac{x - z_0}{h} \right)| \leq n^{-\alpha/(2\beta+1)} \nu^{-2} \tilde{g}^*, \quad \tilde{g}^* = \sup_x |\tilde{g}(x)|,
\]
the function \( S = S_0 + D \) belongs to \( \mathcal{U}_{\delta,L}(S_0) \), if one chooses \( \delta \) for each \( n \geq 1 \) such that 
\[
n^{-\beta/(2\beta+1)} \nu^{-1} \tilde{g}^* + n^{-\alpha/(2\beta+1)} \nu^{-2} \tilde{g}^* < \delta, \quad \tilde{g}^* = \sup_x \tilde{g}(x).
\]

**Remark 2.1.** To explain definition (2.3) of the vicinity \( \mathcal{U}_{\delta,L} \) we introduce the following definition.

A function \( D \) is said to satisfy the weak Hölder condition with an exponent \( \beta \) and a constant \( \delta \) at a point \( z_0 \) if 
\[
\left| \int_{-1}^{1} (D(z_0 + hz) - D(z_0))dz \right| \leq \delta h^\beta.
\]
In particular, for \( \beta = 1 + \alpha, \; 0 < \alpha < 1 \), the relation 
\[
\int_{-1}^{1} (D(z_0 + hz) - D(z_0))dz = \int_{-1}^{1} \left( \int_{z_0}^{z_0 + hz} (\dot{D}(t) - \dot{D}(z_0))dt \right)dz
\]
shows that if \( D \) is differentiable and the derivative satisfies the usual Hölder condition with exponent \( \alpha, \; 0 < \alpha < 1 \), and a constant \( \delta \), then \( D \) satisfies the weak Hölder condition with the exponent \( \beta = 1 + \alpha \) and the same constant \( \delta \). Therefore the vicinity \( \mathcal{U}_{\delta,L} \) in (2.3) comprises functions \( S = S_0 + D \) with \( D \) satisfying the weak Hölder condition with exponent \( \beta = 1 + \alpha \) and constant \( \delta \) at the point \( z_0 \).

For any estimate \( \tilde{S}_n(z_0) \) of \( S(z_0) \) we define the local risk as 
\[
R_{\delta,n}(\tilde{S}_n, S_0) = \sup_{S \in \mathcal{U}_{\delta,L}(S_0)} E_S \psi_n(\tilde{S}_n, S), \tag{2.6}
\]
where the expectation \( E_S \) is taken with respect to the law \( P_S \) in (2.1), 
\[
\psi_n(\tilde{S}_n, S) = \varphi_n |\tilde{S}_n(z_0) - S(z_0)|, \quad \varphi_n = n^{\beta/(2\beta+1)}.
\]

**Remark 2.2.** It is easy to see that the vicinity \( \mathcal{U}_{\delta,L}(S_0) \) contains the functions of the form \( S = S_0 + D \), where \( D \) belongs to Hölder classes \( \mathcal{H}(K, \beta) \) with \( K \leq \delta \). As is well known (see, [11]) the rate of convergence is equal to \( \varphi_n \) for Hölder’s class with exponent \( \beta \). By this reason the local risk is defined by (2.6).
Remark 2.3. As we will see in Section 3 in order to derive the lower bound for the risk one has roughly speaking to proceed to the limit in the minimax risk with respect to Hölder’s constant as $K \to \infty$. It will be observed that the common definition of risk (see, [11]) when Hölder class $\mathcal{H}(K, \beta)$ is fixed, does not permit this limit transition. Therefore in this paper we apply the definition of vicinity (2.3) according to which a vicinity contains a family of functions $S = S_0 + D$ with $D$ from (2.4) with an arbitrary large Hölder constant.

3 Lower bound

Theorem 3.1. Suppose that $S_0 \in \mathcal{H}(\beta)$. Then for any $0 < \delta < 1$

$$\liminf_{n \to \infty} \inf_{\mathcal{S}} R_{\delta,n}(\mathcal{S}, S_0) \geq E|\eta|, \quad \eta \sim N(0, \sigma^2/2).$$

Proof. Denote

$$S_u(x) = S_0(x) + \frac{u}{\varphi_n} V_\nu \left( \frac{x - z_0}{h} \right),$$

where

$$h = n^{-1/(2\beta+1)}, \quad \beta = 1 + \alpha,$$

the function $V_\nu(\cdot)$ is defined in (2.5), $u$ is a real number. For any $b > 0$ and $\delta > 0$, there exists $n_{b,\delta} > 0$ such that $S_u \in \mathcal{U}_{b, \delta}(S_0)$ provided that $|u| \leq b$ and $n \geq n_{b,\delta}$.

For $n \geq n_{b,\delta}$, we have the inequalities

$$R_{\delta,n}(\mathcal{S}, S_0) \geq \sup_{|u| \leq b} E_{S_u} \psi_n(\mathcal{S}, S_u)$$

$$\geq \frac{1}{2b} \int_{-b}^{b} E_{S_u} \psi_{a,n}(\mathcal{S}, S_u) du := I_n(a, b),$$

where

$$\psi_{a,n}(\mathcal{S}, S_u) = v_a(\varphi_n(\mathcal{S}_n(z_0) - S_u(z_0))), \quad v_a(x) = |x| \wedge a, \quad a > 0.$$ 

Notice that measure $P_{S_u}$ is equivalent to measure $P_{S_0}$ and in this case the Radom-Nikodym derivative can be written as

$$\rho_n(u) = \frac{dP_{S_u}}{dP_{S_0}} = \exp\left\{-\frac{1}{2\sigma^2} \sum_{k=1}^{n} \left( (y_k - S_u(x_k))^2 - (y_k - S_0(x_k))^2 \right) \right\}$$

$$= \exp\left\{-u \zeta_n \eta_n - \frac{u^2}{2} \zeta_n^2 \right\},$$

(3.2)
where

$$\eta_n = \frac{1}{\sigma^2} \sum_{k=1}^{n} V_\nu \left( \frac{x_k - z_0}{h} \right) \xi_k, \quad \zeta_n^2 = \frac{1}{\sigma^2} \sum_{k=1}^{n} V_\nu^2 \left( \frac{x_k - z_0}{h} \right).$$

Notice that \( \eta_n \sim \mathcal{N}(0, 1) \) for any \( n \geq 1 \) and

$$\lim_{n \to \infty} \zeta_n^2 = \lim_{n \to \infty} \frac{1}{n\sigma^2} \sum_{k=1}^{n} \frac{1}{h} V_\nu^2 \left( \frac{x_k - z_0}{h} \right) = \frac{1}{\sigma^2} \int_{-1}^{1} V_\nu^2 (u) \, du := \sigma_\nu^2.$$  

Therefore we can write that

$$\rho_n(u) = \exp \left\{ -u \sigma_\nu \eta_n - \frac{u^2 \sigma_\nu^2}{2} + r_n \right\},$$

where

$$P_{S_0} = \lim_{n \to \infty} r_n = 0.$$  

Now for the term \( I_n(a, b) \) in (3.1) one has the representation

$$I_n(a, b) = \frac{\sigma_\nu}{2b} \int_{-b}^{b} E_{S_0} \psi_{a,n}(\bar{S}, S_u) \rho_n(u) \, du$$

$$\geq \frac{\sigma_\nu}{2b} \int_{-b}^{b} E_{S_0} \mathbf{1}_{B_d} \psi_{a,n}(\bar{S}, S_u) \varrho_n(u) \, du + \delta_n(a, b)$$

$$:= J_n(a, b) + \delta_n(a, b),$$

where \( B_d = \{ |\eta_n| \leq d \} \), \( d = \sigma_\nu (b - \sqrt{b}) \), \( b > 1 \), \( \varrho_n(u) = e^{u \sigma_\nu \eta_n - u^2 \sigma_\nu^2 / 2} \),

$$\delta_n(a, b) = \frac{1}{2b} \int_{-b}^{b} E_{S_0} \mathbf{1}_{B_d} \psi_{a,T}(\bar{S}, S_u) \theta_n(u) \, du,$$

$$\theta_n(u) = \rho_n(u) - \varrho_n(u).$$

Note that the sequence \( \{ \rho_n(u), \ n \geq 1 \} \) is uniformly integrable. Indeed,

$$E_{S_0} \rho_n(u) = 1,$$

for \( n \geq 1 \), since \( \rho_n(u) \) is a density, and

$$\rho_n(u) \overset{n \to \infty}{\Rightarrow} \rho_\infty(u) = e^{u \sigma_\nu \eta - u^2 \sigma_\nu^2 / 2}, \quad \eta \sim \mathcal{N}(0, 1)$$

with \( E \rho_\infty(u) = 1 \) for all \( |u| \leq b \).

Since \( \varrho_n(u) \) is bounded on \( B_d \) we obtain that

$$\lim_{n \to \infty} \delta_n(a, b) = 0.$$
Rewrite \( \varrho_n(u) \) as

\[
\varrho_n(u) = \zeta_n e^{-\sigma^2_v (u - \bar{\eta}_n)^2 / 2}, \quad \zeta_n = e^{\eta_n^2 / 2}, \quad \bar{\eta}_n = \eta_n / \sigma_v.
\]

Then we have

\[
J_n(a, b) = \frac{1}{2b} \int_{-b}^{b} E_{S_0} 1_{B_d} \psi_{a,n}(\bar{S}, S_u) \varrho_n(u) \, du
\]

\[
= E_{S_0} 1_{B_d} \zeta_n \frac{1}{2b} \int_{-b}^{b} \nu_a(u - c_n) \exp\left\{-\frac{\sigma^2_v}{2} (u - \bar{\eta}_n)^2\right\} \, du
\]

\[
= E_{S_0} 1_{B_d} \zeta_n \frac{1}{2b} \int_{-\bar{\eta}_n}^{b-\bar{\eta}_n} \nu_a(u - c_n + \bar{\eta}_n) \exp\left\{-\frac{\sigma^2_v}{2} u^2\right\} \, du
\]

\[
\geq E_{S_0} 1_{B_d} \zeta_n \frac{1}{2b} \int_{-\sqrt{b}}^{\sqrt{b}} \nu_a(u - c_n + \bar{\eta}_n) \exp\left\{-\frac{\sigma^2_v}{2} u^2\right\} \, du,
\]

where \( c_n = \varphi_n(\bar{S}_n(z_0) - S_0(z_0)) \).

Applying the Anderson inequality (see Ibragimov and Hasminskii (1981) Ch.II, Lemma 10.1) yields

\[
J_n(a, b) \geq E_{S_0} 1_{B_d} \zeta_n \frac{1}{2b} \int_{-\sqrt{b}}^{\sqrt{b}} \nu_a(u) \exp\left\{-\frac{\sigma^2_v}{2} u^2\right\} \, du.
\]

Taking into account that

\[
E_{S_0} 1_{B_d} \zeta_n = 2\sigma_v (b - \sqrt{b}) / \sqrt{2\pi}
\]

one gets

\[
\lim_{a \to \infty} \liminf_{n \to \infty} I_n(a, b) \geq \frac{b - \sqrt{b}}{b} \frac{\sigma_v}{\sqrt{2\pi}} \int_{-\sqrt{b}}^{\sqrt{b}} |u| \exp\left\{-\frac{u^2 \sigma^2_v}{2}\right\} \, du.
\]

Limiting \( b \to \infty \) and taking into account that \( \sigma^2_v \to 2 / \sigma^2 \) as \( \nu \to 0 \) yield the desired result. \( \square \)

4 Upper bound

In this section we will find the upper bound for risk (2.6) for a kernel estimate

\[
\hat{S}_n(z_0) = \left( \sum_{k=1}^{n} Q\left( \frac{x_k - z_0}{h} \right) \right)^{-1} \sum_{k=1}^{n} Q\left( \frac{x_k - z_0}{h} \right) y_k,
\] (4.1)
with \( Q(\cdot) = \chi_{[-1,1]} \) and \( h = n^{-1/(2\beta + 1)} \).

We need the following definition.

**Definition** A function \( S \) is said to satisfy the "zero-constant" Hölder condition with an exponent \( \gamma > 0 \) at the point \( z_0 \) if

\[
\lim_{y \to z_0} \frac{S(y) - S(z_0)}{|y - z_0|^{\gamma}} = 0.
\]

**Example.** Let us consider the following function

\[
S(y) = \int_0^y L_0(z) \sin \left( \sqrt{|z|} \right) \, dz, \quad L_0(z) = \frac{1}{1 + |\ln |z||}.
\]

The derivative of this function satisfies the "zero-constant" Hölder condition with the exponent \( \gamma = 1/2 \), i.e. this function belongs to a Hölder class with exponent 3/2, but it does not belong to any Hölder class with an exponent greater than 3/2.

Furthermore, all functions which satisfy the Hölder condition with exponent \( \gamma' > \gamma \), satisfy the "zero-constant" Hölder condition with the exponent \( \gamma \).

**Theorem 4.1.** Let \( S_0 \in \mathcal{H}(\beta) \), \( \beta = 1 + \alpha \), \( 0 < \alpha < 1 \). If the derivative \( \dot{S}_0 \) at a point \( z_0 \) satisfies the "zero-constant" Hölder condition with exponent \( \alpha \), then the kernel estimator (4.1) satisfies the following inequality:

\[
\lim_{\delta \to 0} \sup_{n \to \infty} \mathcal{R}_{\delta,n} (\hat{S}_n, S_0) \leq E|\eta|, \quad \eta \sim \mathcal{N}(0, \sigma^2/2).
\]

**Proof.** The estimate error is

\[
\hat{S}_n(z_0) - S(z_0) = B_n + \frac{1}{\sqrt{q_n}} \zeta_n, \quad (4.2)
\]

where

\[
q_n = \sum_{k=1}^{n} Q\left( \frac{x_k - z_0}{h} \right),
\]

\[
B_n = \frac{1}{q_n} \sum_{k=1}^{n} Q\left( \frac{x_k - z_0}{h} \right) \left( S(x_k) - S(z_0) \right),
\]

\[
\zeta_n = \frac{1}{\sqrt{q_n}} \sum_{k=1}^{n} Q\left( \frac{x_k - z_0}{h} \right) \xi_k.
\]

Let us show that

\[
\lim_{\delta \to 0} \sup_{n \to \infty} \sup_{S \in \mathcal{U}_{b,L}(S_0)} \varphi_n |B_n| = 0. \quad (4.3)
\]
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We obtain that
\[ B_n = a_n + b_n, \] (4.4)
where
\begin{align*}
a_n & = \frac{1}{q_n} \sum_{k=1}^{n} Q\left(\frac{x_k - z_0}{h}\right) (S_0(x_k) - S_0(z_0)) , \\
b_n & = \frac{1}{q_n} \sum_{k=1}^{n} Q\left(\frac{x_k - z_0}{h}\right) (D(x_k) - D(z_0)) .
\end{align*}

Denoting
\[ r(y) = S_0(y) - S_0(z_0) - \hat{S}_0(z_0)(y - z_0) \]
one has
\begin{align*}
a_n & = \hat{S}_0(z_0) \frac{1}{q_n} \sum_{k=1}^{n} Q\left(\frac{x_k - z_0}{h}\right) (x_k - z_0) \\
& \quad + \frac{1}{q_n} \sum_{k=1}^{n} Q\left(\frac{x_k - z_0}{h}\right) r(x_k) := \hat{S}_0(z_0) a_{1,n} + a_{2,n} .
\end{align*}

Taking into account that
\[ \lim_{n \to \infty} \frac{q_n}{\varphi_n^2} = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \frac{1}{h} Q\left(\frac{x_k - z_0}{h}\right) = \int_{-1}^{1} Q(u) \, du = 2, \] (4.5)
one has
\begin{align*}
\varphi_n a_{1,n} & = \left(\frac{1}{2} + o(1)\right) \frac{1}{\varphi_n} \sum_{k=1}^{n} Q\left(\frac{x_k - z_0}{h}\right) (x_k - z_0) \\
& = \left(\frac{1}{2} + o(1)\right) \frac{n h^2}{\varphi_n} \sum_{k=1}^{n} Q(u_k) u_k (u_k - u_{k-1}) \\
& =: \left(\frac{1}{2} + o(1)\right) \frac{n h^2}{\varphi_n} I_n ,
\end{align*}
where \( u_k = (x_k - z_0)/h \). Here
\[ I_n = \sum_{k=1}^{n} Q(u_k) u_k (u_k - u_{k-1}) = \sum_{k=k_*}^{k^*} u_k (u_k - u_{k-1}) , \]
where \( k_* = \lceil nz_0 - hn \rceil + 1 \), \( k^* = \lceil nz_0 + hn \rceil \). Therefore
\[ I_n = \frac{1}{(nh)^2} \sum_{k=k_*}^{k^*} (k - nz_0) = \frac{1}{2(nh)^2} (k^* - k_* + 1)(k^* + k_* - 2nz_0) . \]
Thus
\[ |I_n| \leq \frac{2hn + 1}{(nh)^2}, \]
which implies that
\[ \lim_{n \to \infty} \varphi_n a_{1,n} = 0. \]

Let us check that
\[ \lim_{n \to \infty} \varphi_n a_{2,n} = 0. \]

We have
\[
\begin{align*}
  a_{2,n} &= \left( \frac{1}{2} + o(1) \right) \frac{1}{\varphi_n} \sum_{k=1}^{n} Q(x_k - z_0) r(x_k) \\
&= \left( \frac{1}{2} + o(1) \right) \sum_{k=1}^{n} Q(u_k) r(z_0 + hu_k) (u_k - u_{k-1}). \end{align*}
\]
Taking into account that
\[ \lim_{n \to \infty} \frac{r(z_0 + h)}{h^\beta} = 0, \]
we obtain that
\[ \lim_{n \to \infty} \varphi_n a_{2,n} = 0. \]

Let us consider now the second term in the sum for \( B_n \) in (4.4). One has
\[
\begin{align*}
b_n &= \left( \frac{1}{2} + o(1) \right) \frac{1}{nh} \sum_{k=1}^{n} Q\left( \frac{x_k - z_0}{h} \right) (D(x_k) - D(z_0)) \\
&= \left( \frac{1}{2} + o(1) \right) \sum_{k=1}^{n} Q(u_k) (D(z_0 + hu_k) - D(z_0)) (u_k - u_{k-1}) \\
&= \left( \frac{1}{2} + o(1) \right) \int_{-1}^{1} (D(z_0 + hu) - D(z_0)) \, du + \left( \frac{1}{2} + o(1) \right) \Delta_n, \end{align*}
\]
where \( u_k = (x_k - z_0)/h \) and
\[
\begin{align*}
\Delta_n &= \sum_{k=1}^{n} Q(u_k) (D(z_0 + hu_k) - D(z_0)) (u_k - u_{k-1}) - \int_{-1}^{1} (D(z_0 + hu) - D(z_0)) \, du \\
&= \sum_{k=1}^{k^*} \int_{u_{k-1}}^{u_k} (D(z_0 + hu_k) - D(z_0 + hu)) \, du \\
&- \int_{u_k^*}^{1} (D(z_0 + hu) - D(z_0)) \, du + \int_{u_{k^*} - 1}^{1} (D(z_0 + hu) - D(z_0)) \, du. \end{align*}
\]
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From here we obtain that

$$|\Delta_n| \leq c/n$$

for some positive constant $c$. Therefore by the definition of the vicinity in (2.3)

$$\lim \limsup_{\delta \to 0} \limsup_{n \to \infty} |\varphi_n| = 0.$$  

By (4.5) and in view of $\zeta_n \sim \mathcal{N}(0, \sigma^2)$, we get the desired result. \qed

5 Case of unknown noise distribution.

Let us consider now the model (2.1) with unknown distribution of the noise $\{\xi_k, k \geq 1\}$. We will suppose that the density $p$ of this distribution exists and $p \in \mathcal{P}_{\epsilon, M}$, where

$$\mathcal{P}_{\epsilon, M} = \left\{ p : \int_{-\infty}^{+\infty} x p(x) \, dx = 0, \int_{-\infty}^{+\infty} x^2 p(x) \, dx = \sigma^2, \int_{-\infty}^{+\infty} |x|^{2+\epsilon} p(x) \, dx \leq M \right\},$$

where $\epsilon$ and $M$ are fixed positive constants.

In this case we will use the following risk :

$$\mathcal{R}^*_n(\tilde{S}_n, S_0) = \sup_{p \in \mathcal{P}_{\epsilon, M}} \sup_{S \in \mathcal{H}(\beta)} \mathbb{E}_S \psi_n(\tilde{S}_n, S),$$

(5.2)

where $\psi_n(\tilde{S}_n, S) = \varphi_n |\tilde{S}_n(z_0) - S(z_0)|$, $\varphi_n = n^{\beta/(2\beta+1)}$. Notice that by theorem 3.1 the lower bound for the risk (5.2) is

$$\liminf_{n \to \infty} \mathcal{R}^*_n(\tilde{S}, S_0) \geq \mathbb{E}[\eta], \quad \eta \sim \mathcal{N}(0, \sigma^2/2).$$

(5.3)

The upper bound is given in the following theorem.

**Theorem 5.1.** Let $S_0 \in \mathcal{H}(\beta)$, $\beta = 1 + \alpha$, $0 < \alpha < 1$. If derivative $\dot{S}_0$ at the point $z_0$ satisfies the "zero-constant" Hölder condition with an exponent $\alpha$, then the kernel estimator (4.1) satisfies the following inequality :

$$\limsup_{\delta \to 0} \limsup_{n \to \infty} \mathcal{R}^*_n(\tilde{S}_n, S_0) \leq \mathbb{E}[\eta], \quad \eta \sim \mathcal{N}(0, \sigma^2/2).$$
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\textbf{Proof.} Taking into account that $B_n$ in (4.2) does not depend on the distribution of $(\xi_k)$ it suffices to show that

\begin{equation}
\lim_{n \to \infty} \sup_{p \in \mathcal{P}_{e,M}} |E|\xi_n| - E|\xi_\infty|| = 0, \tag{5.4}
\end{equation}

where $\zeta_\infty \sim \mathcal{N}(0, \sigma^2)$. One has

$$\lim_{n \to \infty} \sup_{p \in \mathcal{P}_{e,M}} \mathbb{E} \zeta_n^2 = \sigma^2 < \infty,$$

that is the sequence $\{\zeta_n\}$ is uniformly integrable. From here by lemma 6.2 we come to (5.4). \qed

6 Appendix

We will make use of the following result.

\textbf{Lemma 6.1.} (cf. [6], p. 90-91) Let $0 < \delta < 1$ and $r > 0$. Assume that $u_k, k = 0, 1, \ldots$ is a martingale difference sequence satisfying

$$|u_k| \leq \delta$$

and

$$\sum_{i=0}^{\infty} \mathbb{E}(u_i^2 | F_i) \geq r.$$  

Let

$$\tau = \inf \{ n : \sum_{i=1}^{n} \mathbb{E}(u_i^2 | F_i) > r \}.$$  

There exists a function $\rho : (0, +\infty) \to [0, 2]$ not depending on distribution of the martingale difference, such that $\lim_{x \to 0} \rho(x) = 0$ and

$$\sup_{x \in \mathbb{R}} |\mathbb{P}(\sum_{k=1}^{\tau} u_k \leq x) - \Phi(x/r^{1/2})| \leq \rho(\delta/r^{1/2}),$$

where $\Phi$ is the standard normal distribution function.

\textbf{Lemma 6.2.} The sequence $\{\zeta_n\}$ defined by (4.2) satisfies the following limiting property

$$\zeta_n \xrightarrow{\text{in probability}} \zeta_\infty \sim \mathcal{N}(0, \sigma^2)$$

uniformly in $p \in \mathcal{P}_{e,M}$.  
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**Proof.** First, notice that we can represent $\zeta_n$ as

$$
\zeta_n = \sum_{k=1}^{n} u_k, \quad u_k = \frac{1}{\sqrt{q_n}} Q\left(\frac{x_k - z_0}{h}\right) \xi_k.
$$

Write $\xi_k = \xi_k' + \xi_k''$, where

$$
\xi_k' = \xi_k \mathbf{1}_{\{|\xi_k| \leq q_n^{1/4}\}} - \mathbb{E} \xi_1 \mathbf{1}_{\{|\xi_1| \leq q_n^{1/4}\}},
$$

$$
\xi_k'' = \xi_k \mathbf{1}_{\{|\xi_k| > q_n^{1/4}\}} - \mathbb{E} \xi_1 \mathbf{1}_{\{|\xi_1| > q_n^{1/4}\}}.
$$

From here it follows that

$$
\zeta_n = \zeta_n' + \zeta_n'' = \sum_{k=1}^{n} u_k' + \sum_{k=1}^{n} u_k'',
$$

$$
u_k' = \frac{1}{\sqrt{q_n}} Q\left(\frac{x_k - z_0}{h}\right) \xi_k', \quad u_k'' = \frac{1}{\sqrt{q_n}} Q\left(\frac{x_k - z_0}{h}\right) \xi_k''.
$$

Denoting $\delta_n = q_n^{-1/4}$ and $r_n = \mathbb{E}(\xi_1')^2$ one gets

$$
\tau_n = \inf\{n : \sum_{i=1}^{n} \mathbb{E}((u_i')^2 | \mathcal{F}_i) > r_n\}
$$

$$
= \inf\{k \geq 1 : \sum_{j=1}^{k} Q\left(\frac{x_j - z_0}{h}\right) \geq q_n\}.
$$

Therefore we can write that $\zeta_n' = \sum_{k=1}^{n} u_k'$ and $|u_k'| \leq \delta_n = q_n^{-1/4}$.

By the definition of $\mathcal{P}_{c,M}$

$$
\lim_{a \to \infty} \sup_{p \in \mathcal{P}_{c,M}} \int_{-\infty}^{+\infty} x^2 \mathbf{1}_{\{|x| > a\}} p(x) \, dx = 0.
$$

It means that $r_n \to \sigma^2$ and $\mathbb{E}(\zeta_n'')^2 = \mathbb{E}(\xi_1'')^2 \to 0$ as $n \to \infty$ uniformly in $\mathcal{P}_{c,M}$. This completes the proof of lemma 6.2.
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