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ABSTRACT

One of the key observables of the reionization era is the distribution of neutral and ionized gas. Recently, Furlanetto, Zaldarriaga, & Hernquist developed a simple analytic model to describe the growth of HII regions during this era. Here, we examine some of the fundamental simplifying assumptions behind this model and generalise it in several important ways. The model predicts that the ionized regions attain a well-defined characteristic size $R_c$ that ranges from 1 Mpc in the early phases to $\sim 10$ Mpc in the late phases. We show that $R_c$ is determined primarily by the bias of the galaxies driving reionization; hence measurements of this scale constrain a fundamental property of the first galaxies. The variance around $R_c$, on the other hand, is determined primarily by the underlying matter power spectrum. We then show that increasing the ionizing efficiency of massive galaxies shifts $R_c$ to significantly larger scales and decreases the importance of recombinations. These differences can be observed with forthcoming redshifted 21 cm surveys (increasing the brightness temperature fluctuations by up to a factor of two on large scales) and with measurements of small-scale anisotropies in the cosmic microwave background. Finally, we show that stochastic fluctuations in the galaxy population only broaden the bubble size distribution significantly if massive galaxies are responsible for most of the ionizing photons. We argue that the key results of this model are robust to many of our uncertainties about the reionization process.
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1 INTRODUCTION

The reionization of hydrogen in the intergalactic medium (IGM) is the hallmark event of the first generation of luminous objects, marking the time at which they affected every baryon in the Universe. In the past few years, astronomers have made enormous strides in understanding this transition, but the emerging picture is complex. The rapid onset of Gunn & Peterson (1965) absorption in the spectra of $z > 6$ quasars [Becker et al. 2001; Fan et al. 2002; White et al. 2003] indicates that reionization probably ended at $z \sim 6$ (albeit with large variance among different lines of sight: Sokasian et al. 2003 [their Fig. 10]; Wyithe & Loeb 2004a; Oh & Furlanetto 2005). On the other hand, the detection of a large optical depth to electron scattering for cosmic microwave background (CMB) photons [Kogut et al. 2003] indicates that the process began at $z \gtrsim 15$ (although only with relatively low confidence). Reionization thus appears to be a complicated process, a conclusion strengthened by several other studies (Theuns et al. 2002; Wyithe & Loeb 2004a; Mesinger & Haiman 2004). [Malhotra & Rhoads 2004a).

For these reasons, untangling the puzzle of how the “twilight zone” of reionization ended is one of the most exciting areas of cosmology. A number of new techniques are being developed to study this epoch. Perhaps the most interesting focus not on when reionization occurred but on how it happened: the evolution of the distribution of ionized and neutral gas can teach us an enormous amount about how the ionizing sources interacted with the IGM. The most promising approach is to observe the redshifted 21 cm transition of neutral hydrogen in the IGM, which would allow us to perform “tomography” of the entire reionization process, watching in detail as the HII regions grew and filled the universe (see Furlanetto & Briggs 2004 for a recent review). If the technical challenges inherent to these observations (including terrestrial radio interference, ionospheric distortions, and the Galactic and extragalactic foregrounds) can be overcome, such experiments promise to reveal the entire history of reionization. A number of other techniques will complement these studies, including the kinetic Sunyaev-Zel’dovich (kSZ) effect from patchy reionization in CMB maps (Aghanim et al. 1998; Gruzinov & Hu 1998; Knox et al. 1998), absorption spectra of high-redshift quasars, and the spatial distribution of Lyα-selected galaxies (Furlanetto et al. 2004).

The key observables in each of these techniques are the sizes of HII regions and their distribution throughout the universe. These bubbles presumably appear around the first protogalaxies; as more ionizing sources form the bubbles grow and merge, eventually filling all of space. A consensus is now emerging that these bubbles likely attain quite large ($\gtrsim 10$ comoving Mpc) scales through-
out most of reionization: analytic arguments suggest large-scale variations in the ionizing emissivity and numerical simulations show that indeed the HII regions rapidly grow to sizes comparable to the simulation boxes (Gnedin 2000, Razoumov et al. 2003, Ciardi et al. 2003, Sokasian et al. 2003, Wyithe & Loeb 2004a, 2004b) also argued that the ionized bubbles must achieve sizes $\gtrsim 10$ physical Mpc at the end of reionization, and Cen (2005) showed that, if dwarf galaxies in present-day clusters were responsible for reionization, the HII regions must reach similar sizes. Measuring the sizes of these bubbles throughout reionization, as well as their locations relative to galaxies and quasars, can teach us a great deal about structure formation in the early universe.

Recently, Furlanetto et al. (2004c, hereafter FZH04) constructed the first quantitative model for the distribution of bubble sizes throughout reionization. From such a model, a wide range of predictions are possible, including those for 21 cm surveys (Furlanetto et al. 2004a), quasar absorption spectra (Furlanetto et al. 2004b), the kSZ effect (Zahn et al. 2005, Quinlin et al. 2005), and Ly$\alpha$ galaxy surveys (Furlanetto et al. 2004a, 2005). The model is based on the excursion set formalism familiar from the dark matter halo mass function (Bond et al. 1991). It uses a simple photon counting argument to build HII regions around proto-clusters of galaxies. We review the basic model in §2. One key prediction for all the observables is that the bubbles attain a well-defined characteristic size. In §2.1 and §2.2 we study how this scale depends on the underlying source population and the cosmology.

To construct an analytic model, FZH04 made a number of simplifying assumptions. These include spherical symmetry, a constant ionizing efficiency throughout the universe, a simple approach to the halo mass function, an approximate treatment of the inhomogeneous IGM, and ignoring “shot noise” in the galaxy distribution as well as the potentially bursty nature of star formation at high redshifts. While some of these factors (such as the IGM and spherical symmetry) are sufficiently complicated that they must be addressed numerically, the others are amenable to an analytic treatment. Furlanetto & Oh (2003) made an important step in this direction by showing how recombinations affect the basic model: they have little effect until the bubbles reach their Strömgren radius relatively late in reionization. The main purpose of this paper is to examine how several other assumptions affect the major features of the model, especially those emphasised in FZH04 and to generalise it where possible. This is important because numerical simulations do not yet have the dynamic range to resolve the galaxies responsible for ionizing the universe while simultaneously sampling a large enough volume to trace the growth of HII regions. These relatively simple analytic tests of the model offer the best hope of testing its applicability, although complete simulations will eventually be necessary to understand the entire process. At the same time, we will take advantage of the greatest strength of analytic models – their flexibility – to examine how basic properties of the galaxy population affect reionization and hence to isolate those properties to which observations will be most sensitive. We will find that the FZH04 model is surprisingly robust: its key features remain valid over a wide range in parameter space. Analytic models will thus play an important role in interpreting the evolving topology of neutral and ionized gas throughout this epoch.

We consider several modifications to the basic formalism in §3. We first allow a different halo mass function and a mass-dependent ionizing efficiency. We show that, although such modifications can introduce measurable differences to the bubble distribution, they do not affect the qualitative aspects of the model. Then, in §3.2, we investigate whether stochastic fluctuations in the galaxy population can significantly affect the bubble size distribution. In §3.3 we show how these factors affect the bubbles if recombinations are included. We give some examples of how our results affect observables in §3 and we conclude in §4.

In our numerical calculations, we assume a cosmology with $\Omega_m = 0.3, \Omega_{\Lambda} = 0.7, \Omega_b = 0.046, H = 100h$ km s$^{-1}$ Mpc$^{-1}$ (with $h = 0.7$), $n = 1$, and $\sigma_8 = 0.9$, consistent with the most recent measurements (Spergel et al. 2003). We use the transfer function of Eisenstein & Hu (1998) to compute the matter power spectrum. Unless otherwise specified, we quote all distances in comoving units.

§2 THE FZH04 MODEL

The basic motivation of the model is to describe how HII regions grow and overlap around overdensities containing galaxies. We begin by assuming that a galaxy of mass $m_{\text{gal}}$ can ionize a mass $\zeta m_{\text{gal}}$, where $\zeta$ is a constant that depends on (among other things) the efficiency of ionizing photon production, the escape fraction of these photons from the host galaxy, the star formation efficiency, and the mean number of recombinations. Each of these quantities is highly uncertain (e.g., massive Population III stars can dramatically increase the ionizing efficiency; Bromm et al. 2001), but at least to a rough approximation they can be collapsed into this single efficiency factor. The criterion for a region to be ionized by the galaxies contained inside it is then $f_{\text{coll}} > \zeta^{-1}$, where $f_{\text{coll}}$ is the fraction of mass bound in haloes above some $m_{\text{min}}$. Unless otherwise specified, we will assume that $m_{\text{min}} = m_4$, corresponding to a virial temperature $T_{\text{vir}} = 10^4$ K, at which point hydrogen line cooling becomes efficient. In the extended Press-Schechter model (Lacey & Cole 1993), this places a condition on the mean overdensity within a region of mass $m$,

$$\delta_m \geq \delta_s(m,z) \equiv \delta_s(z) - \frac{3}{2} K_{\text{sc}} \left( \frac{\sigma_{\text{min}}^2 - \sigma^2(m)}{\sigma^2(m)} \right)^{1/2};$$

(1)

where $K_{\text{sc}} \equiv \text{erf}^{-1}(1 - \zeta^{-1})$, $\sigma^2(m)$ is the variance of density fluctuations on the scale $m$, $\sigma_{\text{min}}^2 \equiv \sigma^2(m_{\text{min}})$, and $\delta_s(z)$ is the critical density for collapse. The global ionized fraction is $\bar{x}_i = \zeta f_{\text{coll},g}$, where $f_{\text{coll},g}$ is the mean collapse fraction throughout the universe.

FZH04 showed how to construct the mass function of HII regions from $\delta_s$ in an analogous way to the halo mass function (Bond et al. 1991). The barrier in equation (1) is well approximated by a linear function in $\sigma^2$, $\delta_s \approx B(m,z) \equiv B_0 + B_2 \sigma^2(m)$. In that case the mass function of ionized bubbles (i.e., the comoving number density of HII regions with masses in the range $m \pm \delta m/2$) has an analytic solution (Sheth 1998, McQuinn et al. 2005):

$$n_0(m) \, dm = \sqrt{\frac{2}{\pi}} \frac{\bar{\rho}}{m^2} \frac{d\ln \sigma}{d\ln m} \left[ \frac{B_0(z)}{\sigma(m)} \right] \times \exp \left[ -\frac{B_2^2(m,z)}{2 \sigma^2(m)} \right] \, dm,$$

(2)

where $\bar{\rho}$ is the mean density of the universe. This should be compared to the analogous mass function for virialised dark matter haloes (Press & Schechter 1974):

$$n_0(m) \, dm = \sqrt{\frac{2}{\pi}} \frac{\bar{\rho}}{m^2} \frac{d\ln \sigma}{d\ln m} \frac{\delta_s(z)}{\sigma(m)} \, dm,$$
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Note the close structural similarity between these two functions. Note also that, while every dark matter particle must be part of a virialized halo, only a fraction \( \bar{x}_i \) should be incorporated into bubbles. The integral of equation \( 1 \) is slightly different from this expected value because of the linear barrier approximation (see eq. 11 in \cite{McQuinn2005}). The procedure may seem surprising given that \( f_{\text{col},g} \approx 0 \) at high redshifts and \( b_{\text{eff}} \leq 1 \).

Several key points of the FZH04 model deserve emphasis; for concrete examples of these properties see, e.g., Figure 2 below. First, the bubbles are large: tens of comoving Mpc for \( \bar{x}_i \gtrsim 0.65 \). Furthermore, the bubbles attain a well-defined characteristic size \( R_c \) at any point during reionization. The distribution of bubble sizes also narrows considerably throughout reionization. Finally, \( n_{\text{b}}(m) \) only weakly only with \( z \) for a fixed \( \bar{x}_i \) (or equivalently it is nearly independent of the redshift of reionization). In the remainder of this section, we will examine the physical origin of these properties.

### 2.1 The characteristic bubble size

The characteristic bubble size \( R_c \) plays an analogous role to the “break” mass \( m_* \) in the halo mass function. This is simply the peak of \( m^2 n_{\text{b}}(m) \), corresponding to the halo size that contains the most fractional mass. If we assume that \( |d \ln \sigma / d \ln m| = \text{constant} \), which would follow from a pure power-law matter power spectrum \( P(k) \propto k^n \), we find

\[
\sigma(m_*) = \delta_c(z).
\]

(4)

In other words, the characteristic halo mass is simply the point at which the exponential cutoff sets in. Physically, it is the scale at which a typical \( 1-\sigma \) density fluctuation will collapse on its own; this scale grows with time because \( \delta_c(z) \) decreases.

We can define \( R_c \) in exactly the same way. Again assuming a power-law matter power spectrum, we have

\[
\sigma^2(R_c) = -1 + \frac{1 + 4B_0^2B_1^2}{2B_1^2}.
\]

(5)

The physical meaning is somewhat obscured in this case, but it has two simple limiting forms. First, if \( 4B_0^2B_1^2 \ll 1 \), \( \sigma(R_c) \approx B_0 \). This occurs when \( \bar{x}_i \approx 1 \) (\( B_0 \) must be small if most of the universe is to lie inside HII regions). In this regime, the characteristic scale is simply the mass at which a typical \( 1-\sigma \) trajectory crosses the barrier. This is completely analogous to \( m_* \). The final step, then, is to understand the meaning of \( B_0 \). From equation (4), it corresponds to the self-ionization condition at \( m = \infty \):

\[
\zeta f_{\text{coll}}(\delta = B_0, \sigma = 0) = 1.
\]

(6)

In other words, it is the overdensity required for the sources inside a given large region to ionize that region. Thus, \( R_c \) is simply the scale on which a typical \( 1-\sigma \) density fluctuation contains enough galaxies to ionize itself.

In the opposite regime, when \( 4B_0^2B_1^2 \gg 1 \) (early in reionization), we have \( \sigma(R_c) \approx B_0/B_1 \). In this case, the simple analogy to \( m_* \) is less helpful, because \( R_c \) is determined from the set of atypical trajectories that actually cross the barrier (constituting a fraction \( \bar{x}_i \) of all possible trajectories). The increasing barrier selects a preferred scale from this set that depends on both \( B_0 \) and the slope of the barrier.

Given \( \bar{x}_i \) and \( z \), we can invert equations (6) and (7) to find \( R_c \). Figure 5 compares the result (solid curves) to the exact \( R_c \) (dashed curves) at \( z = 14, 10, \) and 8 (from top to bottom). The solid curves in Figure 1 show their ratio. Our simple estimate matches the true result quite closely, to within a factor of two for \( \bar{x}_i \gtrsim 0.2 \). (The cutoff at small \( \bar{x}_i \) occurs because the characteristic mass approaches \( m_{\text{min}} \), the smallest physically allowed HII region.) The estimate is not perfect because we have neglected the curvature of the cold dark matter (CDM) power spectrum; it worsens at smaller \( \bar{x}_i \) because the trajectories sample a larger range of masses and also at lower redshifts because the galaxy distribution is more evolved.

We can go one step further in order to understand how \( R_c \) depends on the ionizing source population. To linear order we can write

\[
f_{\text{col}}(\delta, \sigma = 0) = \int dm \, n_b(m) [1 + \delta_s b_L(m)],
\]

(7)

where \( \delta_s \) is the physical overdensity at redshift \( z \) and \( b_L(m) \) is the Lagrangian linear bias \cite{Mo1996}:

\[
b_L(m) = \frac{\delta^2(z)/\sigma^2(m) - 1}{\delta^2_0},
\]

(8)

with \( \delta^2_0 = \delta_c(z = 0) \). Then equation (6) becomes

\[
B_0 \approx \bar{x}_i - 1 / D(z) b_{\text{eff}}.
\]

(9)

where \( D(z) \) is the linear growth factor \( D \propto (1 + z)^{1+\alpha} \) at high redshifts and

\[
b_{\text{eff}} \equiv \frac{1}{\rho f_{\text{col},g}} \int dm \, b_L(m) n_b(m).
\]

(10)

The dotted curves in Figure 1 show the results of this approximation (scaled to the exact solution). The poor accuracy of the linear theory estimate may seem surprising given that \( f_{\text{col},g} \ll 1 \). One reason is that finite size effects suppress the galaxy population when \( R_c \lesssim 10 \) Mpc. But a more important reason is cosmological: the shape of the CDM power spectrum is such that \( \sigma^2 \propto R^{-(3+\alpha)} \).
(approximately), with \( n \to 1 \) for \( R \to \infty \) and \( n \to -3 \) for \( R \to 0 \). The bubbles sample a wide range of effective slopes as reionization proceeds; we have \( n \approx -2.3, -1.8, \) and \(-0.6\) at \( R_{e} = 1, 10, \) and 100 Mpc. Thus, early in reionization the radius is extremely sensitive to \( \sigma \); in this regime, small errors in \( B_{0} \) correspond to large errors in \( R_{e} \). At the later stages, however, \( R_{e} \) becomes more robust to the approximations and the estimate is more accurate.

Although the \( b_{\text{eff}} \) approximation does not provide a fully satisfactory estimate for \( R_{e} \), it is accurate to about a factor of two when \( \bar{x}_{i} \gtrsim 0.5 \). It also provides an important clue to the mechanism fixing the characteristic size: for a given \( \bar{x}_{i} \), the crucial parameter is \( D(z)b_{\text{eff}} \). More biased galaxy populations will drive reionization toward larger scales because they cluster more strongly. The galaxies give a substantial “boost” to each mass fluctuation and allow larger scales to cross the reionization barrier. Thus, weighting massive galaxies more heavily will generically create larger bubbles. Furthermore, equation (1) explains why \( n_{b}(m) \) is only weakly dependent on redshift for a fixed \( \bar{x}_{i} \); as noted by Oh (1999), the halo bias is such that the galaxy correlation length evolves fairly slowly from \( z \approx 6-20 \). A similar factor \( D(z)b_{\text{eff}} \) determines \( R_{e} \) here.

Finally, we note that the mere existence of \( R_{e} \) does not explain why \( n_{b}(m) \) has a small-scale cutoff (the halo mass function, for example, becomes a power law for \( m \ll m_{*} \)). In the excursion set formalism, the cutoff occurs because \( \delta_{c} \) increases linearly with \( \sigma^{2} \), so that random walks are not guaranteed to cross the barrier at any scale. Physically, the barrier increases because the collapse fraction is suppressed as we move to smaller scales, because fewer modes are available and because of finite size effects.

### 2.2 The width of the bubble distribution

The other characteristic we wish to explain is why \( n_{b}(m) \) narrows as \( \bar{x}_{i} \to 1 \). To understand this, we first consider \( n_{b}(m) \) if \( P(k) \propto k^{n} \); in this case \( \bar{x}_{i} \) affects the logarithmic width of the distribution only through the barrier in the exponential factor (see eq. 2). In fact, the distribution of bubble sizes narrows as \( \bar{x}_{i} \to 0 \) in such a cosmology: when \( \bar{x}_{i} \) is small, the dominant factor is \( -B_{0}^{2}/(2\sigma^{2}) \); and the distribution decays exponentially at small masses. It actually evolves somewhat more slowly than this single factor indicates, because the other terms in the exponential compensate: it even remains nearly invariant for \( \bar{x}_{i} \gtrsim 0.5 \). We find that, for a power law \( P(k) \), the distribution decays exponentially with a characteristic non-dimensional length \( \sigma^{2}(R_{e})/\sigma^{2}(R) \equiv K \gtrsim 3 \), where \( R_{e} \) is a small-scale cutoff, with \( K \) increasing slowly as \( \bar{x}_{i} \) increases. This is the opposite of what we find in a CDM cosmology, where the distribution widens at early times.

The fundamental reason for the narrowing at large \( R_{e} \) must therefore be the shape of the CDM power spectrum. Again, we note that \( \sigma^{2} \propto R^{-(3+n)} \) with \( n \approx -2.3, -1.8, \) and \(-0.6\) at \( R_{e} = 1, 10, \) and 100 Mpc. Thus, \( R_{e}/R_{e} \approx K^{-1/(n+3)} \). When the bubbles are large, \( R_{e}/R_{e} \approx K^{-0.4} \); the two scales must lie close to one another because the variance changes rapidly with scale. On the other hand, when \( \bar{x}_{i} \ll 1 \) and \( R_{e} \sim 1 \) Mpc, we find \( R_{e}/R_{e} \approx K^{-1} \). Thus, \( R_{e} \ll R_{e} \), and the distribution is much broader at early times.

Interestingly, this means that the underlying power spectrum has a substantial effect on the growth of HII regions during reionization. Given the large number of astrophysical uncertainties in any model of reionization, it seems unlikely that such behaviour can actually be used as a probe of the power spectrum. However, it does imply that the existence of a well-defined characteristic scale is a generic feature of any reionization model based on the underlying galaxy fluctuations in a CDM model.

### 3 GENERALISATIONS OF THE FZH04 FORMALISM

We will now modify the FZH04 model in a number of useful ways. We will see that the features described in [2] are surprisingly robust to many of the simplifying assumptions.

#### 3.1 A mass-dependent efficiency \( \zeta(m) \)

One obvious simplification of FZH04 was to take the ionizing efficiency parameter \( \zeta \) to be independent of galaxy mass. In the local universe the star formation efficiency \( f_{*} \propto m^{2/3} \) in low-mass galaxies (Kauffmann et al. 2003); similar behavior could certainly occur for any of the parameters relevant to reionization, especially if they are driven by feedback. Here we will examine a general class of models in which \( \zeta = \zeta(m) \); we will take \( \zeta \propto m^{\alpha} \) in our numerical calculations. To do so we simply replace the condition \( \zeta_{\text{col}} = 1 \) with

\[
\int \text{d}m \zeta(m) \frac{n_{b}(m)\delta_{c}(m)}{3} = 1,
\]

where \( n_{b}(m)\delta_{c}(m) \) is the halo mass function within a large region of mass \( M \) (or equivalently radius \( R \)) and smoothed overdensity \( \delta_{c} \). According to the extended Press-Schechter model, this is (Lacey & Cole 1993)

\[
n_{b}(m|\delta, M) = \left( \frac{3}{\pi} \frac{\rho}{m^{2}} \right)^{1/2} \frac{\delta}{\sigma} \frac{\sigma^{2}(\delta_{c} - \delta)}{\sigma^{2}(m) - \sigma^{2}(M)} \times \exp \left\{ \frac{\delta^{2}}{2\sigma^{2}(m) - \sigma^{2}(M)} \right\}.
\]

The parallel with the original condition is more obvious if we define \( \zeta_{col} = \zeta(\delta, M) \) to be the mass-weighted ionizing efficiency within the specified region; then equation (11) becomes \( \zeta_{\text{col}} = 1 \). This condition allows us to find (numerically) the minimum \( \delta_{c} \) for a region to self-ionize, just as in equation (11), and hence the appropriate \( n_{b}(m) \) (note that the barriers remain nearly linear in \( \sigma^{2} \)).

Figure 2 shows the resulting size distributions. The solid, long-dashed, and short-dashed curves have \( \bar{x}_{i} = 0.16, 0.65, \) and 0.975. In panel (a), we show the distributions at \( z = 12 \). Within each set, the curves have \( \alpha = 0, 1/3, 2/3, \) and 1, from left to right. The most important result is that \( R_{e} \) increases with \( \alpha \). This is to be expected from equation (12): massive galaxies are more highly clustered, so they drive reionization to larger scales. The degree of amplification decreases as \( \bar{x}_{i} \to 1 \) because of the shape of the power spectrum, just as described in [2]. At early times, there is an additional contribution because the \( \zeta(m) \) excursion set barrier \( \delta_{c} \) is steeper, which moves the peak to smaller \( \sigma \) or large scales [see the discussion following equation (4)]. The steepening occurs because more photons come from massive galaxies, whose abundances are more efficiently suppressed on smaller scales. Note, however, that \( R_{e} \) never increases by more than a factor of a few: this is because the barriers tend to intersect fairly near the characteristic scale. Panel (b) shows the distributions at \( z = 9 \). Clearly the differences are comparable to the higher redshift case.

Note that we take \( m_{\text{min}} = 3.3m_{h} \) here in order to force \( \zeta > 1 \) in all star-forming haloes.
3.2 The halo mass function

While the Press-Schechter mass function is elegant and provides a reasonable description of halo populations in numerical simulations, it is possible to improve the agreement at lower redshifts. The Sheth & Tormen (1999) mass function provides a better fit to the simulation results [Jenkins et al. 2001]:

$$n_{ST}(m) \, dm = A \left( \frac{2a}{\pi m^2} \right) \frac{d \ln \sigma}{d \ln m} \left\{ 1 + \frac{a \delta^2(z)}{\sigma^2} \right\}^{-p} \frac{\delta_i(z)}{\sigma(m)} \exp \left\{ -\frac{\delta^2(z)}{2\sigma^2(m)} \right\} \, dm, \quad (13)$$

where $A = 0.322$, $a = 0.707$, and $p = 0.3$. Although originally motivated through fits to numerical simulations, this form also has some physical justification. Sheth et al. [2001] showed that the dynamics of ellipsoidal collapse yield an excursion set barrier whose mass function is similar to equation (13). At high redshifts, the mass function is less well-known, but it seems to lie somewhere in between these two versions [Jiang-Condell & Hernquist 2001; Reed et al. 2003]. We will now generalise FZH04 to include the Sheth-Tormen mass function.

The first effect of the new mass function is to change $f_{\text{coll},g}$; it is larger than the Press-Schechter value at these redshifts because the Sheth-Tormen function yields more high-mass objects on the exponential tail of the halo distribution. This alone does not, however, imply that $n_\delta(m)$ will change: it simply means that the two mass functions require different mean efficiencies $\zeta$. The size distributions will change only if the local collapse fraction behaves differently; i.e. whether the solution to $\zeta_{f_{\text{coll},ST}}(\delta, \sigma) = 1$ has different scale of density dependence. Thus, we need to compute the Sheth-Tormen mass function in an arbitrary region of overdensity $\delta$. Unfortunately, the form in equation (13) cannot easily be extended to finite regions; in contrast to flat and linear barriers, the relevant excursion set barrier changes shape after a shift of the origin. Sheth & Tormen [2002] found that one could approximate the conditional mass function $n_{ST}(m|\delta, M)$ through a Taylor series expansion of the barrier after a translation of the origin. We will use this approximate form; it should suffice to illustrate the sensitivity to uncertainties in the mass function. We note that Barkana & Loeb [2002] took the Sheth-Tormen abundances to vary with $\delta$ in precisely the same way as the Press-Schechter function does; if this is a reasonable approximation (as it appears to be from their comparison to simulations), we would expect $n_\delta(m)$ to be independent of the halo mass function.

Figure 3 shows the resulting size distributions at $z = 8$. Clearly the halo mass function has only a subtle effect on $n_\delta(m)$. The slight increase in $R_c$ occurs because the Sheth-Tormen mass function contains more massive, biased haloes. The corresponding excursion set barriers are nearly coincident; only when $\bar{x}_i$ is small do they differ appreciably. At higher redshifts, the differences are even smaller than shown in this figure (at these times the mass functions are so steep that slight differences in its shape cannot have any significant effect). Thus it does not appear that uncertainties in the halo mass function will significantly modify the bubble distribution.

For completeness, we also note that McQuinn et al. [2005] discussed some related issues. They found that the mass function - and even the filtering scheme - can have a significant impact on the duration of reionization because it affects $f_{\text{coll},g}$ (and its time derivative). Here we have shown that $n_\delta(m)$ is nearly independent of the halo mass function at a fixed $\bar{x}_i$. 

---

2 We do note one subtlety with this method: the Taylor-series fit to the mass function provided by Sheth & Tormen [2002] does not agree exactly with equation (13) and gives a different mean collapse fraction. We therefore renormalise all of the conditional $f_{\text{coll},ST}$ by the ratio of the mean fractions.
3.3 Stochastic fluctuations in the galaxy distribution

To this point, we have assumed that the mapping between the mean matter density and the galaxy density is exact, so that the ionized bubbles trace the large-scale structure in a deterministic fashion. However, in reality the galaxy distribution will fluctuate. This may be important, because the FZH04 model shows that – particularly toward the end of reionization – slight overdensities in the galaxy distribution can strongly affect the bubble sizes. This is a manifestation of the “phase transition” nature of reionization. Sheth & Lemson (1999) and Casas-Miranda et al. (2002) studied this “stochastic bias” in some detail. They found that the variance of galaxy counts in simulations of the $z=0$ universe is nearly Poissonian in underdense regions, somewhat smaller in regions near the mean density, and somewhat larger in overdense regions. They explained the variation through finite size effects and clustering. We will consequently assume that the halo number counts at each mass obey Poisson statistics. Most of the ionized regions have only modest overdensities, so comparison to the lower-redshift simulations suggests that we may overestimate the variance by a factor of order unity; Casas-Miranda et al. (2002) found the discrepancy relative to Poisson to be no more than a factor of two.

How will such fluctuations affect $n_b(m)$? Physically, the FZH04 condition $\zeta_{\text{coll}} = 1$ compares the number of ionizing photons to the number of hydrogen atoms within a specified region. Thus the relevant figure of merit for estimating the accuracy of our prescription is the variance in the number of ionizing photons produced inside a bubble, $\sigma_b^2$. Each galaxy ionizes a number of atoms equal to $N_{\text{gal}} = \zeta m_g/m_H$, where $m_g$ is its mass and $m_H$ is the proton mass. If all galaxies had the same mass, the variance would be $\sigma_b^2 = \langle \zeta m_g/m_H \rangle^2 n_b V$ (assuming Poisson statistics), where $n_b$ is the mean galaxy number density and $V$ is the volume of a region with mass $M$. Allowing for a range of galaxy masses, we have

$$\sigma_b^2(M) = V \int dm \zeta^2(m) \frac{m^2}{m_H^2} n_b(m) \langle \delta_x, M \rangle. \quad (14)$$

Fluctuations in the galaxy distribution correspond to changes in the number of ionizing photons per baryon. We can therefore quantify their effects in terms of fractional fluctuations in the local ionizing efficiency $\zeta$:

$$\delta \zeta \equiv \sigma \zeta / \langle N_i \rangle, \quad (15)$$

where $\langle N_i \rangle = M/m_H$ is the expectation value of the total number of ionizing photons.

Figure 4 illustrates the importance of these fluctuations. For reference, panel (c) shows $n_b(m)$ in the standard FZH04 model for several different $\bar{x}$, and redshifts. Panel (a) shows $\delta \zeta$ as a function of scale. For this fiducial model, the fluctuations are of order unity for $R \lesssim 0.3$ Mpc and fall below 10% for $R \gtrsim 3$ Mpc. Because the bubbles pass this threshold fairly early in reionization, they should not significantly alter $n_b(m)$ unless $\bar{x}$ is relatively small.

Interestingly, the fluctuations are nearly independent of both redshift and $\bar{x}$. To understand this behaviour, it is useful to rewrite equation (15) as

$$\delta \zeta \propto \frac{1}{\sqrt{n_b}} \frac{\langle m^2 \rangle^{1/2}}{\langle m \rangle}, \quad (16)$$

where we have assumed $\zeta = \text{constant}$ and the averages are over the conditional mass function. The first factor is the variance $\delta \zeta_{\text{Poisson}} = N_{\text{gal}}^{-1/2}$ expected from pure Poisson fluctuations; the second describes the distribution of galaxies. Note that both factors implicitly depend on the bubble mass $M$. Let us first focus on $\delta \zeta_{\text{Poisson}}$ and assume that all galaxies have the same mass. Then (for a given bubble size) $N_{\text{gal}} \propto 1/\zeta$ and $\delta \zeta_{\text{Poisson}} \propto \zeta^{1/2}$; clearly in this simple case the fluctuations would evolve with redshift (and $\bar{x}$).

However, in Figure 4(b) we see that, because of the mass function, $\delta \zeta_{\text{Poisson}}$ does not necessarily dominate unless the bubbles are small (so that $N_{\text{gal}} \lesssim 1$). The range of galaxy masses increases with cosmic time, increasing $\langle m^2 \rangle$ and hence $\delta \zeta$ relative to the Poisson expectation. Evidently, evolution in the shape of the mass function (specifically $m_{\text{min}}/m_*$) compensates for the increased number of galaxies at lower redshifts, making $\delta \zeta$ more or less constant with redshift.

Equation (16) also helps illuminate why $\delta \zeta$ changes only slowly with $\bar{x}$ at a fixed redshift. If the bubbles always took the mean density, their interior mass functions would be independent of $\zeta$ and both factors in equation (16) would be independent of $\bar{x}$. However, the bubbles actually sit at density $\delta_x$, which is a function of $\bar{x}$; as the result the shape of the mass function in ionized regions changes slightly because bubbles are more atypical regions when $\bar{x}$ is small. This also explains why $\delta \zeta / \delta \zeta_{\text{Poisson}}$ is constant in large bubbles: all have nearly the same $\delta_x \approx B_0$ and $\sigma \ll 1$, so $n_b(m) \langle \delta_x, M \rangle$ approaches a constant shape. In this regime, $\delta \zeta \propto N_{\text{gal}}^{-1/2} \propto R^{-3/2}$.

The fluctuations approach $\delta \zeta_{\text{Poisson}}$ in regions where the mass function is steep; in that case most galaxies have $m \approx m_{\text{min}}$. We see this in the $z=15$ curves in Figure 4(b). It also happens if we increase $m_{\text{min}}$, pushing galaxies farther off on the exponential tail of the mass function. However, in that case $\delta \zeta$ increases because $N_{\text{gal}}$ falls by an even larger factor.

Another way to increase $\delta \zeta$ is to take $\zeta \propto m^\alpha$, with $\alpha > 0$. Figure 5 shows the fluctuations if $\alpha = 0$, 1/3, and 2/3 (solid, dot-
How will these fluctuations affect \( n_b(m) \)? Clearly our analytic model breaks down if \( \delta_c \sim 1 \), and numerical simulations will then be necessary to study the process in detail. Nevertheless, we can guess the qualitative effects. Consider a region that would normally form a bubble of volume \( V_0 \) (corresponding to a density threshold \( \delta_b \)). First, suppose that it has fewer galaxies than expected, with an efficiency \( \xi < \zeta \). In the excursion set formalism, this implies an effective barrier height \( \delta'_{\rm c} > \delta_b \). We could therefore estimate the local bubble distribution by considering random walks beginning at \( (\delta_x, V_0) \) and computing where they cross the \( \delta'_{\rm c} \) barrier. This is essentially equivalent to searching for the progenitor distribution at a slightly earlier redshift. Furlanetto & Oh (2005) showed that most of the volume is contained in a single progenitor slightly smaller than \( V_0 \). Thus, negative fluctuations will smear the volume distribution by a factor \( \delta_V \approx \delta_c \), where \( \delta_V = (V - V_0)/V_0 \).

Positive fluctuations are slightly more subtle because bubbles can merge. Ignoring clustering, each HII region is surrounded by neutral gas with volume \( \approx V_0/\bar{x}_i \). Early in reionization, these thick walls prevent the bubbles from merging and \( \delta_V \approx \delta_i \). On the other hand, if \( \delta_c > (1/\bar{x}_i - 1) \), the bubble will grow enough to touch its neighbor. For larger fluctuations, bubbles will grow both by ionizing new gas and by consuming their neighbors; the volume fluctuation will then be \( \delta_V \approx \delta_c/(1 - \bar{x}_i) \). Because the extra sources need only ionize the thin walls between bubbles, a modest boost in the number of galaxies can greatly increase the bubble’s size. Thus, near the end of reionization, small fluctuations can broaden the size distribution by significantly more than \( \delta_c \). Clustering will also increase the importance of merging. However, during this epoch the bubble sizes are most likely limited by recombinations. We now turn to that regime.

4 BUBBLES AND RECOMBINATIONS

FZH04 included recombinations in only the crudest possible way, incorporating the mean number of recombinations per hydrogen atom into \( \zeta \). This assumption of a spatially uniform recombination rate is a gross oversimplification (Miralda-Escudé et al. 2000, hereafter MHR00): the IGM is itself inhomogeneous, so the recombination time varies across voids, filaments, and collapsed objects. MHR00 argued that (on a local level) reionization therefore proceeds from low to high densities.

Furlanetto & Oh (2005) showed how to reconcile this picture with the FZH04 model in which reionization begins around large-scale overdensities (Ciardi et al. 2003; Sokasian et al. 2003; 2004). For a bubble to grow, the (local) mean free path of an ionizing photon must exceed its radius. The mean free path is determined by the spatial extent and number density of dense, neutral blobs (where the recombination time is short). Thus, as a bubble grows, its radiation background must also increase to ionize each of these blobs more deeply. As a consequence, the recombination rate inside the bubble also increases; HII regions cease growing when this recombination rate exceeds the ionizing emissivity (see also MHR00). In other words, an ionized region must fulfill a second condition:

\[
\epsilon_{\rm bub} \equiv \frac{d\zeta_{\rm rec}(\delta, R)}{dt} > A_{\rm bub}(R, \delta)
\]

where \( \epsilon_{\rm bub} \) is the normalised emissivity and \( A_{\rm bub}(R, \delta) \) is the recombination rate within the bubble (which can be evaluated for a given IGM model). The latter depends on the mean overdensity of the bubble through the average recombination rate and increases with the bubble radius. This is analogous to the FZH04 condition \( \zeta_{\rm f, coll} > 1 \) except that it compares the instantaneous, rather than cumulative, number of photons. Furlanetto & Oh (2005) showed that, for reasonable models of the IGM density field, equation 17 halts bubble growth at a well-defined radius \( R_{\rm max} \); any bubbles nominally larger than this size fragment into regions with \( R \approx R_{\rm max} \).

(Note, however, that this saturation radius describes the mean free path of ionizing photons, not the extent of contiguous ionized gas; obviously as \( \bar{x}_i \to 1 \) ionized gas does fill the universe.) Unfortunately, calculating \( R_{\rm max} \) requires knowledge of the IGM density field during reionization, which is currently an open question. MHR00 present a numerical fit to the IGM density in cosmological simulations at \( z = 2-4 \) that can be extrapolated to higher redshifts; for that model, \( R_{\rm max} \gtrsim 20 \) Mpc (and much larger when \( z > 10 \)). Thus, it only significantly affects \( n_b(m) \) when \( \bar{x}_i \gtrsim 0.8 \). However, their model explicitly smooths the IGM density field on the Jeans scale of ionized gas, which may not be appropriate during reionization. If smaller-scale structures such as minihaloes are common before reionization, recombinations may become important much earlier (e.g., Haiman et al. 2001; Shapiro et al. 2004; Iliev et al. 2005). For concreteness we will use the MHR00 IGM model in these examples.
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Comparison of the emissivity inside a bubble (solid curve) t o its
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(assuming \( x_i = 0.8 \)). The horizontally and vertically shaded regions take
p = 0.01 and 0.1, respectively.

4.1 Stochastic fluctuations and recombinations

The FZH04 photon counting argument uses the cumulative number
of ionizing photons, so the relevant fluctuating quantity is the to-
tal number of galaxies in a region. The recombination limit, on the
other hand, depends on the number of \textit{active} sources at any time.
Even if the total number of galaxies is fixed, each could shine for
only a fraction \( p \) of the Hubble time (we will assume that \( p \) is inde-
pendent of mass for simplicity). The variance in the luminosity of
each galaxy is then \( (1 - p)/p \) times its mean square value; fluctu-
ations in the emissivity are

\[
\delta \epsilon = \sqrt{\frac{1 - p}{p}} \delta \epsilon_i.
\]

(18)

In the limit of a small duty cycle, the emissivity fluctuations ap-
proach the number count fluctuations divided by \( p^{1/2} \), which ac-
counts for the reduced number of active sources. The factor of
\((1 - p)/p\) in the numerator forces the fluctuations to vanish as the
duty cycle approaches unity, because in that case all galaxies are active.\(^3\)

Fluctuations in \( \epsilon_{\text{bub}} \) will affect the distribution of ionized and
neutral gas within a bubble as well as the rate at which it grows. If
\( \delta \epsilon_i > 0 \), it can ionize dense blobs more deeply, but that makes little
difference because most photons can already reach the edge any-
way. If \( \delta \epsilon_i < 0 \), the dense blobs will begin to recombine and more
photons will be trapped inside. However, the effects will not be se-
rious unless \( \epsilon_{\text{bub}} \) falls below \( A_{\text{bub}} \); even in that case, the bubble
only shrinks if the recombination time is shorter than the timescale
of the fluctuations (i.e., in dense regions along the edge). Fluctu-
ations would be most interesting near \( R_{\text{max}} \), because they would

\(^3\) We have ignored fluctuations in the \textit{total} number of galaxies here, be-
cause we wish to consider emissivity fluctuations in a given bubble whose
size is determined by the true number of galaxies, not its expectation value.
Including both sources requires the replacement \( (1 - p)/p \rightarrow 1/p \).

then introduce an intrinsic scatter to the saturation radius, which is
otherwise quite well-defined (Furlanetto & Oh 2005).

Figure 6 illustrates these effects. The dotted curve shows \( A_{\text{bub}} \)
in (units of recombinations per baryon per unit redshift) as a func-
tion of bubble scale at \( z = 8 \) assuming \( x_i = 0.8 \). The thick curve show
the emissivity \( \epsilon_{\text{bub}} \) (in units of ionizing photons per baryon per unit redshift).
Their intersection gives \( R_{\text{max}} \). The shaded en-
velopes delineate \( \epsilon_{\text{bub}} (1 \pm \delta \epsilon_i) \), illustrating the range of emissiv-
ity fluctuations. The horizontal and vertical hatched regions take
\( p = 0.01 \) and 0.1, respectively (note that the age of the universe is
\( t_H \approx 6.3 \times 10^9 \) yr at \( z = 8 \)). If the duty cycle is set by the dynam-
tical time of galaxies (e.g., because active phases follow mergers),
\( p \approx (\rho/\rho_{\text{crit}})^{1/2} \approx 0.075 \) and fluctuations are only important in
small bubbles. On the other hand, if \( p \lesssim 0.01 \) (as may be appro-
priate for quasars), fluctuations can be significant even in relatively
large bubbles. We emphasise again, however, that the bubbles only
shrink if \textit{both} \( \epsilon_{\text{bub}} < A_{\text{bub}} \) and the recombination time is short
compared to \( p t_H \), which only happens for the mean density IGM
when \( z \gtrsim 10 \), even if \( p \approx 1 \). Also, the fluctuations remain relatively
small near \( R_{\text{max}} \) because of the enormous number of galaxies in
these large bubbles. Thus, emissivity fluctuations should not intro-
duce a large spread in the saturation radius, and many of the con-
clusions of Furlanetto & Oh (2005), which relied on the existence
of a sharply-defined characteristic radius, should remain valid.
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\[ z > \frac{8}{p} \]

\[ x > \frac{8}{p} \]

\[ p > 0.01 \]
4.2 Recombinations and the $\zeta(m)$ barrier

We now consider recombinations in the presence of a mass-dependent ionizing efficiency. This is easy to incorporate into equation (14) with $d(\zeta f_{\text{col}})/dt$. As mentioned in §31, we simply replace the left-hand side of equation (17) with $\delta \beta_x$. While the middle curve (surrounded by the horizontal hatching) takes $\zeta = \text{constant}$, the uppermost curve (surrounded by the diagonally-hashed envelope) takes $\zeta \propto m^{-2/3}$. Figure 7 illustrates this point. The bottom solid curve (surrounded by the vertical hatched envelope) takes $\zeta = \text{constant}$, while the middle curve (surrounded by the horizontal hatching) takes $\zeta \propto m^{1/3}$.

The ratio between the solid curves characterizes the different rates at which the underlying galaxy populations evolve: the relevant haloes grow $\sim 25\%$ faster for $\zeta \propto m^{1/3}$. Thus the bubbles grow significantly larger when $\zeta \propto m^{1/3}$ than when it is a constant parameter. For this example, $R_{\text{max}} \propto 23, 63,$ and 180 Mpc for $\zeta = 0, 1/3,$ and 2/3. Of course, $R_{\text{max}}$ also depends sensitively on the IGM density (we have used the MHR00 model here), and these quantitative predictions are thus not reliable (closability will also limit the bubbles; Wyithe & Loeb 2004). However, we have shown that whatever the underlying density structure, $R_{\text{max}}$ increases significantly if massive galaxies drive reionization. The uppermost curve (surrounded by the diagonally-hashed envelope), which takes $m_{\text{min}} = 10 m_{\odot}$ and $\zeta = \text{constant}$, reinforces this point. Increasing the threshold mass by this factor makes the emissivity so large that $R_{\text{max}} \gtrsim 300$ Mpc (at least in the MHR00 model). Equation (15) shows that $\delta_x \propto \delta_s$, so the same factors that increase the number count variance will also increase that for the emissivity. The envelopes in Figure 6 illustrate this: the relative fluctuations are largest for $\zeta \propto m^{1/3}$. They are nearly Poisson for $\zeta \propto m^{2/3}$.

5 OBSERVABLE CONSEQUENCES

The issues we have considered in this paper all affect the bubble size distribution during reionization. This is obviously one of the fundamental properties of any reionization scenario, and a number of ways have been proposed to study it. In this section we will briefly consider two of these techniques. For concreteness, we will contrast the original FZH04 model and a scenario with $\zeta \propto m^{2/3}$.

5.1 21 cm measurements

Several low-frequency radio arrays designed to detect high redshift ($z \sim 6$–20) fluctuations in the 21 cm emission from neutral hydrogen are presently in the planning stages and/or under construction (e.g. PAST, LOFAR, MWA, and SKA). These telescopes should answer many open questions about the reionization epoch. They will measure fluctuations in $T_b$, the difference between the observed 21 cm brightness temperature and the CMB temperature $T_c$ (Field 1958):

\[
T_b \approx 26 \left( \frac{T_s - T_a}{T_a} \right) \left( \frac{\Omega_b h^2}{0.022} \right) \left( \frac{1}{\Omega_m h^2} \right)^{1/2} \left( \frac{1}{10} \right)^{1/2} \times (1 + \delta) x_{\text{HI}} \text{ mK},
\]

where $T_s$ is the spin temperature and $x_{\text{HI}}$ is the neutral fraction. Equation (19) ignores peculiar velocities, which tend to enhance the signal for modes along the line-of-sight (Bharadwaj & Ali 2004; Barkana & Loeb 2005). Modes perpendicular to the line-of-sight are, for the most part, unaltered by the velocity field. McQuinn et al. (2005b) show that when the HII regions are large, these redshift-space distortions are small on the large scales accessible to upcoming experiments. We are interested in the 21 cm signal when the bubbles dominate, so we will ignore peculiar velocities.

It is likely that X-rays from the first stars, shocks and black holes heated the gas to temperatures well above $T_c$, early in reionization (Oh 2001; Venkatesan et al. 2001; Chen & Miralda-Escude 2004). At the same time, Lyman-continuum photons from the first stars coupled the spin temperature $T_s$ to the gas temperature through the Wouthuysen-Field effect (Wouthuysen 1952; Field 1958). While this process was probably slower than the gas heating, Chardi & Madau (2003) argued that it becomes effective even when $x_i \lesssim 1\%$. Therefore, we will take the limit $T_s \gg T_c$, such that the 21 cm brightness temperature at the location $x$ is given by

\[
\Delta T_b(x) = \tilde{T}_b (1 - \bar{x}_i [1 + \delta_s(x)] (1 + \delta(x)) - \bar{T}_b, \quad (20)
\]

where $\Delta T_b \equiv T_b / x_{\text{HI}}$ is the normalized mean brightness temperature, $\bar{x}_{\text{HI}} \equiv 1 - \bar{x}_i$ is the global neutral fraction, $\delta_s$ is the overdensity in the ionized fraction, and $\delta$ is the matter overdensity (the baryons trace the dark matter on the relevant scales).

The imaging capabilities of upcoming observatories will be limited, but statistical observations may still be quite powerful (Zaldarriaga et al. 2004; Bowman et al. 2005). The simplest such statistic is the 3-D power spectrum (FZH04). Including terms up to second order in the perturbations $\delta$, the brightness temperature power spectrum is

\[
P_{\Delta T}(k) = \tilde{T}_b^2 \left[ \bar{x}_i^2 P_{\delta \delta} + P_{xx} - 2 \bar{x}_i P_{\delta x} + P_{x \delta \delta} \right].
\]

We construct $P_{\delta \delta}$ with the halo model (Cooray & Sheth 2002) and $P_{xx}$ and $P_{x \delta}$ with the methods described in McQuinn et al. (2005a). The fourth moment $P_{x \delta \delta \delta \delta}$ follows from $P_{\delta \delta}$, $P_{xx}$, and $P_{x \delta}$ using the hierarchical ansatz.

In Figure 8 we plot $[k^3 P_{\Delta T}(k) / 2 \pi^2]^{1/2}$ at $z = 12$ for the original FZH04 model in which $\zeta \propto m^{3/2}$ (solid curves) and for a modified model in which $\zeta \propto m^{5/3}$ (dashed curves). For each model, we show $\bar{x}_i = 0.25, 0.4,$ and 0.7 (thick, medium, and thin curves, respectively). We see clear differences in the power spectra: both the peak (measuring $R_\delta$) and the amplitude differ between the models. The disparity decreases as a function of $\bar{x}_i$, differing by about a factor of two for scales $k < 1$ Mpc at $\bar{x}_i = 0.25$. This is to be expected from Figure 7: the differences between the bubble size distributions decrease with increasing ionized fraction, primarily because of the shape of the matter density fluctuations. While we have shown results for $z = 12$, the curves depend primarily on the bubble size distribution and show similar differences at other redshifts (see Fig. 2).

Bowman et al. (2005) find that the Mileura Widefield Array (MWA) will be most sensitive to wavenumbers.
broader class of anisotropies termed the kinetic Sunyaev Zel’dovich (kSZ) effect (Sunyaev & Zel’dovich 1980), have been calculated for several analytic models of reionization (e.g., Gruzinov & Hu 1999, Knox et al. 1998, Santos et al. 2003, Zahn et al. 2005). Recently, McQuinn et al. (2005) used the FZH04 model to demonstrate that the kSZ anisotropies are quite sensitive to both the duration of reionization and the bubble size distribution.

In the original FZH04 model, $I^2C_{\text{kSZ}}$ peaks at approximately the angular scale corresponding to $\theta_e$ when $\bar{x}_e \approx 0.5$ (around $l = 3000$) and has a substantial width in $l$ owing to the distribution of bubble sizes. For $l > 5000$, the primordial component to the power spectrum becomes negligible owing to Silk damping, providing a window in which we can observe these secondary anisotropies. The kSZ signal lies well below another secondary anisotropy, the thermal Sunyaev-Zel’dovich (tSZ) effect, at all angular scales. Fortunately, the tSZ anisotropies have a unique frequency dependence, which should allow them to be cleanly removed. The Atacama Cosmology Telescope (ACT) and the South Pole telescope (SPT) are designed to detect the kSZ anisotropies and should be operational as early as 2007.\footnote{For more information on these experiments, see http://www.hep.upenn.edu/act/act.html and http://astro.uchicago.edu/spt.} We first summarise our formalism for calculating the kSZ signal (see McQuinn et al. 2005, for more details) and then discuss how $I^2C_{\text{kSZ}}$ changes if we allow $\zeta \propto m^\alpha$.

Thomson scattering of CMB photons off free electrons with a bulk peculiar velocity produces a temperature anisotropy along the line of sight $\hat{n}$:

$$\frac{\Delta T}{T}^\text{kSZ}(\hat{n}) = \sigma_T \int d\eta \ e^{-\tau(\eta)} \ a(\eta) \ n_e(\eta, \hat{n}) \ (\hat{n} \cdot \mathbf{v}),$$

where $a$ is the scale factor, $\tau(\eta)$ is the Thomson optical depth to the scatterer at conformal time $\eta$, $\mathbf{v}(\hat{n}, \eta)$ is the peculiar velocity of the scatterer, and the electron number density is

$$n_e(\eta, \hat{n}) = n_0(\eta) \ x_\text{e}(\eta) \ [1 + \delta(\hat{n}) + \delta_x(\hat{n})].$$

Here, $n_0$ is the average number density of electrons (free and bound).\footnote{Note that eq. (25) is not a formally rigorous perturbation expansion. However, it suffices for our purposes because the second order $\delta_x \delta$ term contributes a negligible fraction of the total kSZ signal.}

One might expect the dominant contribution to the kSZ angular power spectrum to come at zeroth order in the perturbations {\(\delta, \delta_x\)}, arising only from the velocity field. However, because only the component of the velocity along the line-of-sight contributes to the anisotropy and because it enters as an integral along the line-of-sight (eq. (23)), the signal averages over many troughs and peaks, making the net contribution effectively zero for the modes of interest. The lowest order contributions arise from modes perpendicular to the line-of-sight, which occur at second order in \{\(\delta, \delta_x\)\}.

Kaiser (1992) and Jaffe & Kamionkowski (1998) showed that at small scales and in the flat sky approximation the angular power spectrum of \((\Delta T/T)^{\text{kSZ}}\) can be written as

$$C_{\ell}^{\text{kSZ}} = \int \frac{d\eta}{x^2} \ W(\eta)^2 \ P_{\text{kSZ}}(l/x, \eta),$$

where $x = x_\text{e} - \eta$, $W = \sigma_T \ n_e(\eta) \ a^{-1} \ x_\text{e}^2 \ e^{-\tau}$, and $\mathbf{Ma} \ & \ \mathbf{Fr}y$ (2002) and Santos et al. (2003) showed that at small scales and in the flat sky approximation the angular power spectrum of \((\Delta T/T)^{\text{kSZ}}\) can be written as

$$P_{\text{kSZ}}(\mathbf{k}) = \frac{1}{2} \int \frac{d^2k'}{(2\pi)^2} \ \left\{ \left(1 - \mathbf{k} \cdot \mathbf{k}'\right) \ P_{\text{ee}}(k') \right\}.$$
Characteristic scales during reionization

\[
\times \left[ P_{\text{kSZ}}(|k-k'|) + 2P_{\text{cSZ}}(|k-k'|) \right]. \tag{26}
\]

We have omitted the subdominant terms in equation \ref{eq:26}, and we use linear theory to calculate the power spectrum of velocity fluctuations \(P_v\), McQuinn et al. 2005a). Equation \ref{eq:26} also omits a \(P_{\delta\delta}\) term that enters the sum within the brackets. This contribution is called the Ostriker-Vishniac (OV) effect; it has been studied in much more depth than the other “patchy” reionization terms (e.g., Ostriker & Vishniac, 1986; Jaffe & Kamionkowski, 1998; Hu, 2000), because it relies on much simpler physics. However, the other two terms dominate during the reionization epoch, so we do not include it in our analysis. On the other hand, the OV effect continues growing past reionization, and for reasonable reionization histories in the FZH04 model, the total OV signal tends to be \(\sim 1-5\) times larger than the patchy contributions around \(l = 5000\), Zahn et al. 2005b, McQuinn et al. 2005a). Fortunately, simulations should be able to calculate the OV anisotropies to reasonable precision, given a cosmology and a reionization history (they simply trace \(P_{\delta\delta}\) for the baryons). In that case it can be isolated from the patchy reionization terms in which we are most interested.

Figure 9 shows the kSZ angular power spectrum for models with \(\zeta \propto m^2\) (solid curve) and with \(\zeta \propto m^{2/3}\) (dashed curve). Both assume the same \(\bar{x}_i(z)\) (see inset). In the \(\zeta \propto m^{2/3}\) model, the bubbles are larger throughout reionization. This is reflected in the power spectrum: it peaks at larger scales (\(l = 1000\) rather than \(l = 2000\)) and is suppressed by \(\sim 30\%\) relative to the constant \(\zeta\) model on small scales (\(l \gtrsim 3000\)). This occurs because fewer small bubbles appear. Unfortunately, the large scales on which the peak occurs will be washed out by the primordial anisotropies (the thin line in Fig. 9). In Figure 9 we plot the 1-\(\sigma\) ACT error bars (assuming perfect removal of foregrounds as well as of the (SZ and OV anisotropies). If these contaminants can be adequately removed, the ACT should be able to distinguish these two models of reionization through the amplitude of the fluctuations on relatively small scales.

We found that the bubble size distribution figures prominently in the angular distribution of power of the kSZ signal. However, the duration of reionization is primarily responsible for determining the amplitude of the kSZ signal (McQuinn et al. 2005a). The history we have chosen is relatively narrow and has \(\tau = 0.95\), which is about 2-\(\sigma\) below the WMAP best fit value of \(\tau = 0.17 \pm 0.04\) (Kogut et al. 2003). The relative differences between the two models should be similar regardless of the redshift of reionization or its duration, because they depend primarily on \(n_b(m)\), which is nearly independent of redshift for a constant \(\bar{x}_i\). However, the amplitude of the signal could be up to a factor of five larger if reionization is extended, which would make these differences even easier to measure. The most important caveat is that the shape of the power spectrum on scales where the primordial anisotropies are negligible changes relatively little between \(\zeta \propto m^0\) and \(m^{2/3}\) models. Distinguishing the size distribution from, for example, a slightly faster reionization history, may be difficult and will require considerably more detailed modeling with simulations (c.f., Fig. 5 of McQuinn et al. 2005a).

8 However, note that the kSZ effect on scales \(l \sim 1000-5000\) will bias cosmological parameter measurements for future missions such as the Planck satellite. Thus the large scale behaviour is still detectable; it is just more difficult to isolate owing to additional degeneracies it suffers with the cosmological parameters that determine the primordial anisotropies Santos et al. 2003; Zahn et al. 2003.

6 DISCUSSION

In this paper, we have taken a closer look at the key properties of the FZH04 analytic model for the growth of HII regions during reionization. First, we examined the origin of the characteristic scale \(R_c\). We showed that it has a simple physical interpretation as the scale on which a “typical” density fluctuation is large enough to ionize itself. The scale at which this condition is fulfilled depends on the bias of the underlying galaxy population, which gives a boost to the matter density fluctuations. Increasing the mean bias drives reionization to larger scales by allowing weaker density fluctuations (which appear on larger scales) to ionize themselves.

Another key feature of the FZH04 model is that the bubble size distribution narrows throughout reionization while \(R_c\) becomes less and less sensitive to the input parameters. We showed that this primarily results from the shape of the underlying matter power spectrum: at Mpc scales, the effective power law slope is \(n \sim -2.3\), while for \(R \gtrsim 30\) Mpc, \(n \sim -1\). In the former case, density fluctuations collapse at a similar time over a wide range of scales, making \(R_c\) quite sensitive to the input parameters. For \(n \sim -1\), on the other hand, the scale dependence is much weaker.

We then considered two modications to the FZH04 formalism. One is the underlying halo mass function: FZH04 use the Press & Schechter (1974) distribution, which differs in detail from the mass function observed in simulations of the low-redshift universe (Jenkins et al. 2001). We showed that the Sheth & Tormen (1999) parameterisation, which better matches simulations, barely alters the bubble mass function. The reason is that the two halo mass functions have similar dependence on the underlying density field. We also allowed the ionizing efficiency parameter \(\zeta\) to be a function of galaxy mass. This may be appropriate if, for example, feedback affected the star formation efficiency, IMF, or escape fraction inside galaxies. We showed that weighting massive galaxies more heavily increases \(R_c\) because such galaxies are more highly biased. Under reasonable assumptions, this could increase \(R_c\) by several times throughout the early and middle stages of reionization.

This difference in the bubble sizes could be directly observ-
able in the near future. In particular, if massive galaxies drive reionization the 21 cm brightness temperature power spectrum increases by about a factor of two early in reionization on scales accessible to the next generation of radio telescopes. The shape of the induced CMB angular power spectrum also changes at small scales, although it may be more difficult to extract information about the sources from this integrated measure because of degeneracies with the duration of reionization. Nevertheless, we have shown explicitly that both of these techniques offer the exciting possibility of learning about the sources driving reionization — which may remain hidden from us for many years — through measurements of the IGM on ~ 10 Mpc scales, which may be more accessible. Another possibility is to constrain the HII distribution with the observed abundance and clustering of Lyα-selected galaxies (Furlanetto et al. 2004a, 2005).

Finally, we examined the conditions under which stochastic fluctuations in the galaxy distribution can significantly modify the bubble size distribution. Such variations are inevitable because galaxies do not trace the dark matter distribution precisely. Using a simple Poisson model (which is approximately correct at lower redshifts; Casas-Miranda et al. 2004), we showed that such fluctuations are typically ≤ 10% once Rc > 3 Mpc. In this case, they should have only a modest effect on the bubble sizes, except during the early stages of reionization. However, the fluctuations could be much more important if massive galaxies are responsible for reionization, because then the effective number density of sources falls dramatically. In such a scenario, numerical simulations of the full reionization process may be necessary to predict the bubble characteristics.

One particularly interesting application of these results is the possibility of reionization by quasars. The bright quasars detected by the Sloan Digital Sky Survey do not seem able to reionize the universe at z ∼ 6, provided that the luminosity function is not extremely steep (Fan et al. 2004). However, it remains possible that a population of relatively faint quasars could have made significant contributions (though see Dijkstra et al. 2004). Our models suggest that such a picture would have a number of implications for the HII regions during reionization. First, if quasars preferentially traced massive galaxies, they would have produced characteristically large bubbles. This may be particularly relevant if, as recently suggested by Lidz et al. (2005), faint quasars (as well as bright ones) populated massive galaxies, or if quasars grew most efficiently in massive haloes (Wyithe & Loeb 2002). Moreover, if quasars only populated massive galaxies, their stochastic fluctuations would be larger. This is particularly relevant because they also likely had short lifetimes with highly variable luminosities (Hopkins et al. 2005, a,b). Figure 4 shows that the resulting emissivity fluctuations would cause the bubbles to grow in spurts. These global signatures of quasar reionization complement the local signature proposed by Zafar & Shull (2003): the profile of ionization fronts could help distinguish hard and soft sources.

We have found that the major properties of the FZH04 model of reionization are robust to several of the simplifications inherent to it. Most important, large-scale (~ 10 Mpc) inhomogeneities in the ionized fraction seem unavoidable. This is crucial to, e.g., 21 cm measurements of reionization, because the next generation of telescopes will only be sensitive to structures several Mpc across. The existence of a characteristic scale is also generic to any model in which galaxies drive reionization. On the other hand, the FZH04 model still contains a number of simplifications — crucially, the assumption of isolated spherical bubbles — that may be particularly problematic during the late stages of reionization. Cosmological simulations will still be needed to predict detailed observational signatures as well as to test the behaviour of our analytic models. Such tests are challenging because of the wide separation in scales between the galaxies and the HII regions. One promising hybrid approach is to implement the FZH04 model in numerical simulations or even simple gaussian random fields (Zahn et al. 2005, McQuinn et al. 2005b) showed that the KSZ power spectrum from our fully analytic model and from numerical realisations match each other rather well, which bodes well for the utility of these simple analytic models.
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