Measurement of the Gamow-Teller Strength Distribution in $^{58}$Co via the $^{58}$Ni($t,^3$He) reaction at 115 MeV/nucleon
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Electron capture and $\beta$ decay play important roles in the evolution of pre-supernovae stars and their eventual core collapse. These rates are normally predicted through shell-model calculations. Experimentally determined strength distributions from charge-exchange reactions are needed to test modern shell-model calculations. We report on the measurement of the Gamow-Teller strength distribution in $^{58}$Co from the $^{58}$Ni($t,^3$He) reaction with a secondary triton beam of an intensity of $\sim 10^6$ pps at 115 MeV/nucleon and a resolution of $\sim 250$ keV. Previous measurements with the $^{58}$Ni(n,p) and the $^{58}$Ni(d,He) reactions were inconsistent with each other. Our results support the latter. We also compare the results to predictions of large-scale shell model calculations using the KB3G and GXPF1 interactions and investigate the impact of differences between the various experiments and theories in terms of the weak rates in the stellar environment. Finally, the systematic uncertainties in the normalization of the strength distribution extracted from $^{58}$Ni($^3$He,t) are described and turn out to be non-negligible due to large interferences between the $\Delta L = 0$, $\Delta S = 1$ Gamow-Teller amplitude and the $\Delta L = 2$, $\Delta S = 1$ amplitude.

PACS numbers: 26.50.+x,25.45.Kk,25.55.-e,27.40.-z,21.60.Cs

I. INTRODUCTION

Weak interactions play an important role in a variety of astrophysical phenomena. In particular the evolution of massive stars during their pre-supernova stage (type-II or core-collapse supernovae) is strongly affected by electron capture and $\beta$ decay rates. Electron-capture leads to deleptonization of the stellar environment. The dynamics of the collapse process is modified and the isotopic composition of the star is changed [1]. When the electron-to-baryon ratio has decreased sufficiently, and more neutron-rich and heavy nuclei are produced, $\beta^-$ decay also becomes important.

In order to understand the later stages of stellar evolution, the network calculations must be performed with accurate weak-interaction rates; pf-shell nuclei (A$\sim$40-65) are especially important. Fuller, Fowler and Newman first parameterized electron-capture rates [2-6] by describing the Gamow-Teller strength in an independent-particle model. It is well-known, however, that the residual interactions between valence nucleons lead to a quenching and fragmentation of the strength [7]. For pf-shell nuclei, large-scale shell-model calculations [8, 9] were performed to estimate Gamow-Teller strengths, which were then used to predict weak-interaction rates in the stellar environment. Use of these new rates, instead of the ones calculated by Fuller, Fowler and Newman, have a strong effect on the predictions for the late evolution stages of stars [10-12]. It is, therefore, important that the theoretical strength distributions are reliable and in agreement with experimental data. In this paper, we test theoretical predictions of the Gamow-
mediated through the $\sigma_{\tau}$ (for can be directly connected to weak-interaction strengths $\Delta L = 0, \Delta S = 1$ probed by nuclear reactions have been employed. Gamow-Teller transition strengths were first performed at IUCF [15–19] using the same initial and final states in the two processes. The interference can be constructive or destructive mediated mainly by the tensor-amplitude and the $\Delta L = 2, \Delta S = 1$ amplitude mediated through the $\sigma_{\tau}$, operator, are between the same initial and final states in the two processes.

Systematic studies of Gamow-Teller transition strengths were first performed at IUCF [15–19] using the ($p,n$) ($\Delta T = 1$) reaction. It was shown [20] that there is a proportionality between the $B(GT)$ values and the measured differential cross section at zero momentum transfer. This relationship between strength and cross section also provided the foundation to resolve the present ambiguity for the Gamow-Teller strength distribution in $^{58}$Co, since only a limited number of experiments are available to validate the shell-model calculations that are used to estimate the weak transition rates for a wide variety of nuclei.

We note that $^{58}$Ni($t,^3\text{He}$) experiments have been performed at beam energies of 8 MeV/nucleon [39] and 40 MeV/nucleon [40]. At these lower energies, systematic errors in the extraction of Gamow-Teller strengths can become large, due to the large magnitude of the tensor-$\tau$ interaction [41] and contributions from two-step processes [22], and are not used to validate the Gamow-Teller strength distributions predicted by shell models.

II. EXPERIMENT

The production of a secondary triton beam at NSCL is described in detail in Refs. [42, 43]. The methods specific to the current data set include a primary $\alpha$ beam of 140 MeV/nucleon, accelerated in the K1200 cyclotron. The beam impinged on a thick Bi production target (9.25 g/cm$^2$). Tritons with a mean energy of 115 MeV/nucleon and an energy spread of 1% were selected in the A1200 fragment separator and guided onto a target positioned at the object point of the S800 magnetic spectrometer [44]. The spectrometer is used to detect $^3\text{He}$ particles from the ($t,^3\text{He}$) reaction and is operated in dispersion-matched mode to correct for the energy spread of the triton beam. It was positioned at 0$^\circ$ degrees and the solid angle covered in the measurements was about 20 msr.

The S800 focal-plane detector [45] was composed of two 2-dimensional cathode-readout drift detectors (CRDCs). They are used to measure the position and angles in the dispersive direction and non-dispersive direction at the focal plane. The positions and angles were calibrated by inserting masks with holes and slits at known lo-
cations in front of the CRDCs and illuminating them with a $^3$He beam [44]. For ray-tracing purposes, the ion-optical code COSY Infinity [46] was used to calculate the ion-optical transfer matrix of the S800 spectrometer [47] from the measured magnetic field maps. Matrix elements up to fifth order were used in the reconstruction of $\delta = (E - E_0)/E_0$ ($E_0$ is the kinetic energy of the particle following the central-ray trajectory through the spectrometer and $E$ the energy of the measured particle). The track angles in the dispersive and non-dispersive directions were also obtained in the ray-tracing procedure and used to calculate the $^3$He scattering angle. The angular resolution was 10 mrad (FWHM). From these reconstructed parameters, the excitation energy was obtained from a missing-mass calculation with a resolution in the case of the $^{58}$Co spectrum of about 250 keV (FWHM). Angular distributions were extracted up to center-of-mass scattering angles of $5^\circ$.

Two thin plastic scintillation detectors (E1 and E2) were positioned behind the CRDCs. The fast timing signal from the E1 scintillator served as the trigger for the data acquisition, as well as the start of the time-of-flight (TOF) measurement. The stop signal for the TOF measurement was provided by the cyclotron radio frequency (RF). The light-output signal of E1 and E2 and the TOF signal were used to identify the $^3$He particles in the focal plane.

The triton-beam intensity was monitored using an in-beam scintillator (IBS) placed 30 m upstream from the target. The triton beam of 115 MeV/nucleon cannot be bent into the focal plane of the S800 spectrometer due to its high rigidity. The transmission from the IBS to the target was, therefore, measured by comparing the rates measured at the focal-plane scintillator and the IBS using a secondary $^3$He beam without a target and found to vary between 80 and 95%. The secondary beam fills a large fraction of the available phase-space and, as a result, small changes in ion-optical settings or primary beam properties can lead to significant changes in transmission. On average, the triton beam intensity at the target was about $1\times10^6$ pps.

Besides the measurements using a 99.93% isotopically enriched $^{58}$Ni target with a thickness of 7.61 mg/cm$^2$, measurements were also performed on a CH$_2$ target with a thickness of 6.72 mg/cm$^2$. The well-known Gamow-Teller transition to the $^{12}$B ground state provides a convenient way to check the procedures for extracting angular distributions. Because of the relatively strong kinematical correlation between momentum and angle for reactions on $^{12}$C, the excitation-energy resolutions ($\sim 300$ keV below $1^\circ$ to $\sim 450$ keV above $4^\circ$, respectively) were slightly worse than those obtained in the data taken on the $^{58}$Ni target.

In the experiment using the $^{58}$Ni target, the downstream CRDC detector was partially (15%) inefficient in the dispersive direction for $^3$He particles. Significantly reduced efficiency was confined to regions in the detector corresponding to excitation energies in $^{58}$Co higher than 10 MeV. Although momentum is mostly determined from the position measurement in the upstream CRDC (it is located near the true focal plane of the spectrometer), the scattering angle for events with missing downstream CRDC signal could not be well-determined. Since reconstruction of the angular distributions is important for extracting Gamow-Teller strengths from the spectra, the detailed analysis of the data taken on the $^{58}$Ni target was restricted to excitation energies below 10 MeV in $^{58}$Co.

### III. THE $^{12}$C(t,$^3$He)$^{12}$B REACTION.

In Fig. 1a, the excitation-energy spectrum from the CH$_2$(t,$^3$He) reaction is shown. In the missing-mass calculation, a $^{12}$C target is assumed and the events stemming from reactions on hydrogen in the target appear as an asymmetric peak at negative excitation energies (The Q-value for $^{12}$C(t,$^3$He)$^{12}$B(ground state) is -13.35 MeV and for H(t,$^3$He)n -0.764 MeV). Besides the $^{12}$B 1$^+$ ground state, other known states in the $^{12}$B spectrum are indicated in Fig. 1a as well, along with their known $J^\pi$ assignments. The broad peak at around 7.5 MeV is due to several states, excited predominantly via dipole transitions ($J^\pi = 1^-, 2^-$) but containing components with $J^\pi = 3^-$ as well [48]. Besides the ground state, two other $1^+$ states in $^{12}$B are known to exist (at 5.00 and 6.6 MeV [48]) but were not identified in the current data set.

In Fig. 1b, a scatter plot of the laboratory scattering angle of the $^3$He versus the excitation energy is displayed. Because $^{12}$C is assumed to be the target in the missing mass calculation, the recoil energy for reactions on hydrogen in the target is underestimated, hence the remaining correlation between energy and angle. In the angular range under consideration ($\theta_{lab} < 4.5^\circ$), the events from hydrogen in the target do not interfere with the analysis of the $^{12}$C data.

The code DW81 [49] was used to calculate differential cross sections for the transition to the $^{12}$B $J^\pi = 1^+$ ground state. The B(GT) for this transition equals $0.990\pm0.002$ [50], which is calculated from measured $^3$He decay log$ft$ values [48]. The optical-potential parameters for the outgoing $^3$He particle were obtained from elastic scattering of $^3$He on $^{12}$C at 150 MeV/nucleon [51]. Following Refs. [52, 53], the optical potential parameters for the triton were obtained by scaling the $^3$He potential depths by 0.85 [53], while keeping the radii and diffusenesses constant. The one-body-transition-densities (OBTDs) were calculated using the code OXBASH [54] with the CKII interaction [55] in the p model space. The Gamow-Teller strength obtained in this calculation for the transition to the $^{12}$B ground state (B(GT)=0.98) is close to the experimental value from $^3$He decay. Wave functions of the target and residual nucleus were calculated in a Woods-Saxon potential. Single-particle binding energies were determined in the code OXBASH [54] using the Skyrme SK20 interaction [56]. The projectile-
target interaction was described by an effective $^3$He-nucleon interaction with spin-isospin ($V_{\sigma\tau}$) and tensor-isospin ($V_{T\tau}$) components [53]. The former two are described by single Yukawa potentials, for which the ranges are fixed to that of the one-pion exchange potential, $R = 1.414$ fm. The tensor-isospin term is represented by a potential of the form $r^2 \times$ Yukawa (with range $R = 0.878$ fm), multiplied by the tensor operator $S_{12} = (\sigma_1 \cdot \tilde{r}) (\sigma_2 \cdot \tilde{r}) - \tilde{\sigma}_1 \cdot \tilde{\sigma}_2$. In principle, a spin-orbit term ($V_{LS\tau}$) should also be included, but it is usually set to zero since it was predicted [41] and confirmed by experiment [52, 57] that it hardly contributes to low momentum transfers. Since spin-transfer is required, only $V_{\sigma\tau}$ and $V_{T\tau}$ are important for Gamow-Teller transitions. The ratio $V_{\sigma\tau}/V_{T\tau}$ was fixed to 1.0 following Ref. [58].

In Fig. 2, the differential cross section for the transition to the $^{12}$B ground state is compared with the DWBA calculations. The error bars reflect statistical uncertainty only. In the comparison between data and theory, the magnitude of $V_{\sigma\tau}$ was determined by a fit to the data. Since the ratio $V_{\sigma\tau}/V_{T\tau}$ was fixed, $V_{T\tau}$ was adjusted accordingly. The fitted value of $V_{\sigma\tau}$ was $4.6 \pm 0.1$ MeV ($\chi^2/N_{d.o.f.} = 1.3$). The good correspondence between experiment and theory confirms the findings from the experiment on $^{26}$Mg [36], namely that the DWBA calculations can be used to predict reliably angular distributions. For the analysis of the $^{58}$Ni data, the value of $V_{\sigma\tau}$ was set to 1.6 MeV using the known ratio of $V_{\sigma\tau}/V_{T\tau} = 2.9$ [59].

IV. THE $^{58}$Ni($t,^3$He)$^{58}$Co REACTION.

In Fig. 3a, the $^{58}$Ni($t,^3$He) spectrum is shown integrated over the full angular range covered in the present experiment. A binning of 250 keV is applied, corresponding to the energy resolution. The Q-value for the transition to the $J^\pi = 2^+$ ground state of $^{58}$Co is -0.363 MeV, less negative than that of the H($t,^3$He)n reaction. By examining the correlation between scattering angle and $^3$He energy, no significant contributions from events due to the H($t,^3$He)n reaction to the $^{58}$Co spectrum were found.

Transitions of various multipolarities contribute to the spectrum shown in Fig. 3a. Whereas transitions with $\Delta L = 0$ are associated with differential cross sections that are strongly forward-peaked, differential cross sections of dipole transitions ($\Delta L = 1$) peak at about 3° and transitions due to higher angular-momentum transfer are relatively flat at very forward angles and have a
maximum at \( \sim 4^\circ \). In Fig. 4 angular distributions calculated in DWBA for several relevant transitions to states of different multipolarity are compared. The details of these calculations are discussed below.

To illustrate the method of using the angular distributions to identify different types of transitions in the data, the excitation energy spectra for \( 0^\circ < \theta_{lab} (^3\text{He}) < 1^\circ \) and \( 2^\circ < \theta_{lab} (^3\text{He}) < 3^\circ \) are displayed in Figs. 3b and 3c, respectively. Just below \( E_x = 2 \text{ MeV} \) and at about \( E_x = 4 \text{ MeV} \) two strongly forward-peaked transitions can be identified (as indicated in Fig. 3b), revealing the presence of transitions with \( \Delta L = 0 \). For \( 7 < E_x < 15 \text{ MeV} \), the differential cross section rises at backward angles, revealing the presence of dipole contributions presumably due to the various components of the isovector spin giant dipole resonance (\( \Delta L = 1, \Delta S = 1, J^\pi = 0^-, 1^-, 2^- \)) and its non-spin-flip partner, the isovector giant dipole resonance (\( \Delta L = 1, \Delta S = 0, J^\pi = 1^- \)). The main bump is indicated in Fig. 3c. Note that even though for about 15% of the data above \( E_x > 10 \text{ MeV} \) the angle was not well determined in the analysis (see Section II) such gross features remain visible.

Since transitions with different angular momentum transfer are not necessarily separated in energy, a multipole decomposition analysis (MDA) must be performed to extract the strength distributions as discussed below. In the \( T_z = +1 \) direction, the possible \( \Delta L = 0 \) transitions are to Gamow-Teller states and the \( 2\hbar\omega \) isovector (spin-flip) giant monopole resonances [82]. The latter resonances only contribute to the \(^{58}\text{Co} \) spectrum at \( E_x \gtrsim 10 \text{ MeV} \) [40, 60, 61] and peak at about \( E_x = 25 \text{ MeV} \) [83]. Therefore, extraction of the \( \Delta L = 0 \) component in the region \( E_x < 10 \text{ MeV} \) based on angular distributions is a very selective tool for identifying the contributions due to Gamow-Teller transitions.

A MDA was performed for each 250-keV wide bin, by fitting the experimental differential cross section to a linear superposition of theoretically predicted angular distributions with the code DWBA [49] for various types of transitions. The optical potential parameters for the \(^{58}\text{Ni} \) target were taken from fitting \(^3\text{He} \) elastic scattering data at 150 MeV/nucleon [51]. Wave functions projected on a complete \( 1p-1h \) basis were calculated in a normal-modes procedure [62, 63] using the code NORMOD [64]. In this formalism, the full strength (i.e. 100% of the non-energy-weighted sum rule) associated with the single-particle multipole operators is exhausted. The calculated cross sections, therefore, do not relate to any particular state.

**FIG. 3:** a) The \(^{58}\text{Co} \) excitation-energy measured via the \(^{58}\text{Ni}(t,^3\text{He}) \) reaction at 115 MeV/nucleon integrated over the full measured solid angle. b) The same reaction, but gated on events with \( \theta_{lab} = 0^\circ\text{-}1^\circ \). The two indicated peaks can be identified as Gamow-Teller transitions because of their maxima at forward scattering angles. c) The same reaction, but gated on events with \( \theta_{lab} = 2^\circ\text{-}3^\circ \). The indicated broad structure is likely due to dipole transitions, identified by its maximum in this angular range.

**FIG. 4:** Differential cross sections calculated in DWBA for \(^{58}\text{Ni}(t,^3\text{He}) \) transitions to states in \(^{58}\text{Co} \) with different \( J^\pi \). In all cases, an excitation energy of 2 MeV in \(^{58}\text{Co} \) is assumed and the normalizations are adjusted so that the cross sections are of the same order of magnitude for easy comparison.
in the spectrum and the main purpose of the calculations was only to determine the shape of the angular distribution used in the MDA. The DWBA calculations were performed for each excitation-energy bin separately to account for the increase in momentum transfer with increasing excitation energy at a fixed scattering angle.

The statistical accuracy of the data was limited, and only five 1°-wide angular bins between 0° and 5° in the center-of-mass were used. With a limited number of data points, a fit with multiple components is difficult. Therefore, we used only two multipole components per excitation-energy bin: a Gamow-Teller component and one component with larger angular-momentum transfer. The choice for the second component was made based on the excitation-energy of the bin. In the region below \( E_x = 5 \text{ MeV} \), states with \( J^\pi = 1^+, 2^+, 3^+, 4^+, 5^+ \) are known to reside and contributions from dipole transitions are small [65]. At beam energies above 100 MeV/nucleon and at forward angles, transitions with large orbital angular momentum transfers are strongly suppressed and states with \( J^\pi = 4^+, 5^+ \) are hardly excited and can safely be ignored [36]. The transitions to the \( J^\pi = 2^+, 3^+ \) states have similar distributions (see Fig. 4). As a result, differences between fits with a Gamow-Teller component and either a \( J^\pi = 2^+ \) or a \( J^\pi = 3^+ \) component resulted in differences for the extracted Gamow-Teller cross sections that were smaller than the statistical error. Therefore, for extracting Gamow-Teller strength in the excitation-energy region below 5 MeV, the MDA was performed using a Gamow-Teller and \( J^\pi = 2^+ \) component only. As an example of the procedure, the result of the MDA in the energy bin from 1.75 to 2 MeV is shown in Fig. 5. A systematic error of 5% was assigned to the extracted Gamow-Teller strength in each bin based on the differences between fits with a \( J^\pi = 2^+ \) or a \( J^\pi = 3^+ \) component.

For the region \( 5 < E_x < 10 \text{ MeV} \), the situation is more complicated, since dipole transitions will play an increasingly larger role at higher excitation energies. It was found that the fits to the angular distributions had consistently lower \( \chi^2 \) values per degree of freedom when using a dipole component [84] in the MDA in addition to a Gamow-Teller component, compared to using transitions leading to states with \( J^\pi = 2^+ \) or \( J^\pi = 3^+ \). Irrespective of the choice for the component used in addition to the contribution from the Gamow-Teller component, the extracted Gamow-Teller cross section did not change significantly (i.e. by more than statistical error bars). A systematic error of 10% of the extracted Gamow-Teller in each bin was assigned based on the differences between fits with a \( J^\pi = 2^+, 3^+ \) or a dipole component.

V. EXTRACTION OF GAMOW-TELLER STRENGTHS.

The next step in the analysis is to convert the extracted Gamow-Teller contributions in the excitation-energy spectrum to strength. This is done by using the proportionality between the cross section at zero momentum transfer \( \left( \frac{d\sigma}{d\Omega} (q = 0) \right) \) and Gamow-Teller strength \( B(GT) \) as derived in Eikonal approximation [16, 20]:

\[
\frac{d\sigma}{d\Omega} (q = 0) = K N^D |J_{\sigma\tau}|^2 B(GT). \tag{1}
\]

Here, \( K = \frac{E_iE_f}{(2\pi^2\sigma)^2} \), where \( E_i(f) \) is the reduced energy in the incoming (outgoing) channel. \( |J_{\sigma\tau}|^2 \) is the volume integral of the \( \sigma\tau \) component of the projectile-target interaction. The distortion factor \( N^D \) is defined by [20]

\[
N^D = \frac{\frac{d\sigma}{d\Omega}}{\frac{d\sigma}{d\Omega}_{PWBA}} (q = 0), \tag{2}
\]

and is determined using the DWBA code. For the plane-wave (PWBA) calculation, the depth of the optical potentials and the charges of the target and residual nuclei are set to zero. The factor \( K N^D |J_{\sigma\tau}|^2 \) is referred to as the unit cross section \( \sigma \).

Application of Eq. 1 to calculate \( B(GT) \), requires the knowledge of the experimental cross section at zero momentum transfer (i.e. requiring that both the Q-value \( (Q) \) of the transition and the scattering angle are zero), which is obtained from:

\[
\frac{d\sigma}{d\Omega} (q = 0) = \left[ \frac{d\sigma}{d\Omega} (q = 0) \right]_{DWBA} \times \left[ \frac{d\sigma}{d\Omega} (Q, 0^\circ) \right]_{exp}. \tag{3}
\]

In this equation, ‘DWBA’ refers to values calculated in the DWBA code. The experimental cross section at \( \theta = \text{deg} - 50$
VI. RESULTS AND COMPARISON WITH THEORY AND PREVIOUS DATA.

In Fig. 6 the extracted Gamow-Teller distribution for excitation energies between 0 MeV and 10 MeV in $^{58}$Co from the $^{58}$Ni($t,^3$He) experiment is shown and compared with theory. In both theoretical calculations, a quenching factor of $(0.74)^2$ [68] is applied. The different interactions result in significantly different strength distributions.

To facilitate the comparison between the data and theory in Fig. 6b, the calculations shown in Fig. 6a were folded with the experimental resolution and binned in the same manner as the data. The calculation with the KB3G interaction does relatively well in describing qualitatively the experimental strength distribution up to about $E_x = 4$ MeV, but is too large in magnitude. Above $E_x = 4$ MeV, too little strength is predicted. The calculation with the GXPFI interaction does not reproduce the strongest state at 1.87 MeV, but predicts more strength at higher excitation energies and is in that respect more consistent with the data.

Next, we compare the results from the $^{58}$Ni($t,^3$He) experiment with previous experimental results from $^{58}$Ni(n,p) [30] and $^{58}$Ni(d,$^2$He) [37, 38]. Better energy resolution is achieved in the latter experiment (130 keV). The energy resolution in the (n,p) experiment was 1.3 MeV. Therefore, when comparing the various results, the resolution must be taken into account, as in the comparison between the $^{58}$Ni(n,p) and $^{58}$Ni(d,$^2$He) results made in Refs. [37, 38]. However, in those Refs. the bins for the two data sets were shifted by 0.5 MeV relative to each other, which made a direct comparison somewhat difficult. Therefore, we performed the comparison between the (d,$^2$He) and (t,$^3$He) results and the comparison between the (n,p) and (t,$^3$He) results separately.

In Fig. 7a, the (d,$^2$He) and (t,$^3$He) results are compared. Results from $^{58}$Ni(d,$^2$He) were directly taken from Table 2 in Ref. [37]. For the $^{58}$Ni(t,$^3$He) data, two alternative methods to extract the Gamow-Teller strength distribution in 1-MeV bins were used: i) The MDA analysis was performed in each 1-MeV bin and ii) the extracted B(GT)s from four consecutive 250-keV bins were added. The differences between methods i) and ii) were smaller
than the statistical errors, and in Fig. 7a the results from method ii) are shown. Since the energy resolution in both data sets is much smaller than the bin size, the difference in energy resolution hardly affects the representation and was not corrected for. The (d,²He) and (t,³He) data sets are consistent. The χ²/N_{d.o.f.} = 1.21 with N_{d.o.f} = 9, i.e. well within a 95% confidence interval (since the absolute scale of the distribution was determined in the same manner for the two data sets, N_{d.o.f} = 9 instead of 10). Also included in the figure are the theoretical distributions, folded with the experimental resolution achieved in the (t,³He) experiment and binned in the same manner as the data.

In Fig. 7b, the (n,p) and (t,³He) results are compared. Again, a bin size of 1 MeV is used, but shifted by 0.5 MeV relative to Fig. 7a. Since the (n,p) data had a much lower energy resolution, the resolution of (t,³He) data was artificially reduced to that of the (n,p) data. The two different theoretical calculations were also folded with the resolution from the (n,p) experiment and binned according to the data. As can be seen from the (t,³He) strength distribution in Fig. 7b, the folding and choice of binning almost hides the presence of a strong peak at E_x = 1.87 MeV, and it is, therefore, understandable that it was not seen in the (n,p) data. However, the (t,³He) and (n,p) data sets are not consistent (χ²/N_{d.o.f.} = 6.0 with N_{d.o.f} = 10, i.e. well outside the 99.5% confidence interval). The unit cross section in the (n,p) experiment is, therefore, understandable that it was not seen in the (n,p) data. However, the (t,³He) and (n,p) data sets are not consistent (χ²/N_{d.o.f.} = 6.0 with N_{d.o.f} = 10, i.e. well outside the 99.5% confidence interval). The unit cross section in the (n,p) experiment was determined in the same manner.

Although the two theoretical calculations and the three data sets have different strength distributions, the summed strengths up to E_x = 10 MeV are very similar: \( \sum_{\text{KB3G}} [B(GT)] = 4.0, \sum_{\text{GXPF1}} [B(GT)] = 4.1 \) and \( \sum_{(t,³He)} [B(GT)] = 4.1 \pm 0.3, \sum_{(d,²He)} [B(GT)] = 3.4 \pm 0.2 \) and \( \sum_{(n,p)} [B(GT)] = 4.1 \pm 0.1 \) (the errors in the summed strengths for the three data sets are statistical only).

VII. THE NORMALIZATION OF B(GT)

As discussed in Section V, the Gamow-Teller strength distribution in ⁵⁸Co was normalized using known strengths for the analog of the ¹⁺ states at 1.73 MeV and 1.87 MeV studied with the ⁵⁸Ni(t,³He) reaction at 140 MeV/nucleon [66, 67]. In turn, the B(GT) of these analog states, located at 10.60 MeV and 10.82 MeV in ⁵⁸Cu, were calibrated with the B(GT) known from β decay of the ground state transition ⁵⁸Ni(g.s.)→⁵⁸Cu(g.s.).
Transitions from $^{58}$Ni to $^{58}$Cu have also been studied with the (p,n) reaction [18] at 120 MeV and 160 MeV. After determining the unit cross section for the ground-state transition, in both the $(^3$He,t) and (p,n) data sets the B(GT) for the second 1$^+$ state at 1.05 MeV was extracted as well. However, the ratios of B(GT)'s for the transition to the ground state and to the second 1$^+$ state in $^{58}$Cu are very different for the three data sets. This is shown in Table I. In the (p,n) experiments, the $^{58}$Cu ground state was not separated from the isobaric analog state ($J^\pi = 0^+$) at $E_x(^{58}$Cu)=$0.20$ MeV, which could have led to a systematic error. Perhaps, the difference between the ratios between the two transitions in Table I for the two (p,n) experiments is an indication of that. However, this cannot fully explain the large difference between the two (p,n) and the $(^3$He,t) result.

In Ref. [73], the Gamow-Teller strength distributions in $^{58}$Cu calculated using the KB3G and GXPF1 interactions were discussed. When using the GXPF1 interaction, the overall strength distribution was well reproduced, but the B(GT) for the transition to the ground 1$^+$ state at $E_x=$1.05 MeV was too low compared to experiment. With the KB3G interaction, the B(GT) for that state was better reproduced, but a group of 1$^+$ states experimentally found around $E_x=3.5$ MeV was absent.

In a simple independent-particle shell model, the neutrons and protons in $^{58}$Ni fill all orbitals up to $f_{7/2}$. The two remaining neutrons populate the $p_{3/2}$ and $f_{5/2}$ orbitals. Therefore, relatively strong contributions from $\nu p_{3/2} \pi f_{5/2}$ and $\nu f_{5/2} \pi p_{3/2}$ particle-hole components are to be expected for excitations of the lowest lying 1$^+$ states in $^{58}$Cu, even though these components are purely $\Delta L=2$, $\Delta S=1$ nature (i.e. not Gamow-Teller). As discussed in Ref. [73], in more realistic models using the GXPF1 and KB3G interactions, this is still largely true: transitions to the 1$^+$ ground state and excited state at $E_x=$1.05 MeV have strong contributions from the $p$-orbit. The components with $\Delta L=2$, $\Delta S=1$ tend to break the proportionality between cross section at zero momentum transfer and B(GT) in Eq. 1 [20, 36]. Since the effect of the interference between $\Delta L=2$, $\Delta S=1$ and $\Delta L=0$, $\Delta S=1$ amplitudes on the cross section depends on the reaction and beam energy, it could possibly explain the discrepancies between the $(^3$He,t) and (p,n) results shown in Table I.

In the $\beta^+$, i.e. (n,p) direction, contributions from $\Delta L=2$, $\Delta S=1$ components to the Gamow-Teller transitions are relatively small in the case of the $^{58}$Ni target, since (in an independent-particle picture) the protons do not fill the $p_{3/2}$ and $f_{5/2}$ orbitals.

To estimate the proportionality-breaking effects we performed cross-section calculations for the $^{58}$Ni(p,n) and $^{58}$Ni$(^3$He,t) reactions for the transitions to the 1$^+$ ground state and excited state at $E_x=$1.05 MeV in $^{58}$Cu. The beam energy was set to 140 MeV/nucleon, which is between the beam energies of the two available (p,n) measurements and equal to the energy used in the $(^3$He,t) experiment.

For the $^{58}$Ni(p,n) reaction, the code DW81 [49] was used. The Love-Franey effective interaction at 140 MeV [41, 74] was employed and exchange effects were treated exactly. OBTDs for the transitions to the relevant 1$^+$ states in $^{58}$Cu were taken from shell-model calculations in which at most 5 nucleons are allowed to be excited from the $f_{5/2}$ orbit to higher-lying orbits [73, 75]. To test the dependence of the results on the interaction, two sets of OBTDs were used, calculated with the KB3G and the GXPF1 interactions. Radial wave functions of the target and residual nuclei were calculated using a Woods-Saxon potential. Single-particle binding energies of the particles were determined in OXBASH [54] using the Skyrme SK20 interaction [56]. Optical-model parameters were calculated following the procedure in Ref. [76] which includes Coulomb corrected isovector terms to account for the differences between the incoming (proton plus $^{58}$Ni) and outgoing (neutron plus $^{58}$Cu) channel.

In order to perform a precise comparison with the (p,n) results, the calculations for the $^{58}$Ni$(^3$He,t) reaction need to be performed with the same effective interaction (i.e. the Love-Franey interaction [41, 74] instead of the effective $^3$He-nucleon interaction used above). Therefore, the code FOLD [77] was employed (for more details see Ref. [36]), in which the Love-Franey interaction is double-folded over the transition densities. Exchange is treated in the short-range approximation described in Ref. [41]. OBTDs for the target-residual nucleus system are the same as those used in the (p,n) calculation [75]. For $^3$He and $^3$H, densities were obtained from Variational Monte-Carlo results [78]. Optical-model parameters for the incoming $^3$He channel were taken from Ref. [51]. Following the analysis in Ref. [53], the potential-well depths were scaled with a factor 0.85 for the outgoing triton channel.

All cross-section calculations were performed at zero-momentum transfer by setting the Q-value of the reaction to zero and using the cross section at 0$^\circ$ scattering angle. For each transition and for each set of OBTDs, three calculations were performed: i) a plane-wave (PW) calculation, ii) a distorted-wave (DW) calculation and iii) a distorted-wave calculation in which the tensor-$\tau$ amplitudes of the Love-Franey interaction were set to zero (DW$_{\tau=0}$). For each calculation, a unit cross section was calculated: $\tilde{\sigma} = \frac{\sigma}{\sigma_{1.05}}(q=0)/B(GT)$ and subsequently the ratio of the unit cross sections for the transitions to the ground state and the state at $E_x=$1.05 MeV

$$\frac{\tilde{\sigma}_{1.05}}{\tilde{\sigma}_{0.5}}.$$ If this ratio equals unity, the proportionality between B(GT) and cross section at zero degrees is perfectly maintained and a deviation from unity signifies proportionality breaking between the two transitions. In addition, the ratio of the distorted-wave calculations with and without the tensor-$\tau$ component of the effective interaction was calculated, so that it can be determined to what extent the breaking of the proportionality stems from this source.

The results of the calculations are summarized in Table II. In the absence of distortions (plane-wave calculation; PW) the proportionality is perfect because all compo-
The ratio \( \frac{\sigma_{^5Ni(p,n)}}{\sigma_{^3He,t}} \) calculated from the experimental results in Table I equals 0.33/0.58 = 0.57 if the (p,n) data taken at 120 MeV are used and 0.41/0.58 = 0.7 if the (p,n) data taken at 160 MeV/nucleon are used. In short, the discrepancy between the (p,n) and \(^3\text{He},t\) data are qualitatively explained. It is hard to reach stronger conclusions about the quantitative agreement, owing to the 15% error bars in the (p,n) data. New \(^{58}\text{Ni}(p,n)\) experiments at \(E_p = 200\) MeV and 300 MeV have recently been performed \([79]\), but not yet fully analyzed. The results could shed further light on the analysis.

From Table II it can be seen that the changes in the unit cross section solely due to the inclusion of tensor-\(\tau\) components in the interaction are predicted to be slightly stronger for \((p,n)\) than for \(^3\text{He},t\) since the ratio \(DW/DW_{T=0}\) is higher for the transitions with the former probe. However, for the \((p,n)\) reaction, these contributions counteract the proportionality breaking due to other causes (such as exchange and \(\Delta L = 2, \Delta S = 1\)).
contributions mediated through the $\sigma \tau$ component of the interaction) on the level of 4-6%, whereas for the $^{3}\text{He},t$ reaction they reinforce such effects. In addition, the sign of the interference is the same for both transitions in the case of the (p,n) reaction and opposite in the case of the $^{3}\text{He},t$ reaction. Therefore, the ratio of unit cross sections is more strongly affected in the case of the $^{3}\text{He},t$ reaction.

Besides the calculations in Table II, we also checked the effect of removing all contributions from the $\nu p_{3/2}-\pi f_{5/2}$ and $\nu f_{5/2}-\pi p_{3/2}$ components in the cross section calculations. The value of $\langle \frac{2\pi}{T_{\tau}} \rangle = 1$ became 0.91 for the (p,n) reaction and 0.95 for the $^{3}\text{He},t$ reaction, with very minor differences between the results with KB3G or GXPF1. This confirms that these particle-hole components are indeed the leading cause for the discrepancies between the two reactions and the breaking of the proportionality.

A systematic error in the absolute scale of the Gamow-Teller strengths extracted from $^{58}\text{Ni}(^{4}\text{He},t)$ directly translates into a systematic error in the absolute scale of the strengths extracted from $^{58}\text{Ni}(t,^{3}\text{He})$. Since, according to the calculations, the cross section of the transition to the ground state in $^{58}\text{Cu}$ is increased due to the interference between $\Delta L = 2$, $\Delta S = 1$ and $\Delta L = 0$, $\Delta S = 1$ amplitudes by about 20-25% (DW/DW$_{T_{\tau}=0}$=1.2 and an additional 5% is included to account for other proportionality breaking effects), the B(GT) for the other states in the $^{58}\text{Cu}$ spectrum (including the T$_{\tau}$ used for calibrating the B(GT) in $^{58}\text{Co}$) are underestimated by the same percentage. The same effects occur for the results from the (d,${}^{2}\text{He}$) experiment for which a similar calibration procedure was used.

**VIII. ELECTRON-CAPTURE RATES**

To understand how the differences between the various measured and calculated Gamow-Teller strength distributions affect the electron capture rates, we calculated these rates for various stages during stellar evolution. The method to calculate electron-capture rates is described in detail in Refs. [2-5] and implemented in a new code [80]. Calculations were performed in a grid spanning $\rho Y_e$ values from $10^3 \text{ gcm}^{-3}$ to $10^{14} \text{ gcm}^{-3}$ and T values from 0.01 x $10^9$ K to 100 x $10^9$ K. Here, we present the results for two different $\rho Y_e$ regimes of relevance in the late stages of evolution of massive stars (11-40 solar masses) [11]: $\rho Y_e = 10^3 \text{ gcm}^{-3}$, which corresponds to conditions during Silicon burning and Silicon depletion ($Y_e \approx 0.47$; this regime was also investigated in Refs. [37, 38], and $\rho Y_e = 10^9 \text{ gcm}^{-3}$, which corresponds to conditions during the pre-supernova stage ($Y_e \approx 0.44$; ~0.5 s before core bounce). In the former case, the temperature is $T \sim 4 \times 10^9$K and in the latter case, $T \sim 8 \times 10^9$K. In the present calculations, we only consider transitions from the parent ground state to daughter states described by Gamow-Teller strength distributions and ignore transitions from thermally populated parent states. Especially at the higher temperatures, this leads to an underestimation of the electron-capture rates [9]. However, here we are mostly interested in relative deviations in the rates due to the differences in strength distributions.

In addition to the original results by Fuller, Fowler and Newman (FFN) [2-6], electron-capture rates were calculated for five Gamow-Teller strength distributions in $^{58}\text{Co}$: i) The theoretical prediction employing the GXPF1 interaction [38], ii) the theoretical prediction employing the KB3G interaction [37, 38, 70], iii) the distribution extracted from the $^{58}\text{Ni}(t,^{3}\text{He})$ experiment, iv) the distribution extracted from the $^{58}\text{Ni}(d,^{2}\text{He})$ experiment [37, 38] and v) the distribution extracted from the $^{58}\text{Ni}(n,p)$ experiment [30]. For cases i) and ii) the $^{1}\text{p}$ states in $^{58}\text{Co}$ were positioned at exactly their calculated values. For case iii), the strength extracted for each 250-keV wide bin was placed at the center of that bin. For case iv), the strength was distributed according to the values extracted state-by-state in Table I of Ref. [37] below $E_x(^{58}\text{Co})=4$. MeV. Above that energy, values extracted per 1-MeV bin (Table 2 of Ref. [37]) were
equally distributed over the respective bins, and placed at the center of four 250-keV bins. Finally, for case v) the strengths extracted per 1-MeV bin were equally distributed over the respective bins and placed at the center of four 250-keV bins.

The results of the calculations are plotted in Fig. 8. Fig. 8a shows the rates calculated at the lower densities, at temperatures T = 2 × 10^9 K and Fig. 8c displays the same calculations, but relative to the FFN results (note that the quenching factor of 0.74^2 is not included in the FFN values). At this low density, and correspondingly low electron chemical potential (\( \phi_e \approx 0.7 \) MeV at T = 1.0 × 10^9 K), the rates rise rapidly with temperature due to the fact that electrons can have energies \( \sim k_B T \) larger than \( \phi_e \) (\( k_B T = 90 \) keV (900 keV) at T = 1 × 10^9 K (10 × 10^9 K), with \( k_B \) the Boltzmann constant) and thus increasingly populate the lowest-lying \( ^1 \) states. This thermal broadening of the electron Fermi surface is characterized by the degeneracy parameter \( \phi_e / (k_B T) \) (here defined positive) which is reduced (“lifting” of degeneracy) from \( \approx 7.7 \) at T = 1 × 10^9 K to \( \approx 0.35 \) at T = 10 × 10^9 K. The temperature dependences of the rates at the low density are, therefore, very sensitive to the precise location of these low-lying states, and when calculated from experimental strength distributions, also to the binning and resolution of the data. The rate calculation using the strength distribution obtained with the GXPF1 interaction result in much lower rates than the one employing KB3G at this density, owing to the near absence of strength in the capture window (\( \approx (\phi_e + m_e c^2 - w) \) where \( w \) is the ground-state-to-ground-state capture threshold and \( m_e c^2 \) the electron rest mass). Except for the lowest temperatures, the rates calculated with the strength distribution from the (n,p) experiments are relatively low compared to those from \((d,^2\text{He})\) and \((t,^3\text{He})\) experiments.

At the higher density, \( \phi_e \approx 4.7 \) MeV. As a result, a larger fraction of the strength distribution can be accessed compared to the case at lower densities. The degeneracy \( \phi_e / (k_B T) \) reduces from \( \approx 52 \) at T = 1 × 10^9 K to \( \approx 4.66 \) at T = 10 × 10^9 K, but the Fermi-Dirac distribution still resembles a sharp energy filter that accesses daughter states almost exclusively in the capture window. The dependence of rate on temperature is thus relatively weak, as shown in Fig. 8b. Rate estimates using strength distributions that have relatively little strength located within the capture window (i.e. the one extracted from the (n,p) experiment and the theoretical calculation using the GXPF1 interaction) will result in lower rates than those exhibiting more Gamow-Teller strength at low excitation energies (i.e. the \((t,^3\text{He})\) and \((d,^2\text{He})\) experimental results and the theoretical calculation with the KB3G interaction), especially since the phase space available for capture depends strongly (power of \( \sim 5 \)) on the total electron energy. The FFN rates have a significantly steeper dependence on temperature.

**IX. CONCLUSIONS**

The Gamow-Teller strength distribution in ^{58}\text{Ni}(t,^3\text{He}) has been extracted from the ^{58}\text{Ni}(t,^3\text{He}) reaction at 115 MeV/nucleon. Although the statistical errors are relatively large, the results are important to cross check existing results from ^{58}\text{Ni}(d,^2\text{He}) and ^{58}\text{Ni}(n,p) experiments, which were inconsistent. Our data are consistent with those from the ^{58}\text{Ni}(d,^2\text{He}) reaction and deviate from the ^{58}\text{Ni}(n,p) data.

Comparisons between the experimentally extracted strength distributions and shell-model calculations using the GXPF1 and KB3G interactions were made. The predictions with the KB3G interaction describe the strength distributions at excitation energies below 4 MeV in ^{58}\text{Ni} well, but the calculations with the GXPF1 interaction better reproduce the strength distribution at higher excitation energies.

Systematic uncertainties in the calibration of the absolute Gamow-Teller strength scale were investigated. Such uncertainties are due to potentially large interference effects between \( \Delta L = 2, \Delta S = 1 \) and \( \Delta L = 0, \Delta S = 1 \) components for the transition ^{58}\text{Ni}(^3\text{He},t)^{58}\text{Cu}(g.s.) which is used in the calibration. A correction for this effect would increase the Gamow-Teller strengths extracted from ^{58}\text{Ni}(t,^3\text{He}) (and ^{58}\text{Ni}(d,^2\text{He}), since the same procedure for the strength calibration was used) by about 25%.

Finally, the differences between the various experimental and theoretical strength distributions were investigated in terms of electron-capture rates in the stellar environment. At low densities and corresponding narrow electron-capture window, the rates are very sensitive to the details of the strength distribution at the lowest excitation energies and, therefore, the rates calculated with the strength distributions predicted using the KB3G interaction are closest to those predicted using experimentally determined strength distributions from ^{58}\text{Ni}(t,^3\text{He}) and ^{58}\text{Ni}(d,^2\text{He}). At higher densities, the electron-capture window encompasses a large portion of the Gamow-Teller strength distribution and the rates depend much more on the mean location and the width of the Gamow-Teller strength distribution and rates calculated using the strength distributions from shell-model calculations with the GXPF1 or KB3G interactions do about equally well in reproducing the rates calculated with experimental strength distributions from the ^{58}\text{Ni}(t,^3\text{He}) and ^{58}\text{Ni}(d,^2\text{He}) data.
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