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ABSTRACT

In this thesis we study compactifications of type II string theories and M-theory to four dimensions. We construct the four-dimensional $\mathcal{N} = 2$ supergravities that arise from compactifications of type IIA string theory and M-theory on manifolds with $SU(3)$-structure. We then study their potential for moduli stabilisation and give explicit examples where all the moduli are stabilised. We also study the effective action for type IIB conifold transitions on Calabi-Yau manifolds. We find that, although there are small regions in phase space that lead to a completed transition, generically the moduli are classically trapped at the conifold point thereby halting the transition.
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Chapter 1

Introduction: To Eleven Dimensions

The idea that the universe is governed by a set of rules and that we can discover what those rules are dates back to the time of the Ancient Greeks. This idea still forms the basis of physics today. However, the original proposition, which prevailed until the sixteenth century, was to deduce scientific rules by pure thought alone. This overestimated our reasoning ability and although the approach led to many successes ultimately it could only take us so far. The sixteenth century revolution of scientific thought argued that knowledge of nature should be gained through experiments. These two approaches, rational deduction through thought and learning through experiments, have remained the driving forces behind physics to this day and it is the balance between the two that forms the motivation for this work.

By the end of the 1970s, the Standard Model (SM) and General Relativity (GR) could, between them, account for almost all the known observations. The problems that remained could be referred to as purely aesthetic. GR broke down at space-time singularities which meant it could never fully describe black holes or the Big Bang. The SM lacked explanation for the values of nineteen parameters in the theory which had to be put in by hand. Some of those parameters, such as the mass of the Higgs boson, had to be highly fine-tuned to match observations. Apart from the problems faced by each of the theories separately the most theoretically troublesome issue was that the machinery behind the SM, that is Quantum Field Theory (QFT), could not be used to describe gravity and so the two
1.1 The Standard Model and gravity

There are four known forces in the universe: Gravity, the Weak force, the Strong force and the Electromagnetic force. The latter three, along with the known matter content, are described by the SM. The precise details of the SM are not discussed here but, in short, the matter content consists of three fermionic quark and lepton doublets and one scalar field called the Higgs \[1\]. The theory that describes the interactions between the matter and the forces is a QFT with a Lagrangian that has an internal symmetry of the group \(SU(3) \times SU(2) \times U(1)\). The covariant derivatives on the fields that ensure this symmetry must contain spin-one fields that gauge this symmetry and these are the force carrier fields. More precisely the Strong force has eight massless carriers, the gluons, that are associated with the eight generators of the \(SU(3)\). The Weak force has three massive carriers, the \(W^\pm\) and \(Z^0\), that are associated with an \(SU(2)\) subgroup of the \(SU(2) \times U(1)\). Finally the Electromagnetic force is mediated by the massless photon which is associated with a \(U(1)\) subgroup of the \(SU(2) \times U(1)\). A key concept of extensions to the SM is the unification of forces. An example of this process is the way in which the Electromagnetic force unifies what were once thought to be two separate forces, Electricity and Magnetism, into one force. More precisely, Electricity and Magnetism can be shown to be two properties of
the same force. Within the SM there is evidence that all the forces can be unified into a Grand Unified Theory (GUT) where they are again differing properties of the same force. Such unifications are a more quantitative measure of what was previously referred to as the aesthetic quality of the theory. The more unified the theory the more aesthetically pleasing it is to the physicist. But there is more to unification than aesthetics: throughout history some of the greatest progress in physics has come from unifications. There remains one important unification that we have yet to address and that is of the SM forces with the force of Gravity. The pursuit of this unification takes us far (all the way to eleven dimensions), but first we summarise the current formulation of gravity.

The current theory of gravity is purely classical and is formulated in terms of the metric on four-dimensional space-time, $g_{\mu\nu}$, where $\mu, \nu = 0, 1, 2, 3$. The metric describes the geometry of space-time and from it we can construct other useful geometrical quantities such as the Ricci tensor $R_{\mu\nu}$ and scalar $R$ which are defined in the appendix. GR gives the relation between the geometry of space-time and the energy present, which quantitatively is given by Einstein’s equation

$$R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = 8\pi G T_{\mu\nu}.$$  

(1.1.1)

$G$ is Newton’s constant which can be used to define the Planck mass $M_p$

$$M_p = \frac{1}{\sqrt{G}} = 1.22 \times 10^{19}\text{GeV},$$

(1.1.2)

where we work in units where the speed of light $c$ is set to unity. $T_{\mu\nu}$ is the energy-momentum tensor that describes the energy content. There is also a Lagrangian formulation for GR where the action is given by

$$S_{\text{Gravity}} = \int_S \sqrt{-g} d^4x \left[ R + \mathcal{L}_{\text{Matter}} \right],$$

(1.1.3)

with $g$ standing for the determinant of the metric and $x$ are the space-time co-ordinates. $\mathcal{L}_{\text{Matter}}$ is the Lagrangian density for all the matter content. In this formulation the Einstein equation (1.1.1) is simply the equation of motion for the metric.

An important part of the SM are the symmetries of the Lagrangian. The Lagrangian for gravity also has symmetries and these form the space-time symmetries of the Poincaré group. The Poincaré group is the sum of all space-time transformations that include translations, rotations and Lorentz boosts. Overall, this group has ten elements and has a representation in terms of vectors $P_\mu$ and symmetric $4 \times 4$ matrices $J_{\mu\nu}$ that satisfy the
1.2 Supersymmetry

The Poincaré group is a symmetry group of external space-time symmetries. The SM’s $SU(3) \times SU(2) \times U(1)$ are symmetries of internal degrees of freedom of the fields. A first attempt at unification might be to unify the two types of symmetries. The only \cite{2} possible extension to the Poincaré group by an internal symmetry is a graded Lie algebra of the form \cite{3}

$$\{Q^i_A, Q^j_B\} = 2\sigma^\mu_{AB} \delta^i_j P^\mu, \quad \{Q^i_A, Q^j_B\} = -\hat{\epsilon}_{AB} Z^{ij}, \quad [Q^i_A, J^\mu\nu] = -i(\sigma^{\mu\nu})^B_A Q^i_B, \quad [Q^i_A, T_r] = [Q^i_A, P^\mu] = 0,$$

(1.2.1)

where $\sigma^{\mu\nu} = \frac{i}{2}(\sigma^\mu \sigma^\nu - \sigma^\nu \sigma^\mu)$ with $\sigma^\mu$ being the Pauli spin matrices. The indices $A, B = 1, 2$ are Weyl spinor indices and $i, j = 1, \ldots, \mathcal{N}$ correspond to the number of sets of such generators that can be introduced with $Z$ labelled as the central charges of the theory. The generators $T_r$ denote the SM gauge groups. In order to unify internal symmetries with the space-time symmetries we have introduced new generators and the natural question to ask is what symmetry is generated by the $Q^i_A$s? This new symmetry is called supersymmetry and it is a symmetry that transforms between the bosonic and fermionic fields in the theory. To see this we introduce anti-commuting Grassman parameters $\xi_A^i$ which generate a supersymmetry transformations

$$\delta_\xi \phi = i(\xi Q + \bar{\xi} \bar{Q}) \phi,$$

(1.2.2)

where we have introduced a scalar field $\phi$ and have considered only $\mathcal{N} = 1$ for simplicity.

Then, in order for the supersymmetry algebra to close, $\phi$ should transform into another
field, which should in turn transform under supersymmetry, eventually closing the algebra. The simplest possibility linear in $\xi$ is

$$\delta_\xi \phi = a\xi \psi + b\bar{\xi} \bar{\psi},$$  \hspace{1cm} (1.2.3)$$

where $a$ and $b$ are some constants and $\psi$ is a fermionic field. We see that a new field must be introduced which differs from the transformed field by spin-$\frac{1}{2}$ and this new fermion is called the superpartner of $\phi$. To make the Lagrangian invariant under this symmetry it is sometimes useful to group all the superpartners of a field together into a supersymmetric invariant multiplet or a superfield. By writing the Lagrangian in terms of these superfields we ensure it is supersymmetric.

We have seen that supersymmetry naturally emerges from unification. It also predicts that every particle must have a superpartner of equal mass and with a spin difference of a half. This prediction is clearly false since we see no such bosonic superpartners to the SM fermions. We have arrived at a point that is a thread throughout this work: following unification we reach a theory that does not agree with the universe we observe. Nonetheless we continue with the hope that unification is a strong enough principle as guide whilst bearing in mind that at the end we should try to make contact with the observed universe. In this case the most obvious answer to the problem of the missing particles is that supersymmetry is a broken symmetry. Breaking supersymmetry induces a mass gap between the observed fermions and their missing superpartners so that if the energy scale of this mass gap, which is the energy scale of supersymmetry breaking, is larger than that which we are able to probe in particle accelerators, i.e. the TeV scale, the superpartners are just too massive to have been detected yet. The scenario of a TeV scale broken supersymmetry also offers possible solutions to current problems in cosmology and the SM. Most notably it explains why the mass of Higgs boson is of a TeV scale when without supersymmetry quantum loop corrections mean its mass should naturally be of the Planck scale. It also offers a candidate for the observed cosmological dark matter as the lightest supersymmetric particle and forms an important part of the unification of the forces in GUT theories.

Supersymmetry by itself is a global symmetry which means that the spinors $\xi^i_A$ do not vary over space-time. This is rather unnatural as there is no reason for such a global constraint, indeed the SM and Poincaré symmetries previously discussed are all local symmetries. Making supersymmetry local leads to a theory of supergravity where the spin-
2 graviton also has a spin-$\frac{3}{2}$ superpartner, the gravitino. Therefore, the simplest natural theory that unifies internal and space-time symmetries is a four-dimensional supergravity. However, in attempting the next step of unification, that is applying QFT to gravity, four-dimensional supergravity is not enough and an even more radical rethinking of the universe is required.

### 1.3 String theory

Quantum Electrodynamics (QED) is the quantum field theory that describes the Electromagnetic force. It has been successfully experimentally probed to a greater accuracy than any other theory in physics. There are also accurately tested QFTs for the Weak and Strong forces. Like the SM forces, a truly unified theory should also be a quantum field theory of gravity\(^1\). Gravity, however, has a fundamental property different to the other forces that has made this construction so far unattainable. The SM forces are forces that act on a fixed space-time background, gravity is a force that is itself the geometry of space-time and so can not be defined on some fixed background. The key problem that arises from this is that causality becomes ill-defined since the metric, which should play the role of the quantum field, can be in some superposition of eigenstates where in one state points can be space-like related while being time-like related in another state. Abandoning causality would lead to even greater conceptual difficulties. This problem remains unsolved so far and is not discussed further in this work.

The next best thing to a full quantum theory of gravity is a QFT of gravitational perturbations about a classical background, that is a quantum theory of gravitons. Taking a metric of the form

\[
g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}
\]

we can attempt to quantise the perturbation \(h_{\mu\nu}\), that describes a graviton, about a classical Minkowski background metric \(\eta_{\mu\nu}\). The problem with such a theory is that it is non-renormalisable. This can be attributed to the fact that the loop expansion parameter

\(^1\)The motivation of unification for a quantum theory of gravity has been emphasised here in keeping with the theme of the chapter. There is, however, a more fundamental reason for requiring such a theory and that is because gravity is coupled to matter which in turn we know is described by a quantum theory. Then making an observation of a quantum matter distribution collapses the wavefunction thereby altering its gravitational field instantaneously and, if the eigenstates are that of space-like separated matter, acasually.
$G$ is dimensionful. Terms in the Lagrangian generated by successive loops must have an increasing number of dimensionful integrals to counter the dimension of $G$. Therefore an attempt to renormalise the theory by adding counter-terms requires an infinite number of different counter-terms corresponding to the infinite number of loops. This is by definition a non-renormalisable theory.

The problem of non-renormalisability of a quantum theory of gravitons has a solution. The solution is that the fundamental constituents of the universe are not point particles but rather strings of a finite length. The theory describing a quantum string is a conformal QFT on the two-dimensional worldsheet of the string with physical states corresponding to harmonic excitations of the string. The mass of states $M$ on the string is given in units of the inverse string tension $\alpha'$ as

$$\alpha' M^2 \sim N - A,$$

where $N$ is the number of quantised excitations on the string and $A$ is a (normal ordering) constant which takes the value of one for an open string and two for a closed string [4].

Let us define the creation operators for left-moving and right-moving harmonic excitations on the string as $\hat{\alpha}^\mu$ and $\hat{\tilde{\alpha}}^\mu$ respectively. The index $\mu$ corresponds to which space-time direction the excitation is in. Then a state $\epsilon$ of two excitations $N = 2$ on the closed string is massless and is generated by the two operators acting on the vacuum state $|0\rangle$ as

$$\epsilon_{\mu\nu} \hat{\alpha}^\mu \hat{\tilde{\alpha}}^\nu |0\rangle.$$ 

The massless state $\epsilon$ is a general two-tensor and so can be decomposed into a traceless symmetric part, anti-symmetric part and a trace

$$h_{\mu\nu} \equiv \epsilon_{(\mu\nu)} , \quad B_{\mu\nu} \equiv \epsilon_{[\mu\nu]} , \quad \phi \equiv \epsilon^\mu_\mu.$$

We now see that string theory necessarily has a massless spin-2 state $h_{\mu\nu}$ which can play the role of the graviton and is therefore a theory of gravity. It also has a two-form $B_2$ which is called the Neveu-Schwarz Neveu-Schwarz (NS-NS) two-form, and a scalar $\phi$ called the dilaton. The vacuum expectation value of the dilaton also plays the role of the string self coupling with the self coupling $g_s$ given by

$$g_s = e^{\langle \phi \rangle}.$$ 

States on the string that are not massless have masses of order $(\alpha')^{-\frac{3}{2}}$. The value of the string tension is as yet unknown but given that it is a theory of gravity it is expected
1.3 String theory

to be of order the Planck scale\(^2\). In general though, in terms of making contact with experiment, we are only interested in the lowest mass states of the theory and so can truncate the higher mass states, a truncation which is valid well below the string scale.

The property of string theory that solves the non-renormalisation problem is that there is no need for a cut-off or counter terms because all gravitational loop terms are actually finite. This key result is difficult to derive and so will not be derived here but rather the reader is referred literature [4]. There is however an intuitive argument as to why this is the case. The reasoning is that, unlike point particles, the coupling of strings to each other does not occur at a well defined point because of their length. This means that the gravitational interaction is 'smeared out' over a finite volume which resolves the divergences. The finiteness of loop amplitudes means that string theory can potentially be a theory that describes, in a fully consistent quantum field theoretic way, the SM forces and gravity together. Further, space-time supersymmetry, as discussed in section 1.2 comes out naturally from a supersymmetric string, the superstring, which is described by a two-dimensional supersymmetric conformal QFT. Therefore, the low energy limit of superstring theory is a supergravity, the content of which can be determined from the massless spectrum of the string theory.

There are five known self-consistent superstring theories: type I, type IIA, type IIB, heterotic \(SO(32)\) and heterotic \(E_8 \times E_8\). They are all only anomaly-free in ten space-time dimensions. They all feature the NS states of \(h, B\) and \(\phi\), but also have further states that are particular to the type of theory. Type I is an \(\mathcal{N} = 1\) supersymmetric theory which has 496 vectors with a gauge group \(SO(32)\). Type IIA is \(\mathcal{N} = 2\) supersymmetric and has a vector \(A_\mu\) and three-form \(C_{\mu\nu\rho}\). Type IIB is again \(\mathcal{N} = 2\) supersymmetric but has a scalar \(l\), a two-form \(C_{\mu\nu}\) and a four-form \(A_{\mu\nu\rho\sigma}\). The extra states in type II theories are called Ramond-Ramond (RR) states. Finally the heterotic string theory is \(\mathcal{N} = 1\) supersymmetric and has 496 vectors with gauge group \(SO(32)\) or \(E_8 \times E_8\). In terms of the physical meaning of the extra states, the RR states in the type II theories are extra states on the closed string corresponding to world-sheet fermions with periodic boundary-conditions. The type I string arises from projecting out half these states using world-sheet parity, and the heterotic theories only have left-moving world-sheet fermions.

In the mid-nineties it was realised [5] that the spectrum of states in string theory is

\(^2\)There are however scenarios in string theory where the string scale is actually much lower and can be as low as the TeV scale.
1.4 M-theory

significantly richer than that of just the string. There are higher dimensional extended objects called branes on which open strings can end. The branes are charged under the states of the theory so that branes charged under the RR fields are called D-branes and branes charged under the common NS two-form are called NS-branes. The dimension of the brane is fixed by the degree of the form it couples to and we write a $p + 1$ dimensional brane as a $p$-brane (the $+1$ difference accounts for the time direction). Since the different string theories contain different states they also have different brane content. In particular D-branes only feature in type II string theories with type IIA containing D0, D2, D4, D6 and D8 branes, and type IIB having D1, D3, D5, D7 and D9 branes\(^3\).

String theory is the leading candidate for a unified quantum theory of the SM forces and gravity. As in the case of supersymmetry, there is a price to pay for the unification since superstring theory is only consistently defined in ten space-time dimensions. Again, this is a prediction that is in obvious contradiction with the observed four space-time dimensions. The resolution of this problem is discussed extensively in the upcoming sections. There is another, slightly more aesthetic issue to address first. The idea of a quantum unified theory of all the interactions is really a hope for the theory of the universe. There are however five known string theories and the natural question is which one describes our universe? This is the topic of the next section.

1.4 M-theory

The final unification that is discussed in this chapter is that of the five string theories. It has been shown \cite{6} that actually the five, ten-dimensional, string theories are all limits of a single, eleven-dimensional, theory that has been termed M-theory. This theory is not a theory of strings but rather a theory of two-dimensional extended objects, i.e. membranes. The full version of the theory is as yet unknown but its states can be related in certain limits to those that exist in string theory. For example, taking one of the space dimensions to be in the shape of a circle, the theory is equivalent to type IIA string theory with the size of the circle playing the role of the string self coupling (the dilaton). Taking the circle to have a $Z_2$ symmetry leads to the heterotic $E_8 \times E_8$ string. There are then further dualities termed T, S and U dualities that connect all the string theories.

This unification has lead to the proposition that M-theory is indeed the correct theory

\(^3\)The higher-dimensional branes couple to the Hodge duals of the field-strengths.
of the universe. This idea is further backed by a seemingly unrelated fact. In section 1.2 it was argued that supergravity is a natural first step towards unification. There are many different consistent supergravity theories that can be defined in four space-time dimensions and so this is not a strong enough principle to determine the theory. However, the number of possible supergravities decreases with increasing space-time dimensions culminating in the fact that eleven-dimensions is the largest number of dimensions for which a supergravity can be constructed [7] and there is a unique such theory which is precisely the low energy limit of M-theory. This supergravity contains the metric and a three-form $C_{\mu\nu\rho}$ which naturally couples to the membrane.

1.5 Back to four dimensions

The unification of the SM with gravity has lead us to a theory that has fascinating potential and is very aesthetically pleasing. M-theory has the look of a theory to describe all the known interactions. It only has one parameter, the membrane tension, and it predicts the number of space-time dimensions. However, in looking for this theory we have strayed far from the observed universe, with the most obvious contradiction being that of the number of space-time dimensions. This thesis is concerned with the leading candidate for a possible resolution to this problem. The idea is that any extra unobserved spatial dimensions (seven in M-theory and six in string theory) are curled up (compact) with a radius much smaller than that which can be probed by experiments. Then, although the string/membrane propagates in a higher-dimensional universe, we observe an effective four-dimensional universe.

The physics of ten-dimensional string theory and eleven-dimensional M-theory is fixed by the constraints of the theory as discussed in this introduction. The four-dimensional physics, however, depends on the extra dimensions or more precisely on the geometry of the manifold they specify. The task of recovering realistic models of the universe is therefore in large an exploration of the possible geometries spanned by the extra dimensions. In this thesis we study the effective four-dimensional physics that arises from particular choices of geometries. In particular we are concerned with the dynamics of the geometry that manifests itself in four-dimensional fields termed moduli. Determining the value of these moduli in the vacuum is an important first step towards recovering the standard model, and the observed cosmology, as an effective low energy four-dimensional theory.
The motivation for this endeavour stems from the first paragraph of this introduction: theoretical aesthetics can only take us so far and it is only by making contact with the experimentally observed universe that we can be sure that we are on the right path to a true description of the universe rather than one of the many constructions that seem logically consistent to the human mind.

This thesis is formed of five chapters. Following the introduction, chapter two reviews the idea of a compactification making the points discussed in the introduction more mathematically precise. The chapter also discusses some of the important problems that the resulting four-dimensional theories face highlighting the particular problem of moduli stabilisation. A brief review of the possible resolutions of this problem forms the end of the chapter and the introduction to the original work in this thesis. The three chapters that follow discuss moduli stabilisation in varying scenarios. Chapter 3 considers the case where the internal geometry is a Calabi-Yau manifold and studies the moduli dynamics near conifold points in the Calabi-Yau. Chapters 4 and 5 study flux compactifications of type IIA string theory and M-theory on six-dimensional and seven-dimensional manifolds with $SU(3)$-structure respectively. The resulting four-dimensional theories are studied and in particular their potential for moduli stabilisation.
In the introduction it was argued that a theory that unifies gravity with the standard model forces is naturally defined in eleven (or ten) space-time dimensions. A possible resolution of this contradiction with observations is that the extra dimensions are curled up with a radius smaller than can be probed with current experiments. This idea is made more rigorous in the following sections which also assume knowledge of the mathematics reviewed in the appendix. Section 2.1 discusses the idea of a compact spatial dimension. Section 2.2 generalises this to six and seven compact dimensions and reviews the possible manifolds spanned by the dimensions. We then proceed to derive the effective four-dimensional action that results from the compactification which, for all the cases we consider, is an $\mathcal{N} = 2$ supergravity. In section 2.3 we review the important features of general $\mathcal{N} = 2$ supergravity in four dimensions. In section 2.4 we go through a simple compactification to show how the four-dimensional effective action can be calculated and how it fulfils the conditions of $\mathcal{N} = 2$ supergravity. Section 2.5 discusses the main problem that the idea of compact dimensions leads to, that is the vacuum degeneracy problem, and the two approaches to resolving this problem that are explored in this thesis.

### 2.1 Compact dimensions

The idea of extra dimensions was introduced long before any considerations of string theory by Kaluza and Klein in an attempt to unify the two known forces at the time of
2.1 Compact dimensions

electromagnetism and gravity [8, 9]. Although this is a much simpler example than the ones explored in this work it nevertheless includes the key issues and so forms a useful introduction to compactifications. We begin with the five-dimensional Einstein-Hilbert action of pure gravity

$$S_{EH} = -\int_{\mathcal{M}_5} d^5X \sqrt{-\hat{g}} \hat{R} .$$

(2.1.1)

We introduce here the notation where higher dimensional quantities are denoted by a hat which in this case are the five-dimensional metric $\hat{g}_{MN}$, with capital roman indices denoting higher dimensional co-ordinates $X^M$ where in this case $M, N = 0, 1, 2, 3, 4$. $\hat{R}$ denotes the five-dimensional Ricci scalar. We now consider a vacuum of this theory where the five-dimensional metric decomposes into a product of a four-dimensional part, which we take to be the space-time metric $g_{\mu\nu}$ where $\mu, \nu = 0, 1, 2, 3$, and part along the fifth dimension $g_{55}$

$$\langle \hat{g}_{MN} \rangle dX^M dX^N = \langle g_{\mu\nu} \rangle dx^\mu dx^\nu + \langle g_{55} \rangle dy dy ,$$

(2.1.2)

where we have introduced the four space-time co-ordinates $x^\mu$ and the co-ordinate in the extra dimension $y$. The brackets $\langle ... \rangle$ denote vacuum expectation values of quantities. If the theory admits such a vacuum then we can perform a spontaneous compactification of the theory. The idea being that instead of considering all the possible solutions of the theory we consider a particular ansatz which is a solution. This is important when we come to generalise this idea to string and M-theory in section 2.2 where the task of finding all the possible solutions is an extremely difficult one and again we resort to considering an ansatz. We then take this ansatz as the vacuum of the theory without considering the dynamics of how the theory reached that state.

To see if the theory admits a spontaneous compactification we solve the five-dimensional equations of motion which in this case is simply the Einstein equation

$$\hat{R}_{MN} = 0 ,$$

(2.1.3)

which admits the solution

$$\langle g_{\mu\nu} \rangle = \eta_{\mu\nu} , \quad \langle g_{55} \rangle = 1 .$$

(2.1.4)

We now consider fluctuations about the vacuum that are the fields of the theory. In this case we only have gravity and so all the fields arise from fluctuations of the five-dimensional metric which, following [7], we write as

$$ds^2 \equiv \hat{g}_{MN} dX^M dX^N = \phi^{-\frac{4}{3}} [(g_{\mu\nu} + \phi A_\mu A_\nu) dx^\mu dx^\nu + 2\phi A_\mu dx^\mu dy + \phi dy dy] .$$

(2.1.5)
2.1 Compact dimensions

The effective fields in four dimensions are therefore the metric $g_{\mu\nu}$, a gauge field $A_\mu$ which is called the graviphoton, and a scalar $\phi$ which, anticipating future directions, we call the dilaton. Taking the extra dimension as compact, and hence periodic, we perform a Fourier expansion of the dependence of the fields on it as

$$
\begin{align*}
  g_{\mu\nu} &= \sum_{n=-\infty}^{+\infty} g^{(n)}_{\mu\nu}(x)e^{2\pi iny/l}, \\
  A_\mu &= \sum_{n=-\infty}^{+\infty} A^{(n)}_\mu(x)e^{2\pi iny/l}, \\
  \phi &= \sum_{n=-\infty}^{+\infty} \phi^{(n)}(x)e^{2\pi iny/l},
\end{align*}
$$

(2.1.6)

where $l$ is the radius of the extra dimension. Consider the field $\phi$ which obeys the five-dimensional massless Laplace equation

$$
0 = \partial_M \partial^M \phi = \partial_\mu \partial^\mu \phi + \partial_y \partial_y \phi = \sum_{n=-\infty}^{+\infty} \left[ \partial_\mu \partial^\mu - \left( \frac{2\pi n}{l} \right)^2 \right] \phi^{(n)}(x)e^{2\pi iny/l}.
$$

(2.1.7)

The four-dimensional modes $\phi^{(n)}$ have masses quantised in units of $2\pi/l$. Taking the compactification radius to be very small, so that we do not observe it, we recover that all the excited modes are of a high mass. We can specify an effective theory keeping only the massless mode of $n=0$ and truncating the higher Kaluza-Klein (KK) modes. Finally, we integrate out the extra dimension to recover a low energy four-dimensional action which in this case reads

$$
S_{4D} = \int_S d^4x \sqrt{-g} \left[ R - \frac{1}{4} \phi^{(0)} F^{(0)\mu\nu} F^{(0)\mu\nu} - \frac{1}{6} \left( \frac{\phi^{(0)}}{\phi^{(0)}} \right)^2 \partial_\mu \partial^\mu \phi^{(0)} \right],
$$

(2.1.8)

where $F^{(0)}_{\mu\nu}$ is the field strength of the zero mode gauge field $A^{(0)}$. We therefore recover four-dimensional gravity and electromagnetism as manifestations of five-dimensional gravity thereby unifying them. Unfortunately we have also ended up with unwanted baggage in the form of a massless scalar mode of gravity, the dilaton. This is a typical by-product of compactifications and forms one of the major problems faced by such approaches. In fact the extra scalar mode was the reason for the rejection of the original KK proposition as it predicted unobserved long-range interactions. We return to this point in section 2.5.

The procedure of dimensional reduction of an action as reviewed above can be generalised to the case of six or seven extra dimensions. The full ten or eleven-dimensional fields can be decomposed in terms of eigenfunctions of the Laplacian into a tower of four-dimensional fields of which we only keep the lowest mass states. The internal manifold can then be integrated out to leave an effective four-dimensional action. The form of this action depends on the geometry of the manifold that the extra dimensions span. The problem of recovering the four-dimensional SM and gravity we observe from the higher
dimensional supergravity actions (that are, in turn, the low energy limits of the string or M-theory actions) can therefore be cast into a geometric problem and this is the topic of the next section.

### 2.2 Compactification manifolds

Applying the idea of compact dimensions to string and M-theory implies that instead of one compact dimension we should consider six and seven compact dimensions respectively. These dimensions span a compact manifold that we refer to as $\mathcal{M}$, with the remaining four space-time dimensions of the universe spanning the manifold $\mathcal{S}$. Since the time dimension lies in $\mathcal{S}$ we take the metric on $\mathcal{M}$ to be of Euclidean signature. Are there other constraints we can place of $\mathcal{M}$? In order to recover a well defined four-dimensional action we require the universe to be of the product form $\mathcal{S} \times \mathcal{M}$ or of the warped product form $\mathcal{S} \ltimes \mathcal{M}$ in which case the metric takes the form

$$d\hat{s} = e^{2A(y)}g_{\mu\nu}(x)dx^\mu dx^\nu + g_{mn}(y)dy^m dy^n,$$

where the internal co-ordinates $n, m$ range over the six or seven internal dimensions and $A(y)$ is a possible warp-factor that is still allowed for a consistent four-dimensional action. Within the spontaneous compactification scheme this puts a constraint on the geometry of $\mathcal{M}$ that it should form a solution of the full higher dimensional theory of the product type. This constraint is the only strict non-trivial constraint on the manifold, however there are other constraints that can be imposed to do with recovering a semi-realistic action in four dimensions. The most useful one of these is the requirement for the manifold to preserve some supersymmetry in four dimensions. Eventually we wish for supersymmetry to be broken but maintaining some minimal amount of supersymmetry serves as a good starting point form which we may later add effects that break supersymmetry in accordance with observations.

In the following discussion the restriction for supersymmetry is made more rigorous through the introduction of the idea of $G$-structures. We then consider a compactification on the simplest, and best understood, example of a manifold that satisfies these constraints that is a Calabi-Yau manifold. The constraint of spontaneous compactification is shown to be satisfied for this example but a more general discussion of this constraint is left for chapters 4 and 5.
2.2 Compactification manifolds

2.2.1 Constraints from supersymmetry: G-structures

In section 1.2 we showed that supersymmetry is associated with a Weyl spinor $\xi_A^i$. Consider the supersymmetry spinor in the higher dimensional theory, under the product ansatz it decomposes into a number of four-dimensional spinors in terms of a basis of globally well defined spinors on the internal manifold. Therefore the constraint of preserving some supersymmetry in four dimensions is a constraint on the number of independent globally well defined spinors on the internal manifold. A useful way to mathematically quantify this property is through the use of G-structures. In this section we review the G-structure formalism and its application to the particular cases relevant for this work. The discussion follows the work in [10–13].

The frame bundle of a $d$-dimensional Riemannian manifold $M$ is the bundle of all the orthonormal frames, or sets of basis vectors, on the manifold. The manifold is said to have a $G$-structure, where $G$ is some group, if the structure group of the frame bundle is reduced from the most general $O(d)$ to some subgroup $G \subset O(d)$. An alternative way to define such manifolds is through the existence of globally defined tensors and spinors that are invariants of transformations under $G$. By considering the set of frames where the tensors and spinors take the same form, i.e. are singlets of the structure group, we see that the structure group must indeed reduce to $G$ (or a subgroup of $G$). Hence a manifold can be said to have $G$-structure if it admits a set of $G$-invariant tensors and spinors. Since the number of globally defined spinors is directly related to the supersymmetry of the four-dimensional theory the $G$-structure of the internal manifold determines the amount of supersymmetry in four dimensions. These ideas are quite abstract at this stage but hopefully a discussion of some examples will be illuminating.

$SU(3)$-structure in six dimensions

To begin with, we consider compactifications of type II string theory only. Preserving the minimum amount of supersymmetry requires the minimum amount of globally defined spinors. For six dimensions this is a single Weyl spinor $\eta_+$ and its complex conjugate $\eta_-$. In ten dimensions $\mathcal{N} = 2$ supersymmetry is parameterised by two Majorana-Weyl spinors $\xi^i$ with $i = 1, 2$. The ten-dimensional $\Gamma_{11}$ projection matrix decomposes as

$$\Gamma_{11} = \gamma_5 \otimes \gamma_7,$$  \hspace{1cm} (2.2.2)
and so the ten-dimensional Weyl spinors decompose as

\[ \xi^1 \sim \theta^1 \otimes \eta^+ , \]

\[ \xi^2 \sim \theta^2 \otimes \eta^- , \]  

(2.2.3)

where \( \theta^i \) are four-dimensional Weyl spinors with positive chirality. Therefore the minimum amount of supersymmetry in four dimensions is \( N = 2 \).

Six-dimensional manifolds that have one globally defined spinor have \( SU(3) \)-structure. As outlined at the start of this section, the approach for determining the number of spinors is to study the number of singlets of the \( Spin(d) \) group under decomposition of the structure group. For the case of \( Spin(6) \) and \( SU(3) \) we have that a Weyl spinor in six dimensions transforms as a \( 4 \) and decomposes to \( SU(3) \) irreducible spinors as

\[ 4 = 1 + 3 . \]  

(2.2.4)

Therefore we recover one singlet spinor as required. Hence we see that the minimal amount of supersymmetry for compactifications of type II string theory to four dimensions is preserved by six dimensional manifolds with \( SU(3) \)-structure and so these form a particularly interesting class of manifolds to consider.

To study compactifications on manifolds with \( SU(3) \)-structure it is more useful to deal with tensors than spinors. The spectrum of \( G \)-invariant tensors on the manifold can be constructed out of the possible spinor bilinears

\[ J_{mn} \equiv -i \eta^+ \gamma_{mn} \eta^+ = i \eta^- \gamma_{mn} \eta^- , \]

\[ \Omega_{mnp} \equiv \eta^+ \gamma_{mnp} \eta^+ , \quad \Omega_{mnp} = -\eta^+ \gamma_{mnp} \eta^- . \]  

(2.2.5)

It is possible to show that the above tensors are the only objects that can be constructed out of the available spinors \( \eta^+ \) and \( \eta^- \). If we took the manifold to have more globally defined spinors it would be possible to construct more tensors and so the structure group would reduce further. In this case the two objects \( J \) and \( \Omega \) define an \( SU(3) \)-structure.

To see the relation between the structure group and the invariant tensors we follow the same procedure as for spinors and decompose the two-forms, which are in the adjoint representation \( 15 \) of \( SO(6) \), and the three-forms, which are in the \( 20 \) representation into \( SU(3) \) representations as

\[ 15 = 1 + 8 + 3 - \bar{3} , \]  

(2.2.6)

\[ 20 = 1 + 1 + 3 + \bar{3} + 6 + \bar{6} . \]  

(2.2.7)
We recover one singlet two-form which we identify with $J$ and one complex singlet three-form which is identified with $\Omega$.

We can obtain more information about the relations between $J$ and $\Omega$. Since there is no singlet in the decomposition of the five-forms we must have $J \wedge \Omega = 0$ and since a six-form is itself a singlet we must have $\Omega \wedge \bar{\Omega} \sim J \wedge J \wedge J$. Also since we can always define an almost complex structure on any even-dimensional manifold, which in this case is $J$, the total algebraic relations satisfied by the forms read\(^1\)

$$
J^p_m J^n_p = -\delta^p_m , \\
J^m_n \Omega_{npq} = i\Omega_{mpq} , \\
\Omega \wedge \bar{\Omega} = -\frac{4}{3} i J \wedge J \wedge J , \\
\Omega \wedge J = 0 \,. 
$$

(2.2.8)

We note that, in general, manifolds with $SU(3)$-structure are not necessarily Kähler or even complex, despite the existence of a globally defined almost complex structure $J$. More identities for $SU(3)$-structure manifolds are given in the appendix.

The $SU(3)$-structure also implies differential relations between the structure forms $J$ and $\Omega$. To derive these we first examine how the deformation away from $SU(3)$-holonomy is parameterised. $SU(3)$-holonomy means that the forms and spinors are constant under the Levi-Civita connection

$$
\nabla^{LC} J = \nabla^{LC} \Omega = 0 \, , \\
\nabla^{LC} \eta = 0 \,. 
$$

(2.2.9)

This need not be the case with $SU(3)$-structure, however it is always possible [15] to find some connection $\nabla^T$ under which the structure forms and spinors are invariant

$$
\nabla^T \eta = 0 \, , 
$$

(2.2.10)

and which differs from the Levi-Civita connection through torsion

$$
\nabla^T = \nabla^{LC} - \kappa \,. 
$$

(2.2.11)

$\kappa_{mnp}$ is the contorsion tensor on the manifold which relates to the torsion $T_{mnp}$ through $\kappa_{[mn]}p = T_{mnp}$ and is antisymmetric in its last two indices. Acting on the spinors with the

\(^1\)To show that $J$ is an almost complex structure we can use Fierz identities to evaluate explicitly $J^p_m J^n_p$ in its spinor bi-linear form [14].
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Levi-Civita connection gives
\[ \nabla_{\eta}^{LC} = \frac{1}{4} \kappa_{mnp} \gamma^{np} \eta, \]  
(2.2.12)

which when applied to the spinor bilinears gives
\[ (dJ)_{mnp} = 6 \kappa^{[mn} J^{p]} r, \]
\[ (d\Omega)_{mnpq} = 12 \kappa^{[mn} \Omega^{pq]} r. \]  
(2.2.13)

The torsion on the manifold clearly plays an important role. It is possible to use the
$G$-structure formalism to further classify the manifold in terms of its torsion. Since the
contorsion has two antisymmetric indices and one other index, we have that
\[ \kappa \in \Lambda^1 \otimes \Lambda^2 \cong \Lambda^1 \otimes so(d) \cong \Lambda^1 \otimes (g \oplus g^\perp), \]  
(2.2.14)

where $\Lambda^1$ and $\Lambda^2$ are the spaces of one and two-forms respectively, $g$ is the Lie algebra on
$G$ and $g^\perp$ is its complement in $so(d)$. Given that the action of $g$ on the $G$-structure must
vanish by construction, we can decompose $\kappa$ according to the irreducible representations
of $G$ in $\Lambda^1 \otimes g^\perp$. In the case of $SU(3) \subset SO(6)$, this gives
\[ \kappa \in \Lambda^1 \otimes su(3)^\perp = (3 + \overline{3}) \otimes (1 + 3 + \overline{3}) = (1 + 1) + (8 + \overline{8}) + (6 + \overline{6}) + 2 \times (3 + \overline{3}). \]  
(2.2.15)

We then associate each of these bracketed terms with a torsion class $W$ that can be used
to decompose (2.2.13) in terms of the torsion classes and the singlet spinors as
\[ dJ = -\frac{3}{2} \text{Im} (W_1 \overline{\Omega}) + W_4 \wedge J + W_3, \]
\[ d\Omega = W_1 J \wedge J + W_2 \wedge J + \overline{W_5} \wedge \Omega. \]  
(2.2.16)

In terms of the $SU(3)$ representations the torsion is parameterised by the singlet $W_1$, the
two vectors $W_4$ and $W_5$, the two-form $W_2$ and the three-form $W_3$ which are all complex.
The non-vanishing torsion classes can be used to further classify the structure manifold. In
particular manifolds where all the torsion classes vanish are called Calabi-Yau manifolds.
Manifolds where only $\text{Im} (W_1) \neq 0$ are called nearly-Kähler and manifolds with $\text{Re} (W_1) = \text{Re} (W_2) = W_4 = W_5 = 0$ are called half-flat.

To summarise we showed that requiring the minimal amount of supersymmetry to be
preserved in four dimensions places strong restrictions on the possible manifold that the
compact dimensions must span. In particular it must have $SU(3)$-structure. We could then
further classify different types of $SU(3)$-structure manifolds through their non-vanishing
torsion classes. The simplest example of such manifolds are the CY manifolds for which all
the torsion classes vanish. These manifolds form the most studied class of compactifications that have been considered so far in the literature. In section 2.4 we review how the actual compactification proceeds for such manifolds. However we should keep in mind that these only form a small subset of all the possible $SU(3)$-structure manifolds and compactifications on general $SU(3)$-structure manifolds is the topic of chapter 4. Before we proceed to the CY case there are two more important cases of $G$-structures that we should consider.

**$G_2$-structure in seven dimensions**

The manifolds relevant for M-theory compactifications are seven-dimensional and so we should consider $G$-structures in seven dimensions. The minimal amount of globally defined spinors on seven-dimensional manifolds is a single Majorana spinor $\epsilon$. Supersymmetry in eleven dimensions is parameterised in terms of a single Majorana spinor and so under decomposition we recover a single four-dimensional Majorana spinor which corresponds to $\mathcal{N} = 1$ supersymmetry. Manifolds with a single spinor have $G_2$-structure. To show this we follow the same arguments as in the previous section. A Majorana spinor is in the $8$ representation of $Spin(7)$ which decomposes under $G_2$ as

$$8 = 1 + 7 ,$$  \hspace{1cm} (2.2.17)

giving one singlet spinor.

The unique spinor bilinear defines the $G_2$-structure form

$$\varphi_{mnp} = i\epsilon^T \gamma_{mnp} \epsilon .$$  \hspace{1cm} (2.2.18)

The space of three-forms $\Lambda^3$ decomposes as

$$35 = 1 + 7 + 27 ,$$  \hspace{1cm} (2.2.19)

giving one singlet three form which is $\varphi$. The existence of the singlet three-form also implies there is a singlet four-form given by $\star \varphi$. There are no neat algebraic relations analogues to (2.2.8) that define a $G_2$-structure on a manifold although some useful identities are given in the appendix. Instead a manifold is said to have $G_2$-structure if it has a globally defined three-form that can be consistently mapped at each point to the three-form $\varphi^0$ on
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$\mathbb{R}_7$ defined as$^2$ [15]

$$
\varphi^0 \equiv dx^{136} + dx^{235} + dx^{145} - dx^{246} - dx^{127} - dx^{347} - dx^{567},
$$

(2.2.20)

where $dx^{mnp} \equiv dx^m \wedge dx^n \wedge dx^p$ and $dx^n$ is the orthonormal basis on $\mathbb{R}_7$.

As was the case for $SU(3)$-structure, $G_2$-structure manifolds can be further classified according to their torsion. Acting on $\varphi$ with the Levi-Civita connection we find

$$(d\varphi)_{mnpq} = 12\kappa_{r[mn}\varphi_{r|pq]} .$$

(2.2.21)

The contorsion decomposes under $G_2$ as

$$
\kappa \in \Lambda^1 \otimes g_2^\perp = 7 \otimes 7 = 1 + 7 + 14 + 27 ,
$$

(2.2.22)

which gives the differential relations

$$
d\varphi = W_1 \star \varphi - \varphi \wedge W_2 + W_3 ,
$$

$$
(\star \varphi) = 4 \overline{3} \star \varphi \wedge W_2 + W_4.
$$

(2.2.23)

In terms of $G_2$ representations $W_1$ is a singlet, $W_2$ is a vector, $W_3$ is a 27 and $W_4$ transforms under the adjoint representation 14. Manifolds with only $W_1 \neq 0$ are called weak-$G_2$ and manifolds with all torsion classes vanishing have $G_2$-holonomy.

**$SU(3)$-structure in seven dimensions**

Seven-dimensional manifolds with $SU(3)$-structure have been less studied than their six-dimensional counterparts partly due to the fact that for the case of no torsion where the holonomy group of the manifold is $SU(3)$ the seven-dimensional manifold is just a direct product of a CY manifold and a circle [16]. Therefore studying M-theory on such manifolds is equivalent to studying type IIA string theory on a CY. Once some torsion classes are non-vanishing a non-trivial fibration is generated thereby making such studies different to type IIA compactifications.

An $SU(3)$-structure on a seven-dimensional manifold implies the existence of two globally defined Majorana spinors $\epsilon_1$ and $\epsilon_2$ which are independent in that they satisfy $\epsilon_1^T \epsilon_2 = 0$. In terms of spinor representation we have the decomposition of the Majorana spinor as

$$
8 = 1 + \overline{1} + 3 + \overline{3} ,
$$

(2.2.24)

This definition also holds for the case of $SU(3)$-structure in six (or seven) dimensions where the explicit forms are given in the appendix.
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giving the two singlet spinors. Having two independent spinors gives \( N = 2 \) supersymmetry in four dimensions. In the following we find it more convenient to use two complex spinors \( \eta_{\pm} \) defined as

\[
\eta_{\pm} \equiv \frac{1}{\sqrt{2}}(\epsilon^1 \pm i\epsilon^2).
\]

The \( SU(3) \)-invariant forms \( \Omega, J, V \) are constructed as

\[
\Omega_{mnp} = -\eta_+^\dagger \gamma_{mnp} \eta_- , \quad \Omega_{mnp} = \eta_-^\dagger \gamma_{mnp} \eta_+ ,
\]
\[
J_{mn} = i\eta_+^\dagger \gamma_{mn} \eta_- = -i\eta_-^\dagger \gamma_{mn} \eta_+ ,
\]
\[
V_m = -\eta_+^\dagger \gamma_m \eta_- = \eta_-^\dagger \gamma_m \eta_+ .
\]

In comparison with six-dimensional \( SU(3) \)-structures, in seven dimensions there also exists a globally defined vector field \( V \). It is important to bear in mind that in general this vector is not a Killing direction and thus the manifold does not have the form of a direct product between a six-dimensional manifold and a circle. In terms of tensor representations the \( SU(3) \)-structure is manifest through the decomposition of the one-forms, which are in the \( 7 \) representation of \( SO(7) \), the two-forms in the \( 21 \) and the three-forms which are in the \( 35 \) representation, as

\[
7 = 1 + 3 + \overline{3} ,
\]
\[
21 = 1 + 2 \times (3 + \overline{3}) + 8 ,
\]
\[
35 = 1 + 1 + \overline{1} + 2 \times (3 + \overline{3}) + 6 + 6 + 8 .
\]

Note that there are three real singlet three-forms which correspond to \( \Omega \) and \( J \wedge V \).

Following the same procedure as for the six-dimensional case gives the set of relations for the forms

\[
J \wedge J \wedge J = \frac{3i}{4} \Omega \wedge \overline{\Omega} ,
\]
\[
\Omega \wedge J = V_J = V \Omega = 0 ,
\]
\[
V_J = 1 ,
\]
\[
J^m_n J^n_p = -\delta^m_p + V^m V_p ,
\]
\[
J^m_n \Omega_{npq} = i\Omega_{mpq} .
\]

The differential relations of the forms can as usual be written using the contorsion and for
the case of $SU(3)$-structure in seven dimensions read
\[ (dV)_{mn} = 2\kappa_{[mn]}^p V^p, \quad (dJ)_{mnp} = 6\kappa_{[mn]}^r J_r[p], \quad (d\Omega)_{mnpq} = 12\kappa_{[mn]}^r \Omega_r[pq], \]
\[ (2.2.29) \]
\[ (2.2.30) \]
\[ (2.2.31) \]

The contorsion decomposes into $SU(3)$-modules as
\[ \kappa \in \Lambda^1 \otimes su(3) = (1 + 3 + \overline{3}) \otimes (1 + 2 \times (3 + \overline{3}) + 8) = 5 \times 1 + 4 \times 8 + 2 \times (6 + \overline{6}) + 5 \times (3 + \overline{3}). \]
\[ (2.2.32) \]

The differentials of the forms $\Omega, J$ and $V$ are given in terms of the torsion classes as
\[ dV = RJ + \tilde{W}_1 \cdot \Omega + W_1 \cdot \bar{\Omega} + A_1 + V \wedge V_1, \]
\[ dJ = \frac{2i}{3} (c_1 \Omega - \bar{c}_1 \bar{\Omega}) + J \wedge V_2 + S_1 \\
\quad + V \wedge \left[ \frac{1}{3} (c_2 - \bar{c}_2) J + \tilde{W}_2 \cdot \Omega + W_2 \cdot \bar{\Omega} + A_2 \right], \]
\[ d\Omega = c_1 J \wedge J + J \wedge T + \Omega \wedge V_3 + V \wedge [c_2 \Omega - 2J \wedge W_2 + S_2], \]
\[ (2.2.33) \]
\[ (2.2.34) \]

where the torsion classes contain three singlet classes $R$ (real) and $c_{1,2}$ (complex), five complex vectors $V_{1,2,3}$ and $W_{1,2}$, three 2-forms $A_{1,2}$ (real) and $T$ (complex) and two complex 3-forms $S_{1,2}$.

Before concluding this section we make more precise the relation between the $SU(3)$ and $G_2$-structures on a seven-dimensional manifold. As $SU(3) \subset G_2$, an $SU(3)$-structure automatically defines a $G_2$-structure on the manifold. In fact an $SU(3)$-structure on a seven-dimensional manifold implies the existence of two independent $G_2$-structures whose intersection is precisely the $SU(3)$-structure. Concretely, using the spinor $\epsilon_1$ and $\epsilon_2$ defined above we can construct the two $G_2$ forms $\varphi^\pm$
\[ (\varphi^+)_{mnp} = 2i\epsilon_1 \gamma_{mnp} \epsilon_1, \]
\[ (\varphi^-)_{mnp} = 2i\epsilon_2 \gamma_{mnp} \epsilon_2. \]
\[ (2.2.35) \]

The relation to the $SU(3)$-structure is now given by
\[ \varphi^\pm = \pm \Omega^- - J \wedge V. \]
\[ (2.2.36) \]

Throughout this work it is sometimes useful to use the $SU(3)$ forms and sometimes the $G_2$ forms but we should keep in mind that the two formulations are equivalent.
2.3 Four-dimensional $\mathcal{N} = 2$ supergravity

In section 2.2.1 we showed how supersymmetry imposes constraints on the possible manifolds that the extra dimensions may span. For the cases of type II string theory and M-theory compactified on manifolds with $SU(3)$-structure, the resulting four-dimensional theory preserves $\mathcal{N} = 2$ supersymmetry. The actions are therefore $\mathcal{N} = 2$ supergravities and in this section we review the important features of this class of theories. The treatment is a purely four-dimensional one and the constraints on the theory come from requiring $\mathcal{N} = 2$ supersymmetry. The features of the theory discussed here form constraints and guiding principles for the higher dimensional compactifications. We begin by reviewing ungauged $\mathcal{N} = 2$ supergravity in four dimensions with only scalar and vector matter fields [17–19]. We then discuss the two possible extensions to this theory of a gauged supergravity [17–19] and the addition of massive tensor multiplets [20–22]. Finally we review the constraints placed on possible truncations to $\mathcal{N} = 1$ supergravity [23–29]. We note that this chapter is a review of the key concepts and so derivations are not presented here and the reader is referred to the literature for these.

The gravitational sector of $\mathcal{N} = 2$ supergravity is composed of a single $\mathcal{N} = 2$ gravitational multiplet which contains the graviton $g_{\mu\nu}$, two spin-$\frac{3}{2}$ Weyl gravitini $\psi^{1,2}$, and a vector $V^0$ called the graviphoton. There are two types of matter multiplets containing scalar fields that preserve $\mathcal{N} = 2$ supersymmetry with the component fields in each multiplet transforming into each other under the supersymmetry transformation. There are vector multiplets that contain two real scalar fields, two fermions and one vector boson and there are hypermultiplets whose content is four real scalar fields and two fermions $^3$. One of the features of (ungauged) $\mathcal{N} = 2$ supergravity is that the two sectors of scalar fields do not mix. More precisely the scalar fields in each sector can be modelled as non-linear sigma models that span two separate manifolds. The scalar components of the vector multiplets are labelled as complex fields $z^a$ and the scalar components of the hypermultiplets as real fields $g^{\lambda}$ with index ranges $a = 1, \ldots, n_v$ and $\lambda = 1, \ldots, 4n_h$, where $n_v$ and $n_h$ are the number

$^3$As we discuss in section 2.3.2, there are also tensor multiplets that in the ungauged theory are dual to hypermultiplets. For simplicity we shall refer to these as hypermultiplets unless the distinction is important.
of vector multiplets and hypermultiplets present. The full bosonic action reads [19]

\[
S_{\text{Kin}} = \int S = \frac{1}{2} R \star 1 - g_{ab}(z, \bar{z}) dz^a \wedge \ast d\bar{z}^b - h_{\lambda\sigma}(q) dq^\lambda \wedge \ast dq^\sigma
\]

\[+ \frac{1}{2} (\text{Im}\ M(z, \bar{z}))_{AB} F^A \wedge \ast F^B + \frac{1}{2} (\text{Re}\ M(z, \bar{z}))_{AB} F^A \wedge F^B \],
\]

(2.3.1)

where we have also written the kinetic term for the vector field components of the vector multiplets \( V^a \) with field-strengths \( F^a = dV^a \) and the graviphoton \( F^0 = dV^0 \) so that the index \( A = 0, \ldots, n_v \). The matrix \( M \) is called the gauge kinetic matrix. The metrics \( g_{ab} \) and \( h_{\lambda\sigma} \) are on two separate manifolds \( M^V \) and \( M^H \) respectively, with the full scalar manifold being their direct product \( M = M^V \times M^H \). The hypermultiplets manifold is a quaternionic (Kähler) manifold and the vector multiplets manifold is of the special Kähler type. We proceed to highlight some of the important properties of each type of manifold.

Consider a Kähler manifold \( M^V \) with co-ordinates \( \{ z^a, \bar{z}^a \} \) that has two types of vector bundles defined on it. The first is a complex line bundle \( L \to M^V \), and the second is a flat complex vector bundle of dimension \( 2n_v + 2 \), \( SV \to M^V \) with a symplectic structure group \( Sp(2n_v + 2, \mathbb{R}) \). The symplectic group has a representation in terms of the set of \( 2(2n_v + 1) \times 2(2n_v + 1) \) general linear matrices \( \Lambda \) that satisfy

\[
\Lambda^T \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \Lambda = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

(2.3.2)

Consider a holomorphic section of the product bundle \( \mathcal{H} \equiv SV \otimes L \) which takes the vector form

\[
\Omega^{sk}(z) = \begin{pmatrix} X^A(z) \\ F_A(z) \end{pmatrix},
\]

(2.3.3)

where the index \( A = 0, \ldots, n_v \) and the vector entries are called the periods of \( \Omega^{sk} \). There is an unfortunate clash of notation of the periods \( F_A(z) \) and the gauge field-strengths \( F^A(x) \) in (2.3.1). The distinction between the two should be made by the context in which they appear and also by the position of the index. The symplectic inner product on \( \mathcal{H} \) is defined as

\[
\langle \Omega^{sk} | \Omega^{sk} \rangle = - (\Omega^{sk})^T \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \Omega^{sk} = X^A F_A - F_A X^A.
\]

(2.3.4)

The period matrix \( N \) is defined as the symplectic matrix that transforms between the two halves of the holomorphic section

\[
F_A = N_{AB} X^B.
\]

(2.3.5)
2.3 Four-dimensional $\mathcal{N} = 2$ supergravity

We can now define a special Kähler manifold as a Kähler manifold which admits the structure described above such that the Kähler potential is given by

$$K^{sk} = -\ln i \left\langle \Omega^{sk} | \overline{\Omega}^{sk} \right\rangle. \quad (2.3.6)$$

Since the Kähler potential plays an important role it is worth going into a bit more detail as to its construction. A Kähler transformation is a transformation of the Kähler potential by some holomorphic function $f(z)$ of the type

$$K^{sk} \to K^{sk} + f(z) + \bar{f}(\bar{z}). \quad (2.3.7)$$

This type of transformation leaves the metric invariant and so is a symmetry of the action. Under this type of transformation the holomorphic section transforms as $\Omega^{sk} e^{-f}$ and so the set of periods $X^A$ can be regarded as homogeneous co-ordinates. Provided the Jacobian matrix

$$e_a^A(z) \equiv \partial_a \left( \frac{X^A}{X^0} \right), \quad (2.3.8)$$

is invertible we can fix the homogeneity by defining special co-ordinates $z^A \equiv \frac{X^A}{X^0} = (1, z^a)$. Then these co-ordinates are a good co-ordinate basis on the manifold so that the bottom half of the holomorphic section composed of the periods $F^A$ is actually a function of the top-half periods $F_A(X)$ and can be generated from a single holomorphic function of homogeneous degree two called the prepotential

$$F_A(X) = \frac{\partial}{\partial X^A} \mathcal{F}(X). \quad (2.3.9)$$

The prepotential therefore encompasses the whole geometric structure and in particular the period matrix can be written as

$$N_{AB} = \bar{\mathcal{F}}_{AB} + \frac{2i(\text{Im} \mathcal{F})_{AC}X^C(\text{Im} \mathcal{F})_{BD}X^D}{(\text{Im} \mathcal{F})_{IJ}X^I X^J}, \quad (2.3.10)$$

where

$$\mathcal{F}_{AB} = \partial_A \partial_B \mathcal{F}. \quad (2.3.11)$$

The bundle $\mathcal{H}$ clearly plays an important role in the geometry of special Kähler manifolds and in particular its section $\Omega^{sk}$. It is important to understand how this section varies as a function of the co-ordinates of the manifold by which we mean how the covariant derivative acts on it. Since the symplectic bundle $\mathcal{S}\mathcal{V}$ is flat, the only relevant connection is that of the line bundle $\mathcal{L}$ which is a one-form $\theta$ given by $\partial_a K^{sk} dz^a$. Now
there exists a correspondence between line bundles and $U(1)$ bundles such that if a transition function on the complex line bundle is given by $e^{f(z)}$ the equivalent transition function on the $U(1)$ bundle is $e^{i \text{Im}(f)}$. In terms of the connection this means that the connection on the $U(1)$ bundle $Q$ is given by

$$Q = \text{Im} (\theta) = -\frac{i}{2} \left( \partial_a K^{sk} dz^a - \partial_{\bar{a}} K^{sk} d\bar{z}^{\bar{a}} \right). \tag{2.3.12}$$

Now let $\tilde{\Omega}^{sk}$ be a section of the $U(1)$ bundle, then the covariant derivative acting on it is

$$\nabla \tilde{\Omega}^{sk} = (d + iQ) \tilde{\Omega}^{sk}, \tag{2.3.13}$$

which in co-ordinates reads

$$\nabla_a \tilde{\Omega}^{sk} = \left( \partial_a + \frac{1}{2} \partial_a K \right) \tilde{\Omega}^{sk}, \tag{2.3.14}$$

$$\nabla_{\bar{a}} \tilde{\Omega}^{sk} = \left( \partial_{\bar{a}} - \frac{1}{2} \partial_{\bar{a}} K \right) \tilde{\Omega}^{sk}. \tag{2.3.15}$$

A covariantly holomorphic section of the $U(1)$ bundle is defined as $\nabla_a \tilde{\Omega}^{sk} = 0$ and so under the map $\tilde{\Omega}^{sk} = e^{\frac{i}{2} K^{sk}} \Omega^{sk}$ covariantly holomorphic sections of the $U(1)$ flow into holomorphic sections of $\mathcal{L}$. The covariant derivatives on the holomorphic section of $\mathcal{L}$ read

$$\nabla_a \Omega^{sk} = \partial_a \Omega^{sk} + \left( \partial_a K^{sk} \right) \Omega^{sk}, \tag{2.3.16}$$

$$\nabla_{\bar{a}} \Omega^{sk} = \partial_{\bar{a}} \Omega^{sk} = 0. \tag{2.3.17}$$

This gives the covariant derivative, with respect to Kähler transformations, acting on $\Omega^{sk}$.

Supersymmetry implies that the vectors in the vector multiplet sector should follow the same geometry as the scalars and indeed this is the case. In fact this relation between the vectors and the scalars is the important constraint through which the whole geometric structure is derived. A particularly important concept is electric-magnetic duality which corresponds to the symplectic symmetry present in the scalar sector. We can define magnetic field-strengths $G_A$ in terms of the electric field-strengths $F_A$ as

$$G_A \equiv \frac{1}{2} \frac{\partial \mathcal{L}_{\text{vec}}}{\partial F^A}, \tag{2.3.18}$$

where $\mathcal{L}_{\text{vec}}$ is defined as the vector part of the Lagrangian in (2.3.1). This gives explicitly

$$G_A = (\text{Re } \mathcal{M})_{AB} F^B + (\text{Im } \mathcal{M})_{AB} \star F^B. \tag{2.3.19}$$

It is easy to show that the equations of motion and Bianchi identity arising from $\mathcal{L}_{\text{vec}}$ for the gauge-fields are invariant under a symplectic rotation of the electric and magnetic
field-strengths $F' = SF$ where $S$ is a symplectic matrix and the vector $F$ is defined as

$$F \equiv \begin{pmatrix} F^A \\ G_A \end{pmatrix}.$$  \hfill (2.3.20)

Since such a rotation exchanges electric and magnetic field-strengths it corresponds to symplectic electric-magnetic duality. The final important relation in the vector multiplet sector is that the period matrix $N$ can be identified with the gauge kinetic matrix $M$.

The hypermultiplet sector spans a quaternionic manifold. Quaternionic manifolds are $4n$-dimensional, where $n$ is an integer, real manifolds that are endowed with a metric $h_{\lambda\sigma}$ and three complex structures $(J^x)_\sigma^\lambda$, $x = 1, 2, 3$ that satisfy the quaternionic algebra

$$J^x J^y = -\delta^{xy} 1 + \epsilon^{xyz} J^z ,$$  \hfill (2.3.21)

and with respect to which the metric is Hermitian. Using these it is possible to introduce a triplet of two-forms

$$K^x \equiv \frac{1}{2} K^x_{\lambda\sigma} dq^\lambda \wedge dq^\sigma \equiv \frac{1}{2} h_{\lambda\rho} (J^x)_\sigma^\rho dq^\lambda \wedge dq^\sigma ,$$  \hfill (2.3.22)

that are the generalisation of the Kähler form on complex manifolds. These forms are then required to be covariantly closed with respect to some connection on the manifold

$$\nabla K^x \equiv dK^x + \epsilon^{xyz} \omega^y \wedge K^z = 0 .$$  \hfill (2.3.23)

If the connection $\omega^y$ vanishes, i.e. the manifold is flat, the manifold is called hyperKähler.

### 2.3.1 Gauged $\mathcal{N} = 2$ supergravity

We have seen that $\mathcal{N} = 2$ supersymmetry is a restrictive condition on the possible actions that can be written down. There are however ways that the action (2.3.1) can be extended whilst still preserving $\mathcal{N} = 2$ supersymmetry. It is possible to gauge the matter fields, vector multiplets and hypermultiplets, with respect to the vectors in the vector multiplets and the graviphoton. The gauging is done with respect to the symmetries of the special Kähler and quaternionic sigma model manifolds. As long as the coupling of the scalars generated in the action are written in a way that preserves these symmetries the symmetries remain symmetries of the full action. To implement this gauging we first must find (holomorphic) Killing vectors of the manifolds, $k^A_q(q)$ and $k^a_A(z)$, where the subscript index denotes the number of such Killing vectors and the superscript denotes the entry in the
vector. Then it is possible to gauge the derivatives on the co-ordinates of the manifolds as

\[ \nabla g^\lambda = dq^\lambda + g_{(A)} V^A k_\lambda^A (g), \quad (2.3.24) \]
\[ \nabla z^a = dz^a + g'_A V^A k^a_A (z), \quad (2.3.25) \]

where we have introduced coupling constants \( g_{(A)} \) and \( g'_A \) (with indices uncontracted) for each possible coupling. These can be absorbed into the definitions of the Killing vectors and so are generically dropped henceforth unless required for clarity. The interesting effect of such gaugings is that the new coupling induces shifts in the supersymmetry transformations of the spin-\( \frac{1}{2} \) fields of the theory which in turn means that a scalar potential is generated

\[ V_{\text{scalar}} = \left( g_{ab} k_A^a k_B^b + 4 h_{\lambda a} k_\lambda^A (g) \right) e^K X^A X^B + g^{ab} f^A_B P_A^x P_B^x - 3 e^K X^A X^B P_A^x P_B^x. \quad (2.3.26) \]

We have introduced the covariant derivatives

\[ f^A_a = \left( \partial_a + \frac{1}{2} \partial_a K \right) e^{\frac{1}{2} K} X^A, \]
\[ \bar{f}^A_\bar{a} = \left( \partial_{\bar{a}} - \frac{1}{2} \partial_{\bar{a}} K \right) e^{\frac{1}{2} K} \bar{X}^A, \quad (2.3.27) \]

and also the quaternionic prepotentials \( P_A^x \) (not to be confused with the prepotential \( F \) of the special Kähler manifold) that are prepotentials for the Killing vectors on the quaternionic manifold defined as

\[ 2 k_A J^x = - \nabla P_A^x = - (dP_A^x + \epsilon^{xyz} \omega^y P_A^z). \quad (2.3.28) \]

For the purposes of comparing gauged \( \mathcal{N} = 2 \) supergravity with compactifications of string and M-theory it is useful to consider the form of the mass matrix for the two gravitini. The kinetic terms and mass terms for the gravitini in the theory are given by \(^4\)

\[ S_{\text{gravitini}} = \int_S d^4 x \sqrt{-g} \left[ - \bar{\psi}_+^\alpha \gamma^{\mu\nu} \nabla_\rho \psi_+^\alpha + S_{\alpha\beta} \bar{\psi}_+^\alpha \gamma^{\mu\nu} \psi_-^\beta + \text{c.c.} \right] \quad (2.3.29) \]

where \( \alpha, \beta = 1, 2 \) label the two gravitini and the \( \pm \) subscript denotes the chirality. The action (2.3.29) defines the gravitini mass matrix \( S \). In terms of the geometric structure the mass matrix reads

\[ S_{\alpha\beta} = \frac{1}{2} \sigma^{x}_{\alpha\beta} P_A^x e^{\frac{1}{2} K_x} X^A, \quad (2.3.30) \]

\(^4\)Note that we have different metric signature, and therefore \( \gamma \) matrix, conventions to [19].
where $\sigma^a$ denote the Pauli matrices (A.5.6) whose indices are raised and lowered by $\epsilon_{\alpha\beta}^5$.

We note here that the gravitini mass matrix determines all the relevant quantities of the gauged $\mathcal{N} = 2$ supergravity with the exception of the gauged Killing vectors in the vector multiplet sector. This is analogous to the $\mathcal{N} = 1$ case where the gravitino mass can be used to completely determine the scalar sector of the theory.

### 2.3.2 $\mathcal{N} = 2$ supergravity with massive tensor multiplets

In four dimensions a two-form is dual to a scalar. It is possible to dualise a sub-sector of the hypermultiplet scalars, say $q^I$ with $I = 1, \ldots, n_T < 4n_H$, to anti-symmetric tensors $B_I$. The dualisation procedure leaves the vector multiplet sector unaffected. Dualisation of the ungauged theory is rather trivial and does not introduce any interesting features. However once the theory is gauged there appear non-trivial extensions to the usual gauged supergravity. The gauging process described in section 2.3.1, which we refer to as electric gauging for reasons that follow, remains unchanged apart from the constraint that the Killing vectors in the hypermultiplet sectors must correspond to isometries of the undualised submanifold of the full hypermultiplet quaternionic manifold that commute with the dualised co-ordinates. In order to carry out the dualisation, the dualised scalars must appear only as derivatives and so they must have the translational isometry $q^I \to q^I + \Lambda^I$ where $\Lambda^I$ is a constant. The dualised scalars can be gauged prior to the dualisation with respect to these isometries corresponding to constant Killing vectors $k^I_A = e^I_A$. After the dualisation, there also appears the possibility of redefining the electric field-strengths with the new tensors as

$$F^A \to F^A + m^{AI} B_I .$$

(2.3.31)

The key feature is that the full supersymmetry can still be maintained given an appropriate shift in the fermionic supersymmetry transformations and therefore a change to the scalar potential. Note that this deformation of the theory means that the tensors $B_I$ pick up an explicit mass term and so can not be dualised back to scalars. However they still remain part of the original multiplet which now becomes a tensor multiplet, so for example dualising $q^1$ gives

$$\{ q^1, q^2, q^3, q^4 \} \to \{ B_1, q^2, q^3, q^4 \} .$$

(2.3.32)

---

5The $\sigma$ matrices in the appendix are defined with one index up and one index down so that $\sigma^a_{\alpha\beta}$ is actually given by

$$\begin{pmatrix}
\delta^{x_1} - i\delta^{x_2} & -\delta^{x_3} \\
-\delta^{x_3} & -\delta^{x_1} - i\delta^{x_2}
\end{pmatrix} .$$
It is interesting to note the coupling of the dualised tensors to the gauge fields. Substituting (2.3.31) in the action (2.3.1), after the gauging (2.3.24) with respect to the constant Killing vectors $e_I^A$ of the undualised hypermultiplets, gives the terms

\[ S_{BI} \supset \frac{1}{2} B_I \wedge (m^{IA} G_A - e_I^A F^A) . \]  

(2.3.33)

The tensor couples to both electric and magnetic field-strengths. It is a dyon, a particle charged both electrically and magnetically. The mass parameters $m^{IA}$ correspond to the magnetic charges of the tensors and can be thought of as constant magnetic Killing vectors in analogy with $e_I^A$. If we define the magnetic Killing vectors $\tilde{k}^{IA}$ as

\[ \tilde{k}^{IA} \equiv - \frac{1}{2} m^{IA} , \]  

(2.3.34)

then we can assign them magnetic prepotentials $Q^{xA}$ through

\[ 2\tilde{k}^{IA} K^x_{IJ} \equiv - \nabla J Q^{xA} . \]  

(2.3.35)

With these definitions the shifted gravitini mass matrix reads

\[ S_{\alpha\beta} = \frac{1}{2} \sigma^{x}_{\alpha\beta} e^{x}_{J} K^{k} \left( g(A) P^{x}_{A} X^{A} - Q^{xA} F^{A} \right) , \]  

(2.3.36)

where we have reinstated the gauge coupling $g(A)$ since it appears non-trivially. The shifted scalar potential takes on a complicated form, which in none-the-less still fully determined by the gravitini mass matrix and the vector multiplets Killing vectors, and is given in [20].

### 2.3.3 Consistent truncations of $\mathcal{N} = 2$ to $\mathcal{N} = 1$

In chapters 4 and 5 we encounter partial supersymmetry breaking from $\mathcal{N} = 2$ to $\mathcal{N} = 1$ and so it is worthwhile considering this phenomenon at this point. In the $\mathcal{N} = 2$ theory the fields are grouped into vector multiplets and hypermultiplets. Once supersymmetry is broken these multiplets split up into $\mathcal{N} = 1$ multiplets. Since the number of supersymmetries is given by the number of massless gravitini, breaking one supersymmetry corresponds to one gravitino becoming massive. The $\mathcal{N} = 2$ gravitational multiplet therefore splits into a $\mathcal{N} = 1$ massless gravitational multiplet and a massive spin-$\frac{3}{2}$ multiplet

\[ (g_{\mu\nu}, \psi_1, \psi_2, V^0) \rightarrow \text{massless } (g_{\mu\nu}, \psi_1) + \text{massive } (\psi_2, V^0, V^1, \chi) . \]  

(2.3.37)

Here $V^1$ is a vector field which has to come from one of the vector multiplets and $\chi$ is a spin-$\frac{1}{2}$ fermion which comes from a hypermultiplet. Moreover, one also needs one Goldstone
fermion and two Goldstone bosons to be eaten by the gravitino and the two vector fields respectively which become massive, and these additional Goldstone fields also come from the hypermultiplet sector. The $n_v \, \mathcal{N} = 2$ vector multiplets break into $\tilde{n}_v$ massless $\mathcal{N} = 1$ vector multiplets and $n_c$ massless chiral multiplets (with the other fields forming massive multiplets) such that the scalar components of the chiral multiplets span a Kähler manifold which is a submanifold of the full vector multiplets special Kähler manifold. The $n_h \, \mathcal{N} = 2$ hypermultiplets break into $\tilde{n}_h$ massless $\mathcal{N} = 1$ chiral multiplets and $n_h - \tilde{n}_h$ massive chiral multiplets with $\tilde{n}_h \leq \frac{1}{2} n_h$. The scalar components of the massless chiral multiplets span a Kähler submanifold of the original quaternionic manifold. Identifying the massless fields that preserve the residual $\mathcal{N} = 1$ supersymmetry is equivalent to finding the correct complex co-ordinates on the resulting submanifolds. With the scalar fields of the $\mathcal{N} = 2$ vector multiplets the situation is quite simple as they are already complex coordinates on a (special) Kähler manifold. However, for the hyper-scalars this is not the case, and it is in general non-trivial to find the right combinations that represents the correct complex coordinates. For simple cases, that we encounter in this paper, this can be done and one can find explicitly the correct complex combinations which span the $\mathcal{N} = 1$ scalar Kähler manifold.

$\mathcal{N} = 1$ supergravity

Following a consistent truncation of a $\mathcal{N} = 2$ supergravity we reach a $\mathcal{N} = 1$ supergravity. In this section we review briefly the scalar sector of $\mathcal{N} = 1$ supergravities [3]. The gravitational multiplet contains the graviton and a single gravitino. There are also vector multiplets which contain a vector and two fermions. The only multiplet with scalar components is a chiral multiplet which contains two scalars and a fermion. The scalar sector is completely determined in terms of the superpotential $W$, which is a holomorphic function of the superfields, and the Kähler potential $K$, which is the Kähler potential for the scalar manifold spanned by the chiral multiplet scalars. If we consider a set of chiral superfields $\Phi^I$ the kinetic terms and scalar potential read

$$\mathcal{L}_{\mathcal{N}=1} = -g_{I\bar{J}} \nabla_\mu \Phi^I \nabla^\mu \bar{\Phi}^\bar{J} - e^K \left[ g^{I\bar{J}} D_I W \bar{D}_{\bar{J}} W - 3 |W|^2 \right], \quad (2.3.38)$$

where the covariant derivatives of the chiral superfields can be gauged with respect to the vector superfields and the kinetic metric is given by $g_{I\bar{J}} = \partial_I \partial_{\bar{J}} K$. The Kähler covariant
derivatives $D_I$ are given by
\[ D_I W = \partial_I W + (\partial_I K) W . \] (2.3.39)

The theory has a single gravitino whose mass is given by
\[ M_3^2 = e^{\frac{1}{2} K W} . \] (2.3.40)

Therefore the gravitino mass completely determines the scalar sector of the theory. Note that the only feature of the action that is not determined is the gauge group of the vector fields.

This concludes the summary of the essential features of general matter coupled $\mathcal{N} = 2$ supergravity in four dimensions. Recall from section 2.2 that compactifications of type II string theories and M-theory on manifolds with $SU(3)$-structure lead to precisely such a theory. Throughout this work we use the constraints reviewed in this section to help construct and to check the resulting four-dimensional theories from such compactifications.

In the next section we review how the resulting four-dimensional action can be derived for the simplest such compactification that is on a CY manifold.

### 2.4 Calabi-Yau compactifications

In this section we compactify type IIB string theory on a CY manifold and show how the resulting action matches the general ungauged $\mathcal{N} = 2$ supergravity. Although we consider the explicit type IIB example the generalities of the compactification procedure hold for all the string theories. We do not concern ourselves with the fermionic sector of the actions for now. This sector can be deduced by supersymmetry from the bosonic sector and is non-chiral and so does not form a candidate for the standard model fermionic sector. The bosonic fields of the theory are the graviton $\hat{g}_{MN}$, the dilaton $\hat{\phi}$, the Neveu-Schwartz (NS) two-form $\hat{B}_2$, and the Ramond (R) scalar $\hat{l}$, two-form $\hat{C}_2$ and four-form $\hat{A}_4$. The bosonic part of the action (in the String frame) reads [4]
\[ S_{\text{IIB}}^{10} = \frac{1}{2K_{(10)}^2} \int_{\mathcal{M}_{10}} \left[ e^{-2\hat{\phi}} \left( \hat{R} \ast 1 + 4d\hat{\phi} \wedge \ast d\hat{\phi} - \frac{1}{2} \hat{H}_3 \wedge \ast \hat{H}_3 \right) - d\hat{l} \wedge \ast d\hat{l} - \hat{F}_3 \wedge \ast \hat{F}_3 - \frac{1}{2} \hat{F}_5 \wedge \ast \hat{F}_5 - \hat{A}_4 \wedge \hat{H}_3 \wedge d\hat{C}_2 \right] , \] (2.4.1)

where $K_{(10)}$ is the ten-dimensional Planck constant and the field strengths are defined as
\[ \hat{H}_3 = d\hat{B}_2 , \hat{F}_3 = d\hat{C}_2 - i\hat{H}_3 , \hat{F}_5 = d\hat{A}_4 - \hat{H}_3 \wedge \hat{C}_2 . \] (2.4.2)
The self-duality of the five-form \( \hat{F}_5 \) should be imposed at the equations of motion level since at the action level the corresponding kinetic term vanishes trivially. In analogy with section 2.1 we consider a spontaneous compactification of this action to a vacuum with

\[
\langle \hat{H}_3 \rangle = 0 \ , \ \langle \hat{F}_3 \rangle = 0 \ , \ \langle \hat{F}_5 \rangle = 0 ,
\]

\[
\langle \hat{g}_{MN} \rangle dX^M dX^N = \langle g_{\mu\nu} \rangle dx^\mu dx^\nu + \langle g_{mn} \rangle dy^m dy^n ,
\]

(2.4.3)

with the index ranges \( M, N = 0, ..., 9 \) and \( m, n = 1, ..., 6 \). The Einstein equation reads \( \hat{R}_{MN} = 0 \) which is solved by

\[
\langle g_{\mu\nu} \rangle = \eta_{\mu\nu} , \ \langle g_{mn} \rangle = \text{any Ricci-flat Euclidean metric} .
\]

(2.4.4)

If we also impose the constraint from supersymmetry of \( SU(3) \)-structure we find the internal manifold must be CY.

We now derive the effective four-dimensional action that results from a compactification of type IIB supergravity on CY manifolds first considered in [30]. We follow the discussion outlined in [14, 31]. To derive the four-dimensional field spectrum we consider perturbations about the vacuum and expand them in terms of the harmonic forms on the CY. These lead to massless modes in four-dimensions as they are zero modes of the Laplacian and the higher mass KK states are truncated as usual. The spectrum of harmonic forms on CY manifolds has been studied [32] and is most neatly written in complex co-ordinates which we define as

\[
s^1 = \frac{1}{\sqrt{2}} (y^1 + iy^2) , \ s^2 = \frac{1}{\sqrt{2}} (y^3 + iy^4) , \ s^3 = \frac{1}{\sqrt{2}} (y^5 + iy^6) .
\]

(2.4.5)

The non-vanishing Hodge numbers \( h^{(p,q)} \), where \( p \) labels the number of holomorphic indices and \( q \) the number of anti-holomorphic, read

\[
h^{(0,0)} = h^{(3,0)} = h^{(0,3)} = h^{(3,3)} = 1 ,
\]

\[
h^{(1,1)} = h^{(2,2)} , \ h^{(2,1)} = h^{(1,2)} .
\]

(2.4.6)

The basis of forms then comprises of the \((1, 1)\) forms \( \omega_i , i = 1, ..., h^{(1,1)} \) and their Hodge duals \( \tilde{\omega}^i \equiv \ast \omega_i \), which we choose to normalise so that

\[
\int_{CY} \omega_i \wedge \tilde{\omega}^j = \kappa \delta^j_i ,
\]

(2.4.7)

where we have introduced \( \kappa \) as some constant CY reference volume which we generally omit unless required for clarity (it can be replaced by dimensional analysis). The variable
volume depends on the four-dimensional co-ordinates and is given by
\[ V = \frac{1}{6} \int J \wedge J \wedge J. \quad (2.4.8) \]

The spectrum of three-forms can be parameterised in two useful ways. The first is through the set of complex \((2,1)\) forms \(\chi_a, a = 1, \ldots, h^{2,1}\) with the unique holomorphic \((3,0)\) form \(\Omega^{cs}\) and their Hodge duals \(^6\). The second basis is through the set of real three-forms \(\alpha_A, A = 0, \ldots, h^{(2,1)}\) and \(\beta^A\) that can be normalised as
\[ \int_{CY} \alpha_A \wedge \beta_B = \kappa \delta_A^B, \quad \int_{CY} \alpha_A \wedge \alpha_B = \int_{CY} \beta^A \wedge \beta^B = 0. \quad (2.4.9) \]

Using the harmonic basis forms it is simple to write down the massless bosonic field spectrum of the effective four-dimensional theory that arises from the decomposition of the ten-dimensional fields
\[ \hat{l}(X) = l(x), \]
\[ \hat{B}_2(X) = B_2(x) + b^i(x)\omega_i(y), \]
\[ \hat{C}_2(X) = C_2(x) + c^i(x)\omega_i(y), \]
\[ \hat{A}_4(X) = D^i(x) \omega_i(y) + \rho_i(x)\tilde{\omega}^i(y) + V^A(x) \wedge \alpha_A(y) - U_A(x) \wedge \beta^A(y). \quad (2.4.10) \]

The resulting four-dimensional fields are referred to as axions. There are also four-dimensional fields that arise from deformations of the metric on the CY that are the analogues of the dilaton in section 2.1. These fields are called moduli. The constraint on such deformations is that they maintain the CY condition
\[ R_{mn}(g_{mn} + \delta g_{mn}) = 0, \quad (2.4.11) \]

which leads to the Lichnerowicz equation
\[ \nabla^i \nabla_i \delta g_{mn} - \left[ \nabla^i, \nabla_m \right] \delta g_{ln} + \left[ \nabla^i, \nabla_n \right] \delta g_{lm} = 0, \quad (2.4.12) \]

where \(\nabla\) is the Levi-Civita connection. This is simply the Laplace equation for a symmetric two-tensor and so we should expand the metric deformations again in the basis of harmonic forms. The deformations are most neatly written using complex co-ordinates. Since for

\(^6\)The superscript on the \(\Omega^{cs}\) denotes the difference from the \(SU(3)\)-structure \(\Omega\) in section 2.2.1 and from the vector-multiplet \(\Omega^{sk}\) in section 2.3. There are exact, but at times subtle, relations between the different \(\Omega\)s that are discussed in section 2.4.1 and in chapters 4 and 5 but at this point we denote them as different quantities.
Table 2.1: Table showing the $\mathcal{N} = 2$ multiplets in compactifications of type IIB theory

<table>
<thead>
<tr>
<th>Field</th>
<th>Multiplet</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{\mu\nu}, V^0$</td>
<td>gravitational multiplet</td>
</tr>
<tr>
<td>$h_1, h_2, \phi, l$</td>
<td>universal hypermultiplet</td>
</tr>
<tr>
<td>$z^a, V^a$</td>
<td>$h^{2,1}$ vector multiplets</td>
</tr>
<tr>
<td>$b^i, v^i, \rho^i, c^i$</td>
<td>$h^{1,1}$ hypermultiplets</td>
</tr>
</tbody>
</table>

a Kähler manifold, the Kähler form $J_{\alpha\bar{\beta}} = ig_{\alpha\bar{\beta}}$, the $(1,1)$ variations of the metric are variations of the Kähler form and are therefore labelled Kähler moduli. They arise from the expansion in terms of the $(1,1)$ forms

$$\delta g_{\alpha\bar{\beta}} = -iv^i(x) (\omega_i)_{\alpha\bar{\beta}} .$$  \hfill (2.4.13)$$

It is also possible to consider $(2,0)$ deformations of the metric. Since the metric on a Kähler manifold must be of a $(1,1)$ type these deformations correspond to deformations of the complex structure of the manifold and so are termed complex structure moduli. There are no $(2,0)$ forms on a CY with which to expand these deformations but rather they are expanded using the $(2,1)$ form basis as

$$\delta g_{\alpha\bar{\beta}} = \frac{i}{||\Omega^{cs}||^2} z^a(x) (\chi_a)_{\alpha\gamma\delta} (\Omega^{cs})^{\gamma\delta}_{\beta} ,$$  \hfill (2.4.14)$$

where

$$||\Omega^{cs}||^2 = \frac{1}{3!} (\Omega^{cs})_{mnp} (\Omega^{cs})^{mnp} .$$  \hfill (2.4.15)$$

We are now in a position to list the bosonic field content of the four-dimensional theory. It comprises of scalar fields $l, b^i, c^i, \rho^i, v^i$ and $z^a$. There are also the gauge fields $V^A$ and $U_A$ as well as the two-forms $B_2, C_2$ and $D_2^A$. The constraint of the self-duality of $\hat{F}_5$ eliminates the degrees of freedom $U_A$ and $D_2^A$ as these are Hodge dual to the fields $V^A$ and $\rho^i$ respectively. The two-forms $B_2$ and $C_2$ are Hodge dual to scalars which we label $h_1$ and $h_2$ respectively. The full field content is specified in table 2.1 where the fields have been grouped as members of $\mathcal{N} = 2$ multiplets.

To derive the effective four-dimensional action we substitute the expansions (2.4.10), (2.4.13) and (2.4.14) into the action (2.4.2) and integrate over the internal manifold. There are also three field rescalings that are performed during the calculation in order to bring the resulting action into a neat format. The first is a Weyl rescaling of the ten-dimensional metric by a dilaton factor to take us to the Einstein frame

$$\hat{g}_{MN} \rightarrow \hat{g}_{MN} e^{\frac{i}{2} \phi} .$$  \hfill (2.4.16)$$
2.4 Calabi-Yau compactifications

Then follows a Weyl rescaling of the four-dimensional metric by a factor of the CY volume
\[ g_{\mu\nu} \rightarrow g_{\mu\nu} V^{-1}, \]  
(2.4.17)
and finally there is a rescaling of the Kähler moduli by a dilaton factor
\[ v^i \rightarrow v^i e^{\frac{1}{2} \hat{\phi}}. \]  
(2.4.18)
We also define a new field which is the four-dimensional dilaton \( \phi \) that differs from the ten-dimensional dilaton \( \hat{\phi} \) by a factor of the CY volume
\[ \phi \equiv \hat{\phi} - \frac{1}{2} \ln V. \]  
(2.4.19)
Since the ten-dimensional action only contains kinetic terms the resulting four-dimensional effective action only contains kinetic terms for the fields and reads
\[ S_{4D}^{11B} = \frac{1}{K_4^2} \int S \left[ \frac{1}{2} R \star (1 - g_{i\bar{j}}dz^i \wedge \star dz^j - h_{\lambda\sigma} dq^\lambda \wedge \star dq^\sigma) + \frac{1}{2} (\text{Im } \mathcal{M})_{AB} F^A \wedge \star F^B + \frac{1}{2} (\text{Re } \mathcal{M})_{AB} F^A \wedge F^B \right], \]  
(2.4.20)
where we define the four-dimensional Planck constant
\[ K_4^2 = K_{10}^2 \kappa^{-1}. \]  
(2.4.21)
The hypermultiplets are denoted collectively by \( q^u \) with \( u = 1, ..., 4 \times (h^{2,1} + 1) \) with kinetic terms
\[ h_{\lambda\sigma} dq^\lambda \wedge \star dq^\sigma = -g_{i\bar{j}} dt^i \wedge \star dt^j - d\phi \wedge \star d\phi - \frac{1}{2} V e^{2\hat{\phi}} dl \wedge \star dl + K_{(h_1, h_2, c^i, \rho_i)}, \]  
(2.4.22)
where we have introduced new complex fields
\[ t^i \equiv b^i - iv^i, \]  
(2.4.23)
and the last term of (2.4.22) denotes the kinetic terms for the subscripted fields that are complicated but are not important for the purposes of this work. The gauge field-strengths are defined as
\[ F^A \equiv dV^A, \]  
(2.4.24)
with the form of the gauge kinetic matrix \( \mathcal{M}_{AB} \) given in terms of the basis forms in (3.3.3). The metrics on the moduli spaces are read off from the coefficients of the kinetic terms and are given by
\[ g_{ab} = -\frac{i}{\sqrt{V} ||\Omega||^2} \int_{CY} \chi_a \wedge \bar{\chi}_b, \]  
(2.4.25)
\[ g_{i\bar{j}} = \frac{1}{4V} \int_{CY} \omega_i \wedge \star \omega_j. \]  
(2.4.26)
This concludes the review of CY compactifications of type IIB supergravity. Compactifications of type IIA supergravity are very similar to the type IIB case with the only differences arising in the Ramond matter sector since the NS sector is common to both. In particular the geometrical moduli remain in exactly the same form. In fact there is an important symmetry between the two resulting four-dimensional actions called mirror symmetry which states that compactifying type IIA string theory on a CY is equivalent to compactifying type IIB on a mirror CY defined by interchanging the two hodge numbers $h^{(2,1)} \leftrightarrow h^{(1,1)}$. This symmetry is a manifestation of T-duality which is an exact symmetry of string theory which states that string theory compactified on a circle of radius $R$ is equivalent to the theory compactified on a circle with the inverse radius $\frac{1}{R}$. This is an interesting symmetry because it implies that string theory has a minimum scale that it can probe which is the self-dual scale $R = 1$. Mirror symmetry then arises from T-dualising along three directions within the CY.

### 2.4.1 Calabi-Yau compactifications as an $\mathcal{N} = 2$ supergravity

Having derived the key features of the effective four-dimensional action arising from a CY compactification it is informative to see how this action fits into the mould of general $\mathcal{N} = 2$ supergravity. Since the action (2.4.20) has no scalar potential it should correspond to an ungauged $\mathcal{N} = 2$ supergravity. Comparing (2.4.20) with (2.3.1) it is easy to see that the two actions are identical in form. The only thing to check is that the geometrical structure discussed in section 2.3 is present. Consider the vector multiplet sector first. To show that the scalar components, that are the complex structure moduli $z^a$, span a special Kähler manifold we need to identify a holomorphic three-form to play the role of $\Omega^{cs}$ which is obviously $\Omega^{cs}$. Then using Kodaira’s formula [33] for the derivative of the holomorphic CY form

$$\partial_a \Omega^{cs} = k_a \Omega^{cs} + i \chi_a,$$

(2.4.27)

where $k_a$ is some general function it is simple to show that metric $g_{ab}$ is generated by a Kähler potential

$$K^{cs} = -\ln \int_{CY} \Omega^{cs} \wedge \overline{\Omega}^{cs} = -\ln V ||\Omega^{cs}||^2.$$

(2.4.28)

The relation (2.4.28) gives the expression $k_a = -\partial_a K^{cs}$. An interesting observation that follows is that the metric (2.4.25) is given by

$$g_{ab} = \frac{i}{V ||\Omega^{cs}||^2} \int_{CY} D_a \Omega^{cs} \wedge D_b \overline{\Omega}^{cs},$$

(2.4.29)
where the Kähler covariant derivatives $D_a$ are defined as

$$D_a \equiv \partial_a + (\partial_a K^{cs}) .$$  \hfill (2.4.30)

We have already noted that in $\mathcal{N} = 2$ supergravity $\Omega^{sk}$ is homogeneous with rescalings of it corresponding to Kähler transformations. We see that the Kähler covariant derivatives ensure that the metric $g_{ab}$ is independent of such rescalings. If we expand $\Omega^{cs}$ into its periods in terms of the three-form basis

$$\Omega^{cs} = X^A(z)\alpha_A - F_A(z)\beta_A ,$$  \hfill (2.4.31)

we recover the formula

$$K^{cs} = -\ln i [X^A F_A - X^A \bar{F}_A] ,$$  \hfill (2.4.32)

which matches exactly the supergravity formula. It is worth noting that in special co-ordinates the periods are given by the complex structure moduli. Finally it is possible to show that the gauge-kinetic matrix in (2.4.20) $\mathcal{M}$ also matches the formula for the period matrix (2.3.10) [14].

The hypermultiplet section is more complicated due to the more complicated geometry of quaternionic manifolds. Nonetheless it is possible to show that the hypermultiplets do indeed span a quaternionic manifold [30]. There is a further interesting feature to the hypermultiplet sector that arises because of mirror symmetry. Recall that mirror symmetry interchanges the hodge numbers $h^{(1,1)}$ and $h^{(2,1)}$. From the expansions (2.4.13) and (2.4.14) this can also be viewed as an interchange of the complex structure moduli $z^a$ with the complex Kähler moduli and axions combinations $t^i$ defined in (2.4.23). This means that, since in the mirror (IIA) picture the $t^i$ form the scalar components of the vector multiplets which should span a special Kähler manifold, the $t^i$ moduli should also span a special Kähler submanifold within the overall quaternionic manifold spanned by the full hypermultiplets. Indeed equation (2.4.22) shows that the $t^i$ moduli form a separate sub-manifold within the hypermultiplets with a metric given in (2.4.26). This metric arises from a Kähler potential

$$K^{km} = -\ln \frac{4}{3} \int_{CY} J \wedge J \wedge J = -\log 8\mathcal{V} ,$$  \hfill (2.4.33)

which is again derived from a prepotential $\mathcal{F}^{km}$ which in this case can be evaluated explicitly

$$\mathcal{F}^{km} = -\frac{1}{3!} \frac{K_{ijk} X^i X^j X^k}{X^0} ,$$  \hfill (2.4.34)
where we define the intersection numbers
\[ K_{ijk} \equiv \int_{\text{CY}} \omega_i \wedge \omega_j \wedge \omega_k , \]
and we have introduced the homogeneous co-ordinates \( X^I = (1, t^i) \) to keep the analogy with the special Kähler geometry.

In this section we reviewed some of the important aspects encountered when attempting to recover four-dimensional physics, culminating in the effective four-dimensional action from CY compactifications of type IIB supergravity (2.4.20). The resulting action however does not resemble the standard model of physics and comparing it with observations leads to many difficulties. The following section reviews some of the major difficulties facing such an action.

### 2.5 The vacuum degeneracy problem

The effective four-dimensional action (2.4.20) lacks the key features of the standard model or of its simplest supersymmetric extensions. The action preserves \( \mathcal{N} = 2 \) supersymmetry which is non-chiral and so the fermions can not be the standard model fermions. Since the supergravity is ungauged neither are they charged under the gauge fields which are themselves only \( U(1) \) abelian fields. These observations, and others similar in nature, are all features of the theory that are missing. It is possible to argue that this is not a major problem because string theory is very rich and the compactification only explores one sector of the theory and so it could be that the missing features are to be found in a different sector. This approach has been very successful in recent years. In type IIB string theory it has been possible to construct a chiral fermionic spectrum charged under non-abelian gauge fields as states corresponding to strings stretching between D3 and D7-branes [34]. In type IIA string theory states stretching between intersecting D6 branes can produce sectors that very strongly resemble the standard model [35].

More serious problems arise from features of the theory that are present but contradict experimental observations. The original 1920s Kaluza-Klein theory was rejected because it predicted a massless scalar mode of gravity, the dilaton. This would lead to a new long range force, mediated by the dilaton, between all matter which in turn predicts changes to planet orbits that are ruled out by observations [36]. The feature of massless scalar modes of gravity are common to all higher dimensional compactifications and string theory is no exception. For the case of CY compactifications we have \( 2 \times h^{(2,1)} + h^{(1,1)} \) such scalar fields...
that are the complex structure and Kähler moduli. For a typical CY manifold these can reach the hundreds. The existence of massless moduli in string compactifications on CY manifolds rules them out as possible models of the universe. A possible way to get past this problem is modify the theory in such a way that these fields receive masses and this process is referred to as moduli stabilisation.

There is a further motivation for moduli stabilisation that stems from the fact that important quantities of the four-dimensional theory depend on the values that the moduli take in the vacuum. Since the moduli have no potential there is no particular value that is predicted and this problem is referred to as the vacuum degeneracy problem. The features of the theory that depend on the moduli can be separated into conditions that are required for the consistency of the theory and quantities that can be measured experimentally. The first class includes the size of the extra dimensions and the value of the dilaton. The supergravity approximation of string theory is the low energy limit or equivalently the large scale limit. Therefore the size of the cycles on the internal manifold must be larger than the string scale. This translates into a condition on the moduli for their values to be large in units of the inverse string tension $\alpha'$. Another approximation is the use of perturbative string theory which means that the string self coupling should be weak. This in turn imposes a condition on the value of the dilaton. There is also a consistency condition that is imposed on any possible masses the moduli might obtain due to the truncation we performed of the higher mass states that arise from string excitations and from KK modes. In order for the truncation to have been a consistent one the moduli must have masses much smaller than the scale of these higher mass states. The second class of moduli dependent quantities that can be measured experimentally, and therefore are constrained, are more model dependent. These include the scale of supersymmetry breaking, the value of the gauge coupling function and the masses of any massive fields.

The final important problem that is relevant to this work, and which is similar to the moduli problem discussed in the previous paragraph in terms of a lack of predictive power, is the topological degeneracy problem. The problem is that there are many CY manifolds of different topologies, and so different particle contents in four dimensions, and the compactification procedure does not differentiate between them. This means that we can not even predict the number of particles in the four-dimensional theory. The problem is made more serious by the fact that, as we show in chapter 3, it is possible to move from a CY of one topology to one of a different topology. The problem of the choice of
compactification manifolds becomes even more severe when we consider that CY manifolds are just a small subset of all the $SU(3)$-structure manifolds.

The problems highlighted in this section have so far been discussed in the context of string theory but most of them apply equally to the case of M-theory, in particular the moduli stabilisation problem. As we have shown the lack of a potential for the fields in the low energy four-dimensional effective theory of string and M-theory compactifications is the reason for the vacuum degeneracy problem. Any attempt to resolve these problems must include a process by which a potential is generated for the moduli and in this thesis we study two situations where such a potential is induced. The first potential is generated at particular points in the moduli space of CY manifolds called conifold points. These points are also the points where the topology changing transition, known as a conifold transition, from one CY to another occurs. A study of this potential can therefore shed light on both the moduli stabilisation problem and on the topological degeneracy problem. In chapter 3 we explore the dynamics associated with conifold transitions as a cosmology with an emphasis on whether the transition can be dynamically completed and on the fate of the moduli involved. We also look at the possibility of experimental signatures for such a transition through the formation of cosmic strings. The second way to generate a potential is through the introduction of non-vanishing vacuum expectation values for the ten or eleven-dimensional field-strengths of the form fields, known as fluxes. The presence of the fluxes changes the compactification procedure in a way that introduces a potential for the moduli. The fluxes also mean that in order to satisfy the conditions for spontaneous compactification the internal manifold is no longer a CY manifold but rather a more general $SU(3)$-structure manifold. In chapter 4 we study compactifications of type IIA string theory on general manifolds with $SU(3)$-structure with fluxes present and in particular their potential for moduli stabilisation. Finally in chapter 5 we perform a similar flux compactification but for the case of M-theory.
As discussed in chapter 2, the problem of vacuum degeneracy in string theory compactifications on CY manifolds splits into two parts, namely the continuous degeneracy due to moduli fields and the discrete one due to the large number of different topologies. It is well-known that there are a number of different topology-changing processes [37–39] in string theory that connect the moduli spaces associated with topologically different CYs. A detailed understanding of these processes can be considered as a first step towards resolving the topological degeneracy. In the vicinity of the transition point a potential is induced for the moduli thereby raising the possibility of a resolution to the degeneracy of the moduli fields. In this chapter, we study a certain type of topology-changing process, the conifold transition, as an explicit time-dependent phenomenon [40, 41].

A milder type of topology changing transition which arises in the context of CY compactifications is referred to as a flop transition. In such a transition, a two-cycle within the CY space contracts to a point and re-expands as another two-cycle, thereby leading to a topologically distinct CY space with different intersection numbers. However, on either side of the transition the Hodge numbers are the same and so the spectrum of massless moduli is unchanged and only their interactions are affected. Earlier work on black holes where the internal manifold undergoes a flop as a function of radius is given in [42].
study of five-dimensional cosmology associated with a flop of the internal space in M-theory was initiated in [43] and followed up in [44,45]. There it was found that the tension of any M2-branes wrapping the collapsing two-cycles caused the cycles to remain small, so the moduli forced the CY to remain near the flop point. This ruled out a dynamical realisation of a flop transition.

In the conifold transition, which we study here, a three-cycle on one side of the transition collapses and then re-expands into a two-cycle, thus changing the Hodge numbers of the CY. This results in a different spectrum of massless moduli on either side of the transition [39]. The transition proceeds through a space-time singularity termed the conifold point. At least in the case where the CY manifolds are quintics in $\mathbb{CP}^4$ the generic singularity is a conifold singularity and as such they form an important part of the geometric structure [46].

Although conifold points naively give a singular low energy effective theory it is a remarkable property of string theory that they can be understood in a well defined manner [47]. When calculating the effective action for the low energy degrees of freedom one integrates out the heavy modes, replacing their effect by altered couplings between the light modes. It is only consistent to integrate out the modes which are heavier than those present in the theory. As explained in [47] it is precisely because some unseen light modes are being integrated out that singularities appear in the effective action for a conifold transition. These extra modes correspond to D3-branes wrapping the collapsing three-cycle, as the cycle get smaller so these states become lighter.

This chapter begins with a review of conifold geometry and the string theory interpretation of the dynamics involved. In section 3.3 we construct the effective theory that describes such a transition as a gauged supergravity. We then proceed to study the dynamics of this theory. In section 3.4 we consider an approximation where the fields are all homogeneous throughout the three-dimensional space. We study the possible outcomes of a dynamical conifold transition in terms of the final state of the moduli as a function of the initial conditions. We find that it is possible to complete the transition given the appropriate initial conditions although for general initial conditions the moduli fields are trapped at the conifold point. We follow this initial study with a study of the case where the moduli fields may be inhomogeneous in section 3.5. We show that the inhomogeneities may help or hinder the moduli trapping mechanism depending on their amplitudes. We also study the possibility of cosmic strings forming after the transition and find that the cosmic strings, or any other structure, do not form. We summarise our findings in section
3.1 Review of conifold geometry

In this section we give a brief introduction to the geometry of conifold transitions, see [37, 38, 48–53] for a more complete discussion. It is possible to specify the geometry of CY manifolds through vanishing complex polynomials $P$. For example consider complex projective four-space $\mathbb{C}P^4$ with homogeneous co-ordinates $\{z^1, z^2, z^3, z^4, z^5\}$. The co-ordinates are homogeneous in the sense that points labelled by $\{z^1, z^2, z^3, z^4, z^5\}$ are identified with points $\{\lambda z^1, \lambda z^2, \lambda z^3, \lambda z^4, \lambda z^5\}$ where $\lambda$ is any complex number. Therefore a polynomial condition

$$P = \sum_{i_1, i_2, i_3, i_4, i_5} a_{i_1 i_2 i_3 i_4 i_5} z_1^{i_1} z_2^{i_2} z_3^{i_3} z_4^{i_4} z_5^{i_5} = 0,$$  \hspace{1cm} (3.1.1)

where the $a$’s are complex numbers, defines a three-dimensional manifold since out of the five complex degrees of freedom one is fixed by the homogeneity and one is fixed by the polynomial constraint. The polynomial (3.1.1) in fact defines a CY manifold and the $a$’s correspond to complex structure moduli. The manifold associated with $P$ is not smooth for all values of the complex structure moduli. In particular the points where $P = 0 = dP$ are singular and the set of all values of the complex structure moduli for which this occurs is known as the discriminant locus. To see that this is singular at the points $dP = 0$ recall that the vectors $\partial_i P$ fill the tangent space of the manifold and if they all vanish the tangent space has collapsed. In the vicinity of the singularity the manifold is called a node and takes the form

$$P = \sum_{A=1}^{A=4} (z^A)^2 = 0,$$  \hspace{1cm} (3.1.2)

where $A = 1, ..., 4$. We have fixed the homogeneous co-ordinates by choosing $\lambda$ so that $z_5 = 1$. This is the equation for a conifold singularity [48]. It is singular at $z^A = 0$ as $P = 0 = dP$ at that point and it describes a conical shape because if $z^A$ lies on the conifold (3.1.2) then so does $\lambda z^A$. To find the base of the cone we intersect it with an $S^7$ of radius $r$ centred at the node, which is specified by the equation

$$\sum_{A=1}^{A=4} |z^A|^2 = r^2.$$  \hspace{1cm} (3.1.3)

Writing $z^A = x^A + iy^A$ we find

$$x.x = y.y, \quad x.y = 0, \quad x.x + y.y = r^2.$$  \hspace{1cm} (3.1.4)
3.1 Review of conifold geometry

The equation $x.x = \frac{1}{2}r^2$ defines an $S^3$ of radius $r/\sqrt{2}$, and $y.y = \frac{1}{2}r^2$ combined with $x.y = 0$ gives an $S^2$ fibred over the $S^3$. So, the base is $S^3$ fibred by $S^2$. As all such fibrations are trivial the base of the conifold is the product $S^3 \times S^2$. The two distinct ways to make the conifold regular correspond to blowing up either the $S^2$ to give the (small) resolution or by blowing up the $S^3$ to give the deformation. The conifold transition then describes a CY going between these two regular manifolds. We denote the conifold by $\mathcal{M}^{\sharp}$, the deformed manifold by $\mathcal{M}^{\flat}$, and the resolved manifold by $\tilde{\mathcal{M}}$. A nice picture of the transition was presented in [48] and is given in Fig. 3.1. It shows the finite $S^3$ of the deformed conifold shrinking to zero and then being replaced by an expanding $S^2$ of the resolved conifold.

The conifold point is the location in the moduli space of CYs where the manifold acquires a node. In fact, we shall see that for the space to remain Kähler it must acquire a set of nodes. Consider a CY containing $P$ such nodes which have been deformed, thereby introducing $P$ three-cycles. Not all of these need be homologically independent so we take there to be $Q$ homology relations among them, giving $P - Q$ independent three-cycles.

Now we pick the standard homology basis for the independent three-cycles,

$$A^A \cdot B^B = \delta^A_B, \quad A, B = 0, 1, 2, ... h^{(2,1)}$$  \hspace{1cm} (3.1.5)

where $\cdot$ denotes the intersection of two cycles. This introduces the magnetic cycles $B^A$, dual to the electric cycles $A^A$. For this discussion we shall consider the case where the collapsing
cycles are composed solely of electric cycles in which case, because of the $Q$ homology relations, each $B_A$ intersects more than one collapsing cycle. Also, each vanishing cycle must be involved in at least one homology relation if the manifold is to be Kahler, as we now show.

To see the effect of these homology relations consider the relationship between $A$ and $B$ cycles. Fig. 3.1 shows a particular $A$-cycle three-sphere, $A^1$, being blown down and then replaced by a two-sphere. The magnetic dual of this three-cycle is constructed as follows. The shaded region in $M^9$ is the “cap” $\mathbb{R}_{\geq 0} \times S^2$, which can be completed into a three-cycle when extended away from the node. The picture shows that this cycle intersects $A^1$ and can be chosen as its magnetic dual, $B_1$. Also note that $B_1$ remains a three-cycle at the node, but when the node is resolved by a two-sphere then $B_1$ takes on the $S^2$ as a component of its boundary and so becomes a three-chain. Each $A$-cycle that $B_1$ intersects will provide an $S^2$ component to the boundary of $B_1$ and as such these two-spheres have a homology relation between them. Each of the magnetic cycles provides a homology relation between the two-spheres and so we find $P - Q$ relations between the two-spheres of the resolved manifold $\tilde{M}$. We arrive at $P$ two-cycles with $P - Q$ homology relations giving $Q$ independent two-cycles. The picture we are left with is illustrated in Fig. 3.2 where the magnetic cycle $B^1$ touches the three-cycles $A^1, A^2, A^3$ which shrink to zero and then turn into boundary two-spheres thereby converting the cycle $B^1$ into a chain. If a $B$-cycle had intersected only one $A$-cycle then in the resolved manifold this $B$-chain would have a single $S^2$ boundary so we would have for the Kähler form $J$,

$$\int_{S^2} J > 0, \quad \int_{\partial B} J > 0, \quad \int_B dJ > 0. \quad (3.1.6)$$

Which violates the Kähler condition, $dJ = 0$, and so the resulting manifold can not be CY. This is why each vanishing cycle must be involved in at least one homology relation.

In summary, we have that $P - Q$ independent three-spheres collapse and then expand as $Q$ independent two-spheres. This is a change in the topology of the CY and so is a change in the topology of space-time. The interesting thing is that string theory admits a consistent, non-singular, description of such a transition to which we now turn.
3.2 A stringy description

Singularities in physics usually manifest themselves as the breakdown of a theory. To understand how string theory resolves the conifold singularity we must first understand how the singularity manifests itself. The breakdown occurs in the sigma model of the complex structure moduli where the metric on the moduli space develops a curvature singularity. To show this, and for the rest of this section, we consider for simplicity the case of one degenerating cycle, i.e. a single conifold point. Consider the case of a CY with a single three cycle $A$ and its dual $B$ such that $A.B = 1$. The cohomology associated with the cycles $A$ and $B$ is the two real three-forms $\alpha$ and $\beta$ respectively. Expanding the holomorphic three-form as in (2.4.31) we can define the usual periods in special coordinates

$$z \equiv \int_A \Omega^{cs}, \quad F(z) \equiv - \int_B \Omega^{cs}. \quad (3.2.1)$$

The conifold point where the cycle $A$ vanishes corresponds to the moduli value $z = 0$. To know the form of the moduli space metric we need to know the form of the period $F(z)$. This is in general a difficult problem, however near the conifold point in moduli space we can determine an important property. To do this we consider the monodromy properties of the moduli space around the conifold point. There is a mathematical fact due to Lefshetz [54] that states that if a cycle $\gamma$ is vanishing at the conifold point then another cycle $\delta$ undergoes monodromy

$$\delta \rightarrow \delta + (\delta \cdot \gamma) \gamma, \quad (3.2.2)$$

Figure 3.2: A magnetic three-cycle takes on the resolved two-cycles as its boundary thereby becoming a three-chain.
upon transport around this point in moduli space. Consider a parameterisation $z = re^{i\theta}$.

Then near $r = 0$ the period $F(z)$ must have the property that under a path in moduli space $\theta \to \theta + 2\pi$ it transforms as $F(z) \to F(z) + z$. Therefore $F(z)$ must take the form

$$F(z) = \frac{1}{2\pi i} z \ln z + \text{single valued terms}. \quad (3.2.3)$$

The first term in (3.2.3) is the cause of the metric singularity. Substituting (3.2.3) into the expression for the Kähler potential on the moduli space (2.4.32) we find that the metric takes the form

$$g_{zz} \sim \ln (zz), \quad (3.2.4)$$

which is a curvature singularity for $z = 0$ at a finite distance [52] and therefore a breakdown of the theory.

Quantum string theory has an explanation for this singularity that also leads to a resolution [47]. The idea is that there are states in string theory that correspond to D3-branes wrapping the degenerating three-cycle. The mass of these states is proportional to the volume of the wrapped cycle which is given approximately by $z$. In section 3.3 we calculate the mass exactly but for now the scale measure $z$ is good enough. Near the conifold point these states become very light and eventually massless at the conifold point itself. This means that it is inconsistent to not include them in the low-energy effective theory amounting to integrating out the states incorrectly. The breakdown of the theory can then be attributed to having integrated out the one-loop contribution that these states have to the quantum structure of the complex structure moduli space. To see this recall that in $\mathcal{N} = 2$ supergravity the gauge kinetic matrix, that is the coupling between the different vector fields, is characterised by the second derivative of the prepotential on the vector multiplet moduli space

$$\mathcal{M}_{AB} \sim \mathcal{F}_{AB} = \partial_A F_B. \quad (3.2.5)$$

The monodromy of the period, and therefore the singularity, manifests itself as a logarithm in the coupling of the gauge fields. Consider the effect that a hypermultiplet of fields, that we take to be the D3 states, charged under the gauge field associated with the degenerating cycle, i.e. the superpartner of $z$, have on the self coupling of that field $g$ through loop contributions. The $\beta$-function for the coupling is given by [55]

$$\beta(g) = \mu \frac{dg}{d\mu} = -\frac{g^3}{16\pi^2} \kappa, \quad (3.2.6)$$

1Note that we have assumed that there are other periods in the CY that are non-vanishing.
3.2 A stringy description

where $\mu$ denotes the energy scale and

$$\kappa = \frac{2}{3} \sum_i m_i T(R_i)_f - \frac{1}{6} \sum_i n_i T(R_i)_s ,$$  \hspace{1cm} (3.2.7)

where the sums are over the $m_i$ fermions and $n_i$ scalars in the loop that are in the representations $R_i$ such that the generators $T^a$ satisfy

$$\text{Tr}(T^a T^b) = T(R) \delta^{ab} .$$  \hspace{1cm} (3.2.8)

An $\mathcal{N} = 2$ hypermultiplet has two fermions and four scalars which for a $U(1)$ field have $T(R) = \frac{1}{8}$ thereby giving $\kappa = -1$. We can solve the $\beta$-function equation (3.2.6) to give the coupling at some energy scale $\tilde{\mu}$

$$\mathcal{M}_{\tilde{\mu}} = \left( \frac{4\pi i}{g^2} \right)_{\tilde{\mu}} = -\frac{1}{2\pi i} \ln \tilde{\mu} .$$  \hspace{1cm} (3.2.9)

We now take this energy scale to be set by the energy scale that is the lower limit of the integrating out of the states. Recall that the states are a single hypermultiplet of mass scale $z$ thereby giving

$$\mathcal{M} = -\frac{1}{2\pi i} \ln z ,$$  \hspace{1cm} (3.2.10)

which from (3.2.5) gives

$$F = \frac{1}{2\pi i} \ln z ,$$  \hspace{1cm} (3.2.11)

as required.

We have shown that the breakdown of the theory can be directly attributed to incorrect integrating out of light states. This means that all we have to do in order to make the theory non-singular and perfectly consistent is include these states. The construction of such a theory is the subject of the next section. Before we proceed with that it is interesting, although somewhat speculative, to consider the physical interpretation of the resolution of the conifold singularity by quantum string theory. A topology change of space-time requires the fabric of space-time to be somehow ‘ripped’ and ‘glued’ back together. It seems that string theory allows such a process without breaking down. A possible explanation for this might come from the fact that string theory can only probe scales down to the self-dual scale. What happens below this scale is as yet not understood, but with the hope that eventually string theory will be a full theory of gravity and so strings will form space-time, it is possible that its quantum nature on small scales allows this kind of behaviour. The necessary presence of the D3 branes which wrap the singularity points to some sort of ‘shielding’ mechanism of this process from the outside world.
3.3 The effective theory

In the previous section we showed how, by including D3-brane states, string theory allows a non-singular description of the conifold transition. In this section we construct an effective classical four-dimensional supergravity to describe this transition. Before we proceed it is important to understand the limitations of the supergravity description. The string theory picture of the transition is of a cycle reducing to the string scale before expanding out to a large size again. The supergravity description of string theory is only consistent at scales larger than the string scale and so must break down during the transition near the point $z = 0$. Therefore it can never give a complete description of the transition. If we are interested in the question of whether the transition can be completed or not then the supergravity description is still a useful tool. By a completed transition we mean that the cycle has expanded out to a large size and so the supergravity description is again valid. The picture we should have then is of a supergravity description of dynamics towards and away from the string scale with the limitation that at the string scale we can not say much other than that the cycle is small, and not necessarily of vanishing volume as the supergravity description naively states. Another limitation is similar in nature and arises as a limitation of what the supergravity can tell us regarding the formation of a black hole from the kinetic energy of the brane states. The picture we have is of a brane wrapping a cycle that is shrinking in size and therefore the kinetic energy associated with the brane becomes concentrated in a shrinking region. If this region is smaller that the Schwartchild radius associated with the kinetic energy than a black hole will form. A calculation of whether this process occurs or not is beyond the scope of this thesis but the possibility of this phenomenon remains. There are yet more limitations to a classical description of the process as opposed to a quantum one. In fact it has been argued in [56, 57] that quantum effects play an important part in understanding the dynamics of a conifold transition. We return to this point in section 3.4 where we argue that these effects are mostly negligible with respect to the conclusions drawn. Having outlined the important shortcomings of the supergravity description we proceed with the construction of the effective action whilst keeping in mind the conditions under which it is valid.

The ten-dimensional actions that form our starting point are those of type IIB supergravity and of a D3-brane. The type IIB action is reduced as outlined in section 2.4 with the resulting four-dimensional action (2.4.20). At this point it is interesting to explore the
structure of the gauge fields of the theory. Recall that in the field expansion (2.4.10) there are two types of gauge fields in four dimensions $U_A$ and $V^A$, with respective field-strengths $G_A$ and $F^A$, which we stated can be eliminated using the self-duality of $F_5$. Imposing self-duality $F_5 = \ast F_5$ on the field expansion gives

$$G_A = (\text{Re} \, \mathcal{M})_{AB} F^B + (\text{Im} \, \mathcal{M})_{AB} \ast F^B, \quad (3.3.1)$$

where the action of the Hodge star on the basis forms is most neatly given in terms of matrices $S_1, S_2, S_3, S_4$ defined as functions of the gauge-kinetic matrix $\mathcal{M}$ [14]

$$\ast \alpha_A = (S_1)_A^B \alpha_B + (S_2)_{AB} \beta^B,$$

$$\ast \beta^A = (S_3)^{AB} \alpha_B + (S_4)^A_B \beta^B, \quad (3.3.2)$$

$$S_1 = - (S_4)^T = (\text{Re} \, \mathcal{M})(\text{Im} \, \mathcal{M})^{-1},$$

$$S_2 = - (\text{Im} \, \mathcal{M}) - (\text{Re} \, \mathcal{M})(\text{Im} \, \mathcal{M})^{-1} (\text{Re} \, \mathcal{M}),$$

$$S_3 = (\text{Im} \, \mathcal{M})^{-1}. \quad (3.3.3)$$

Substituting the expression (3.3.1) into the action (2.4.20) gives the gauge field terms

$$S_{IB}^{AD} \supset \frac{1}{2} F^A \wedge G_A, \quad (3.3.4)$$

which shows that the field strength $G_A$ is the magnetic dual of $F^A$. This understanding is important when describing the charges of the states arising from the D3-branes to which we now turn.

### 3.3.1 The light states

The states arising from a D3-brane are a hypermultiplet. This has not been proved directly but can be inferred from the role they play in the transition as we now show. First we proceed to calculate the mass and charge of these states by considering the action of a D3-brane [4]

$$S_{D3}^{10} = - \mu_3 \int_{D3} d^4 \xi e^{-\phi} \sqrt{-\det[P(g^\ast_{\mu\nu})]} + \sqrt{2} \mu_3 \int_{D3} \dot{A}_{(4)}, \quad (3.3.5)$$

where the brane tension is related to the ten-dimensional Planck constant as

$$\mu_3 = \sqrt{\pi} / K_{(10)}. \quad (3.3.6)$$

$P(g^\ast_{\mu\nu})$ denotes the pullback of the space-time metric onto the world-volume of the brane over which the integration is performed. We now consider the brane to be wrapped on
some general three-cycle \( C \) which we can decompose in terms of the basis of three-cycles on the manifold \((A^A, B^A)\) as

\[
C = n_A A^A + m^A B^A, \quad n_A, m^A \in \mathbb{Z}.
\] (3.3.7)

The D3-brane wraps the cycle in such a way as to minimise its volume which in mathematical notation means it wraps a supersymmetric special Lagrangian three-cycle \([58–60]\). Such cycles are calibrated by the form \( \text{Re}(e^{i\theta} \Omega^{cs}) \), for some constant \( \theta \), and saturate the following bound on their volume

\[
\text{Vol}(C) \geq \sqrt{\frac{\nu}{|\int_C \Omega^{cs}|}} = \sqrt{\frac{\nu}{\kappa}} \frac{e^{\frac{1}{2} K^{cs}}}{\int_C \Omega^{cs}}.
\] (3.3.8)

Using the expansions for \( \Omega^{cs} \) (2.4.31) and \( A_4 \) (2.4.10) we can perform the spatial integration in (3.3.5) to find that the D3-brane action becomes, after the Weyl re-scalings of (2.4.16) and (2.4.17),

\[
S_{D3}^4 = -\frac{\sqrt{\pi}}{K(4)} e^{\frac{1}{2} K^{cs}} |n_A X^A - m^A F_A| \int d\tau + \frac{\sqrt{2\pi}}{K(4)} n_A \int V^A - \frac{\sqrt{2\pi}}{K(4)} m^A \int U_A.
\] (3.3.9)

This is the action for a particle of mass

\[
m = \frac{\sqrt{\pi}}{K(4)} e^{\frac{1}{2} K^{cs}} |n_A X^A - m^A F_A|,
\] (3.3.10)

charged under the gauge fields \( U_A \) and \( V^A \), where we interpret \( \tau \) as the proper time of the particle. This relation between mass and charge is what is to be expected for an \( \mathcal{N} = 2 \) extremal black hole \([61]\). This black hole, or particle, is a dyon, i.e. a particle charged both electrically and magnetically. Constructing theories with dyons is a difficult task and so from here on we take the brane to be wrapped on the purely electric cycles \( A^A \). In the case of a single cycle the mass formula degenerates at the conifold point as discussed in section 3.2.

### 3.3.2 The effective supergravity

In order to construct the effective supergravity description of the transition we use the constrained geometric structure imposed by the \( \mathcal{N} = 2 \) supersymmetry reviewed in section 2.3. The new states are included as hypermultiplets and since they are charged under the gauge fields of the vector multiplets we expect a gauged supergravity. We address the construction of the supergravity in two parts. The first deals with the hypermultiplets sector of the theory and the second deals with the vector multiplet sector.
The quaternionic geometry and the gauging

The brane states should combine with the closed string hypermultiplets in table 2.1 to span a quaternionic manifold. The gauging of the brane states has to be done with respect to the Killing vectors on this manifold and so a knowledge of the possible Killing vectors is required. This is a difficult task because we do not know the geometry of the manifold specified by the brane states nor that of the other hypermultiplets. A further complication arises due to the fact that a quaternionic manifold can not be a product of two quaternionic submanifolds [44] and so there must be mixing between the brane hypermultiplets and the string hypermultiplets. The strategy we employ is a perturbative expansion in powers of the expectation value of the hypermultiplets in units of the Planck mass. It is possible to think of this expansion as an expansion in the effects of gravity since for global $\mathcal{N} = 2$ supersymmetry we know that the hypermultiplets span a flat hyperKähler manifold. To first order in this expansion we therefore expect that the brane states span a flat submanifold of the total quaternionic manifold. The constraint which provides a check on this statement comes from the mass of the states calculated in the previous section. Since the mass is given purely in terms of the complex structure moduli, which are vector multiplets, we know that certainly at that level there is no coupling to the hypermultiplet states. This allows us to, perturbatively, consistently truncate the string hypermultiplets and study the subsector of the theory formed by the brane states and the complex structure moduli. We proceed to show more precisely that one recovers the correct mass term with this approach shortly. First it is worth noting that we do not expect the higher order terms to alter the qualitative behaviour of the dynamics. For example, the initial study of [43] on flop transitions made the same approximation which was amended in [45] [44] but lead to the same structure. More recently, dynamics of conifolds transitions in the context of M-theory were examined with both a first order approximation and using an explicit example of a full quaternionic manifold (a Wolf space) [62] and the conclusion that the dynamics are unaffected was reached.

The hypermultiplets manifold of the brane states is spanned by real scalar fields $q^{au}$. The index $a = 1, \ldots, P$ ranges over the number of different hypermultiplets where each brane state wrapping a cycle corresponds to a separate hypermultiplet. The index $u = 1, \ldots, 4$ runs over the component fields of the hypermultiplet. The flat geometry approximation then states that each hypermultiplet spans a submanifold with a flat metric $h_{uv} = \delta_{uv}$. Since there are $Q$ homology relations among the $P$ wrapped cycles there are
$P - Q$ independent wrapped cycles. Each independent cycle has associated with it a vector multiplet composed of a complex structure modulus $z^i$ and a vector field $V^i$ with the index $i$ running over the subset of all the three-cycles formed by the independent degenerating cycles $i = 1, \ldots, P - Q$. The hypermultiplets may be charged under any of the electric vector gauge fields $V^i$ with charges $gQ^a_i$ where $Q^a_i$ are integers. To perform the gauging we must identify the Killing vectors on each hypermultiplet submanifold with respect to which we can gauge. As our metric is taken to be flat we have a choice of rotation or translation Killing vectors. The constraint for the potential to vanish when the $q^{au}$ do singles out the rotation Killing vectors as the relevant choice,

$$k_{ai}^{au} = Q^a_i t^a_v q_v^{au},$$

(3.3.11)

where $t$ is an anti-symmetric matrix which we take to be the same in each hypermultiplet, i.e. we gauge the same Killing vector within each hypermultiplet submanifold. It is easy to show that (3.3.11) solves the Killing vector equation for flat space

$$\partial_v k_{ai}^{au} \delta_{uw} + \partial_w k_{ai}^{au} \delta_{vu} = 0.$$

(3.3.12)

To derive the prepotentials from the Killing vectors we first introduce the 't Hooft symbols [63]

$$\eta_{uv}^x = \tilde{\eta}_{uv}^x = \epsilon_{uv}^x \text{, if } u, v = 1, 2, 3,$$

(3.3.13)

$$\eta_{uv}^x = \tilde{\eta}_{uv}^x = \delta_{uv}^x \text{,}$$

(3.3.14)

that are defined on the hyperKähler submanifold for each hypermultiplet. Useful relations between the 't Hooft symbols can be found in the appendix. We can parametrise the three complex structures on the manifold as

$$(J^x)_{uv}^w = -\tilde{\eta}_{uw}^x \delta_{uv}^w.$$

(3.3.15)

It is straight forward to check that this expression satisfies the quaternionic algebra (2.3.21). The set of hyperKähler forms is therefore given by

$$K_{uv}^x = -\tilde{\eta}_{uv}^x.$$

(3.3.16)

We wish to use (2.3.28) to derive the prepotentials associated with the Killing vector, for a flat metric this reads

$$2k_{ai}^{u} \tilde{\eta}_{uv}^x = \partial_v P_i^x.$$

(3.3.17)
The first thing to note is that (3.3.17) implies

\[[t, \bar{\eta}^x] = 0.\]  

(3.3.18)

It is worth looking a little closer at the rotations we are considering. The rotations are in \(SO(4)\) which is locally equivalent to \(SO(3) \times SO(3)\) and the ’t Hooft symbol \(\eta^x\) is a mapping between a vector in the first \(SO(3)\) to self-dual two-tensors in \(SO(4)\), with \(\bar{\eta}^x\) mapping the other \(SO(3)\) to anti self-dual tensors. Then we see that the rotations are rotations in one of the \(SO(3)\)s and we can expand them as

\[t_{uv} = n_x \bar{\eta}^x_{uv},\]  

(3.3.19)

where \(n\) is a unit vector. Explicitly we can take the matrix \(t\) to be of the form

\[t_{12} = -t_{12} = 1, \quad t_{34} = -t_{43} = 1,\]  

(3.3.20)

with all other components vanishing. Integrating equation (3.3.17) we arrive at the pre-potentials

\[P^x_i = \sum_a Q^a_i q^{av} (\bar{\eta}^x_{uv} n_y \eta^{v,u}) q^{aw},\]  

(3.3.21)

where we have set the integration constants to zero as they would lead to a potential even in the absence of the light states. The relevant quantities in the potential can be calculated to give

\[V^{(D)}_{ij} = P^x_i P^x_j = \sum_{a,b} Q^a_i Q^b_j \left( 2q^{av} q^{aw} b^v b^w - q^{av} q^{aw} b^v b^w \right) + 2q^{av} q^{aw} b^v b^w \left( t_{uv} t_{vw} \right),\]  

(3.3.22)

\[V^{(m)}_{ij} = h_{au,av} k^a_i k^a_j = \sum_a Q^a_i Q^a_j q^{aw} q_{aw}.\]  

(3.3.23)

The mass terms for the hypermultiplet states can be read off (2.3.26) to give

\[S_{\text{mass}} = 4g^2 e^{K^{cs}} X^i \tilde{X}^i V^{(m)}_{ij},\]  

(3.3.24)

which exactly matches the formula derived from the brane calculation (3.3.10) for the case of electric cycles only with the identifications

\[g^2 = \frac{\pi}{4K^{(4)}}, \quad Q^a_i = n^a_i,\]  

(3.3.25)

where \(n^a_i\) is the wrapping number for the cycle associated with the hypermultiplet index \(a\). This concludes our analysis of the hypermultiplet sector of the theory.
The special Kähler geometry

The vector multiplet sector of the theory can be completely determined in terms of the prepotential $F$ of the special Kähler manifold spanned by the scalar components that are the complex structure moduli. The precise details of the prepotential depend on the CY in question and are difficult to calculate. There are some general facts that apply to all the prepotentials that can be used to determine important properties. The knowledge we have of the complex structure moduli prepotential on CY manifolds comes from mirror symmetry [52]. The Kähler moduli are deformations associated with the volume of the cycles which means that their sigma model Kähler potential is given by the volume of the CY. This allowed us to write the cubic form (2.4.34) for the prepotential. This prepotential is only accurate in the large volume, or large Kähler moduli, limit and receives corrections, in type IIA, from instanton effects that come into effect at small volumes. Applying mirror symmetry leads to a cubic prepotential for the complex structure moduli in type IIB which is valid for large complex structure and receives corrections at small complex structure. One major correction we have already encountered is the logarithmic term that arises from the monodromy properties. Having showed that this correction arises from incorrect integrating out of light states, by including the light states in the theory this correction is accounted for. The other corrections take the form of an analytic polynomial going up to cubic terms [52]. As we are considering behaviour near the conifold point, which is at small complex structure, we can consider a perturbative expansion in the complex structure moduli. We therefore take a prepotential of the form

$$F = -\frac{1}{2}iT_{IJ}X^IX^J,$$

(3.3.26)

where we have introduced a constant coupling matrix $T$ and the indices run over the degenerating cycles plus one $I, J = 0, 1, ..., P - Q$. In the expansion we dropped the cubic terms through the approximation and the linear term as a simplifying assumption. We do not expect this simplification to alter the dynamics of the transition qualitatively as it doesn’t change the essential features of the action. Constant terms in the prepotential do not contribute to the action as it only depends on derivatives of the prepotential and so can be omitted. The prepotential (3.3.26) can also be thought of as specifying the (mirror) CY manifold through its intersection numbers. Of course it is a difficult task to prove that a CY exists with these intersection numbers.

Having specified the prepotential we can use the constraints from supersymmetry dis-
cussed in section 2.3 to write down the full resulting supergravity. We truncate the fields that do not feature in the transition which are all the matter hypermultiplets, the complex structure moduli that do not degenerate and their associated vector fields, and also the graviphoton $V^0$. In special co-ordinates $X^I = (1, z^i)$ the action reads

$$S_{\text{conifold}} = \frac{1}{K^2} \int_S \sqrt{-g} d^4x \left\{ \frac{1}{2} R_4 - \left( \frac{-T_{ij}}{\langle X|X \rangle} + \frac{z^k z^l T_{kl}}{(X|X)^2} \right) \partial_\mu z^i \partial^\mu z^j - \nabla_\mu q^{au} \nabla^\mu q_{au} - 2 g^2 \left( \frac{z^i z^j}{\langle X|X \rangle} \right) V_{ij}^{(m)} - g^2 \left( \frac{1}{2} (T^{-1})_{ij} - \frac{z^i z^j}{\langle X|X \rangle} \right) V_{ij}^{(D)} - \frac{1}{4} \text{Im} \left( N_{ij} F^i_{\mu \nu} F^{j\mu \nu} \right) \right\} ,$$

(3.3.27)

where

$$\langle X|X \rangle = T_{IJ} X^I X^J = T_{00} + T_{ij} z^i z^j ,$$

(3.3.28)

and we have the gauge covariant derivatives

$$\nabla_\mu q^{au} = \partial_\mu q^{au} + g Q^a_{i} t^{i u} q^{au} V^i .$$

(3.3.29)

One finds that in order to have positive kinetic terms for the scalar fields while still satisfying (2.3.6) the coupling matrix $T_{IJ}$ must have signature $(+, -, -,...)$ [19, 61].

To summarise, the action (3.3.27) describes the effective theory of $P - Q$ simultaneously degenerating independent cycles, with associated complex structure moduli $z^i$, $i = 1, ..., (P - Q)$, and vector fields $V^i$, where $P$ is the number of cycles and $Q$ is the number of homology relations between them. The cycles are wrapped by D3 branes that give rise to light states denoted by $q^{au}$ where here the double index notation denotes the number of cycles $a = 1, ..., P$ and hypermultiplet components $u = 1, ..., 4$. The free parameters of the action are the matrix components of $T$. The action (3.3.27) is non-singular even at the conifold point and so we expect the complete transition to be described by it. So far we have concentrated on the shrinking three-cycles but that is only half the transition, there are also the expanding two-cycles on the other side of the transition the dynamics of which should also be included in this action. The complete model of the transition in terms of the effective low energy theory is described in the next section.

### 3.3.3 Completing the transition

Consider how the conifold transition described in section 3.1 should appear from the point of view of the low energy effective theory. The relation between the CY topology and the
matter spectrum is such that three-cycles correspond to complex structure moduli, and each independent three-cycle gives a vector multiplet, while the two-cycles correspond to Kähler moduli and each generates a hypermultiplet. Recall that the conifold transition then sees \( P \) three-cycles \( C^a \) degenerate with \( Q \) homology relations and are resolved to \( Q \) independent two-cycles. We therefore have \( P - Q \) massless vector multiplets disappearing and \( Q \) massless hypermultiplets appearing. To see the transition explicitly in the field theory it is helpful to simplify the scenario to the case where there is a single homology relation between the degenerating cycles \( Q = 1 \), such that the sum of the cycles is homologically trivial

\[
\sum_{a=1}^{P} C^a = 0 .
\] (3.3.30)

In terms of the wrapping numbers or the charges with respect to the gauge fields this reads as

\[
\sum_{a=1}^{P} Q_i^a = 0 .
\] (3.3.31)

Recall that the massless field spectrum far from the transition point, when the light states can be ignored \( q^{au} = 0 \), consists of \( z^i \) complex structure moduli. Near the transition point the moduli \( z^i \rightarrow 0 \) and so the states \( q^{au} \) become light and now both fields provide an effective mass for each other. The conifold point is where the moduli degenerate \( z^i = 0 \) and at this point the mass term for the brane states vanishes. The term that remains in the potential is the one proportional to \( V^{(D)}_{ij} \). Inspecting the formula (3.3.22) it can be seen that this potential has a flat direction along

\[
q^{au} = \pm q^{ba} \equiv \Lambda^u \ \forall \ a, b .
\] (3.3.32)

The flat direction parameters \( \Lambda^u \) parametrise a single hypermultiplet of fields which is then precisely the hypermultiplet we have gained by the single homology relation. So, as first discussed in [46, 53], the brane states combine to form the new hypermultiplet. This is an interesting phenomenon because the hypermultiplet is interpreted as a string state while the brane states are extremal black hole states. This is an example of what is termed a string/black hole transition and hints at a deep connection between the two. The above argument can be generalised to the case of \( Q \) homology relations by counting degrees of freedom.

So far we have explained how we gain a hypermultiplet but we also should lose \( P - 1 \) vector multiplets. It is easy to understand this as a Higgs transition since the hypermultiplets are charged under the gauge fields and subsequent to the transition they pick up a
vev $\Lambda^u$. Explicitly the mass terms arise as

$$\nabla_\mu q^a \nabla^\mu q_{au} \supset g^2 \sum_a Q_i^a Q_j^a \Lambda^v \Lambda^v V^i V^j. \quad (3.3.33)$$

Given the description of the transition in terms of a field theory picture we can investigate its dynamics by considering the dynamics of the action (3.3.27). In terms of the geometry the sizes of the cycles are given by $z^i$ and $\Lambda^u$ and so a completed transition would take the form of a configuration with $z^i = 0$ and $\Lambda_u > 0$. We can investigate if this state can be reached from different initial conditions and this is the topic of the next section.

### 3.4 Cosmology of conifold transitions: The homogeneous case

In this section we study the dynamics of conifold transitions as a cosmology. We make the simplifying approximation that all the fields are homogeneous and isotropic throughout space-time, which means that there are no gauge fields induced through spatial currents. The more general case where the fields may be inhomogeneous is discussed in the next section. We take the space-time metric to be Friedmann-Robertson-Walker (FRW) with flat spatial sections

$$ds^2 = -dt^2 + a(t)^2 dx^2,$$

where $a(t)$ is the cosmological scale factor. The equations of motion for the action (3.3.27) read

$$\ddot{q}_{av} + 3 \left(\frac{\dot{a}}{a}\right) \dot{q}_{av} + \frac{1}{2} \partial_{av} V = 0,$$

$$\ddot{z}^i + 3 \left(\frac{\dot{a}}{a}\right) \dot{z}^i + \Gamma^i_{jk} \dot{z}^j \dot{z}^k + g^{ij} \partial_j V = 0,$$

$$2 \left(\frac{\dot{a}}{a}\right) + \left(\frac{\dot{a}}{a}\right)^2 = -g_{ij} \dot{z}^i \dot{z}^j - q^{av} \dot{q}_{av} + V,$$

where

$$V = 2g^2 \left(\frac{z^i z^j}{X^i X^j}\right) V^{(m)}_{ij} + g^2 \left(-\frac{1}{2} (T^{-1})^{ij} - \frac{z^i z^j}{X^i X^j}\right) V^{(D)}_{ij}. \quad (3.4.5)$$

The connection on the complex structure moduli space is given by

$$\Gamma^i_{jk} = g^{ji} \partial_j g_{ki}.$$  

(3.4.6)
We also recover the two constraint equations of charge and energy conservation

\[ Q^u_{av} v^i q^{av} \partial_{\mu} q_{av} = 0 , \quad (3.4.7) \]

\[ 3 \left( \frac{\dot{a}}{a} \right)^2 = g \dot{z}^i \dot{z}^j + \dot{q}^{au} \dot{q}_{av} + V , \quad (3.4.8) \]

which provide checks on the accuracy of the simulations. Note that (3.4.7) is expressing the statement that there are no electric currents and so no induced gauge fields. Therefore in the simulations we have zero charge density, which corresponds to no net brane wrapping in the string theory picture i.e. same number of branes as anti-branes. We shall perform our simulations in units where \( g = \sqrt{\frac{\pi}{2K(3)}} = 1 \).

The difficulty in studying the equations of motion lies in determining the initial conditions. The initial conditions for the complex structure moduli correspond to their initial value in moduli space. At large complex structure, where we can ignore any brane wrapping effects, they are flat directions and so no particular value is singled out. In our scenario we consider the case where they are small \( |z| < 1 \) as this is the situation where the conifold transition dynamics come into play. The initial value for the brane states is a difficult proposition since we have little knowledge of the mechanism by which such state are generated. The vev of the states \( q^{au} \) can be thought of as a measure of the number of brane-antibrane pairs wrapping the three-cycle. There are two main contenders for mechanisms that can generate these states. The first is a generalisation of the string gas scenario [64, 65] where the idea is that the very early universe realised a ‘gas’ of branes wrapping cycles. In terms of the transition, the initial conditions that this scenario leads to are non-trivial vevs for the \( q^{au} \) states, but not to any prediction as to what this vev might be. The second mechanism by which such states can be created is through quantum particle production [56, 57]. However, as we show following the simulations, we expect such quantum effects to be negligible in the scenario we consider. The ambiguities in the initial conditions suggest that a study of this system should attempt to classify the regions of initial conditions for which the different possible final states may arise and it is this approach that we adopt. The possible classes of final states for the system can be classified into three cases. Case I sees \( (|z^i| > 0, \Lambda^u = 0) \) and corresponds to the conifold point never being reached. Case II is where \( (|z^i| = 0, \Lambda^u = 0) \) and is the case where the CY is exactly at the conifold point. Case III has \( (|z^i| = 0, \Lambda^u > 0) \) and corresponds to the conifold transition completing. Our study therefore comprises of determining if all three cases are realisable, and if so, the initial conditions they require.
To fix the theory that we explore we consider the case of two degenerating cycles with one homology relation between them such that their sum is homologically trivial. This gives a field content of one complex structure modulus $z^1 = z$ and two sets of hypermultiplets $q^{1u}$ and $q^{2u}$ with opposite charges $Q_1^1 = +1$ and $Q_2^1 = -1$. For this case we take a diagonal coupling matrix

$$T = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \tag{3.4.9}$$

We find that all the three possible outcomes can be realised given the appropriate initial conditions. Figure 3.3 shows the initial conditions and subsequent evolution of the moduli that leads to a realisation of case I. Only the first component of the first hypermultiplet is shown as all the other components followed the same evolution. We see that initially both $z$ and $q^{11}$ are non zero though the defining character of the initial conditions is that $q^{11} \ll |z|$. Since the fields provide an effective mass term for each other they are both driven to zero. In this case $q^{11}$ reaches zero first and oscillates about it. The oscillations are damped by the Hubble expansion and so decay in amplitude quickly. The rate of decay of the amplitudes, crucially, is faster than the rate of decay of the $z$ towards zero which leads to a system that asymptotically tends towards the outcome of case I. Hubble friction therefore plays an important role in this scenario as without the damping the oscillations would continue to drive $z$ towards zero. Therefore we have shown that if there are not enough brane states excited it is possible that the conifold point is never reached.

Figure 3.4 shows the realisation of case II. The initial conditions are of the type $|z| \sim q^{11}, q^{21}$. In this case we see the cycle being driven towards zero volume and then the system sets into oscillations about the conifold point. The oscillations are very lightly damped, as the energy is near vanishing, and seem chaotic in nature. This is a realisation of moduli trapping. The complex structure modulus is trapped at the conifold point with a mass given by the frequency of oscillations about the conifold point. This is a strong form of moduli trapping, the modulus $z$ is never a flat direction. If the system was more heavily damped, maybe by some outside energy densities, eventually the fields would settle at zero and the potential would vanish. This would be a weaker form of moduli trapping since the $z$ would strictly be a flat direction although it could be argued that because before the potential vanishes the point $|z| = 0$ is an attractor, it is a favoured point in moduli space. In this scenario it is also possible for the $z$ to be trapped by quantum fluctuations in the fields $q^{au}$ giving them a vev and creating a potential for $z$. 
Figure 3.3: Figure showing the evolution of the fields $\text{Re}(z)$, $q_{11}$ against time for case I where the conifold point is never reached. The initial values for all the fields are shown in the accompanying table.
Figure 3.4: Figure showing the evolution of the fields $\text{Re}(z)$, $q^{11}$ and $q^{21}$ against time for case II where the moduli are trapped at the conifold point. The initial values for all the fields are shown in the accompanying table.

<table>
<thead>
<tr>
<th>$z$</th>
<th>$q^{11}$</th>
<th>$q^{12}$</th>
<th>$q^{13}$</th>
<th>$q^{14}$</th>
<th>$q^{21}$</th>
<th>$q^{22}$</th>
<th>$q^{23}$</th>
<th>$q^{24}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.65</td>
<td>0.01</td>
<td>0.015</td>
<td>0.02</td>
<td>0.025</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
</tr>
</tbody>
</table>
Figure 3.5 shows how a conifold transition may be completed. The initial conditions needed are $|z| \ll q^{1u}$ and $q^{1u} \sim q^{2u}$. The second condition can be parameterised in terms of a 'Higgsing' parameter

$$\Delta \equiv \sum_u (|q^{1u}| - |q^{2u}|)^2.$$  

(3.4.10)

The order of magnitude needed to complete a transition with $\Lambda^u \sim O(1)$ is $\Delta \sim O(10^{-9})$. The combination of this tight restriction and the small value of $z$ can be regarded as a very small region of parameter space. For such initial conditions we see that the Hubble friction leads to oscillations that decay sufficiently fast to allow $z$ to reach zero while $q^{11}$ has yet to reach zero. The plot also shows $q^{21}$ which follows $q^{11}$ thereby showing explicitly how the Higgs branch is realised. The asymptotic value that $q^{11}$ tends to is the size of the two-cycle on the other side of the transition $\Lambda^u$. It is important to highlight the role Hubble friction plays once more. It is only if there is enough friction that the oscillations of $z$ decay quickly enough and therefore we can draw the conclusion that in Minkowski space it is not possible to complete such a transition. Conversely with some background energy density, much larger values of $\Delta$ can lead to a completed transition. In terms of moduli trapping this scenario strongly traps the complex structure moduli who gain a mass of order $\Lambda^u$, but leaves a remaining flat direction that is the value of $\Lambda^u$ or the size of the two-cycle. We return to this flat direction in section 3.5 where we show that once inhomogeneities in the fields are included it too picks up non-trivial dynamics.

The scenario of two degenerating cycles that has been explored can be extended to a larger number of degenerating cycles and we expect that the dynamics governing the wrapped cycles would be qualitatively the same. There is however the non-trivial extension of considering the dynamics of the cycles that are not participating in the transition. In the scenario we have considered there is no coupling between these cycles and the degenerating ones and so the two systems can be separated. It is possible to induce coupling between the cycles by considering a non-diagonal coupling matrix $T^{ij}$. To see this consider the equation of motion for the complex structure moduli (3.4.3) with a general coupling matrix where we only impose $T_{i0} = 0$

$$\ddot{z}^i + 3 \left( \frac{\dot{a}}{a} \right) \dot{z}^i + \Gamma^i_{jk} \dot{z}^j \dot{z}^k - (T^{-1})^{ij} z^k \left( V_{jkl}^{(m)} - V_{jkl}^{(D)} \right) = 0.$$  

(3.4.11)

As hypermultiplets are only charged under the gauge fields associated with the wrapped three-cycles, one finds that those $z^i$, where the index $i$ corresponds to an unwrapped cycle, $^2$This would correspond to non-trivial intersection numbers in the mirror picture.
Figure 3.5: Figure showing the evolution of the fields $\text{Re}(z)$, $q^{11}$ and $q^{21}$ against time for case III where the conifold transition is completed. The initial values for all the fields are shown in the accompanying table.

<table>
<thead>
<tr>
<th>$z$</th>
<th>$q^{11}$</th>
<th>$q^{12}$</th>
<th>$q^{13}$</th>
<th>$q^{14}$</th>
<th>$q^{21}$</th>
<th>$q^{22}$</th>
<th>$q^{23}$</th>
<th>$q^{24}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-5}$</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75005</td>
<td>0.75005</td>
<td>0.75005</td>
<td>0.75005</td>
<td>0.75005</td>
</tr>
</tbody>
</table>
are flat directions in the potential $g^{ji}\partial_j V = 0$. To see this, note from (3.3.22) and (3.3.23) that $V^{(m)}_{jk}, V^{(D)}_{jk}$ vanish for those indices $j,k$ not associated to the charges. However it can also be seen that allowing terms in the (inverse) coupling matrix that couple the wrapped moduli to the unwrapped ones leads to a linear forcing term for those moduli or an effective quadratic potential. For example, consider an unwrapped modulus $z^2$ along with the original $z^1$, but now we move away from minimal coupling taking the coupling matrix to be of the form

$$T_{IJ} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & -\frac{1}{2} \\ 0 & -\frac{1}{2} & -1 \end{pmatrix}. \quad (3.4.12)$$

Fig. 3.6 shows the evolution of both the complex structure moduli $z^1, z^2$, along with the representative component for the hypermultiplets $q^{11}$. We see that the evolution of the wrapped cycle corresponding to $z^1$ has created a potential for the unwrapped cycle given by $z^2$. Unlike the case for $z^1$, the value around which $z^2$ eventually oscillates seems random and again highly dependent on initial condition. In this particular case it is repelled rather than attracted to the conifold point. It is therefore difficult to draw any general conclusions regarding the dynamics of such cycles but rather state that scenarios exist where they also participate in the transition.

The study of the moduli dynamics performed was purely classical. There are also quantum effects that play a role in the vicinity of the conifold. More specifically it was pointed out in [56, 57] that as $z$ oscillates about the conifold point it produces particles associated with the brane states that are light in the vicinity of the conifold point, these in turn drive $z$ further towards the conifold point thereby trapping it. This is a slightly different scenario to the one discussed above in that instead of beginning at an initial configuration of stationary $z$ and some non-zero vev for $q^{au}$ the idea is to start with zero vev for $q^{au}$ and a (fine tuned) initial velocity for $z$ in the direction of the conifold point. If both $z$ and $q^{au}$ are near the conifold point quantum fluctuations create particle pairs of each type thereby keeping them at the conifold point even though classically there are flat directions away from the conifold point. We should therefore consider if these effects modify our conclusions from the classical study. Case I is the case where $z$ never reaches the conifold point, this is, almost by definition, different to the scenario considered above and we therefore do not expect any modifications. Case II is the case where both fields are oscillating about the conifold. At this point quantum effects of particle production do come
3.4 Cosmology of conifold transitions: The homogeneous case

Figure 3.6: Plots showing evolution of $q^{11}$, the wrapped modulus $\text{Re}(z^1)$ and unwrapped modulus $\text{Re}(z^2)$ with initial values given in the accompanying table.

<table>
<thead>
<tr>
<th>$z^1$</th>
<th>$z^2$</th>
<th>$q^{11}$</th>
<th>$q^{12}$</th>
<th>$q^{13}$</th>
<th>$q^{14}$</th>
<th>$q^{21}$</th>
<th>$q^{22}$</th>
<th>$q^{23}$</th>
<th>$q^{24}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.01</td>
<td>0.015</td>
<td>0.02</td>
<td>0.025</td>
<td>0.015</td>
<td>0.02</td>
<td>0.025</td>
<td>0.03</td>
</tr>
</tbody>
</table>
into play but work both ways $q^{au} \leftrightarrow z$ thereby preserving the oscillations. This therefore does not change the strong moduli trapping scenario but when eventually the oscillations do decay, and we reach the weak moduli trapping scenario, it is quantum fluctuations about the conifold point that would act as the force trapping the moduli. Case III is the case where the transition is completed. Quantum particle production in this scenario is only in the direction $z \rightarrow q^{au}$ since the particles associated with $z$ are massive and anyway $q^{au}$ is not oscillating. Therefore quantum effects facilitate the completion of the transition by increasing the expectation value of $q^{au}$ and providing added friction on the oscillations of $z$. We conclude from this discussion that a classical analysis of the transition captures all the essential features of the dynamics with a possible small effect that helps complete the transition.

The scenarios explored in this section should be thought of as actual cosmologies. Unfortunately, cosmologically they are rather uninteresting, since none of the situations discussed produced cosmic acceleration. There are no predictions of possible observations that such a transition could have occurred in the early universe. It is also unrealistic to consider fields that are homogeneous throughout space on a cosmological scale. In the next section we consider the more realistic case where the fields have spatial fluctuations and explore the effects that this has on the transition and on the possibility of generating a more interesting cosmology.

### 3.5 Cosmology of conifold transitions: The inhomogeneous case

In this section we consider the generalisation of the cosmology studied in the previous section to the case where the fields have spatial inhomogeneities. The reason for considering such perturbations is that any realistic system is only correlated up to the correlation length of the system. There are a number of physical factors that may induce spatial perturbations in the fields such as quantum fluctuations, finite temperature fluctuations or inhomogeneous effects in the brane wrapping mechanism. For the case where they arise from thermal fluctuations we can get an order of magnitude estimate of $\langle \delta^2 \rangle/T^2 \sim T^2$. However, generically it is difficult to quantify the size and nature of the perturbations and so as an initial study we parameterise them and study their effects in terms of those parameters. Three-dimensional cosmological simulations incorporating these effects are
performed in section 3.5.2. An important consequence of the inhomogeneities is that they induce spatial currents which in turn induce gauge fields. This means that we can explore the cosmology associated with the gauge field energy density and in particular look for stable solitonic solutions that could form a possible cosmological signature of such a transition.

3.5.1 Cosmic strings from conifold transitions

The possibility of the formation of cosmic strings following a conifold transition was first raised in [53]. To see the motivation for this consider the case of a transition with two degenerating cycles and a homology relation between them. After the transition is completed there is a three-chain \( C_3 \) connecting the two two-cycles \( S^2_1 \) and \( S^2_2 \) with the cycles forming its boundary. Now the total space in the CY compactification is of the form \( \mathbb{R}^3 \times Y \) where \( \mathbb{R}^3 \) denotes the uncompactified space and \( Y \) denotes the CY. Consider two points in \( \mathbb{R}^3 \), \( x \) and \( y \), separated by a line \( I \). Then it is possible to form a three-cycle \( W_3 \) in the complete space by joining the four three-chains \( U^s \), \( s = 1, 2, 3, 4 \) constructed as

\[
U^1 = x \times C_3, \\
U^2 = I \times S^2_1, \\
U^3 = y \times C_3^*, \\
U^4 = I^* \times S^2_2, 
\]  

(3.5.1)

where \( * \) denotes the same three-chain with the opposite orientation. The three-cycle \( W_3 \) looks like the line \( I \) when projected onto the uncompactified space. Now the theory has states that correspond to D3-branes wrapping \( W_3 \) which would look like strings in space-time. Recalling that the three-chain \( C_3 \) corresponds to a magnetic three-cycle before the transition we see that a brane wrapping it should be identified with a monopole and so the string can be understood to be confining monopole anti-monopole pairs.

This stringy picture has a realisation in the low energy effective field theory as cosmic string solutions that arise from the Higgsing of the gauge fields [53, 66]. Consider parameterising the hypermultiplets as two complex scalar fields \( h_{a1} \) with \( i = 1, 2 \)

\[
q^{a1} + iq^{a2} = h_{a1} = r_{a1}e^{i\theta_{a1}}, \\
q^{a3} + iq^{a4} = h_{a2} = r_{a2}e^{i\theta_{a2}}. 
\]  

(3.5.2)
The vacuum solution (3.3.32) is given by

\[ r_{1i} = r_{2i}, \quad \theta_{11} - \theta_{12} = \theta_{21} - \theta_{22}. \]  

(3.5.3)

There is then a finite energy configuration of the fields given by the constraint that the total energy should vanish at infinity. More precisely working in cylindrical coordinates \((r, \phi, z)\) we look for a cylindrically symmetric static solution that has the property that as \(r \to \infty\) the total energy vanishes. The solution takes the asymptotic form as \(r \to \infty\)

\[ h_{11} \to c_1 e^{-i\theta} , \quad h_{12} \to c_2 e^{-i\theta} , \]
\[ h_{21} \to c_1 e^{i\Delta e^{-i\theta}} , \quad h_{22} \to c_2 e^{i\Delta e^{i\theta}} , \]
\[ V^1_\theta \to \frac{n}{r}, \quad V^1_r \to 0. \]  

(3.5.4)

where \(c_i\) are arbitrary complex numbers and \(\Delta\) is real. This is the string solution and it has quantised flux \(\int_{S^2} F^1 = 2\pi n\).

The existence of the solution should mean that inducing a gauge field density should lead to stable cosmic strings. However, as was shown in [66] this need not always be the case. Consider the axio-symmetric solution

\[ h_{11} = g(r) e^{-i\theta} , \quad h_{12} = f(r) e^{-i\theta} , \]
\[ h_{21} = g(r) e^{i\Delta e^{-i\theta}} , \quad h_{22} = f(r) e^{i\Delta e^{i\theta}} , \]
\[ V^1_\theta = v(r) , \]  

(3.5.5)

where \(v(r), g(r)\) and \(f(r)\) are arbitrary functions. This is the lowest energy state with respect to the potential and has vanishing potential energy. The energy per unit length of the string is then composed of the gradient energy of the fields and the magnetic flux energy. Now for the family of expanding solutions

\[ h_{ai}(r, \theta) = \hat{h}_{ai} \left( \frac{r}{\lambda}, \theta \right) , \]
\[ V^1(r) = \frac{1}{\lambda} V^1 \left( \frac{r}{\lambda} \right) , \]  

(3.5.6)

the energy per unit length \(E\) scales as

\[ E = E_G + \frac{E_F}{\lambda^2} , \]  

(3.5.7)

where \(E_G\) denotes the gradient energy and \(E_F\) denotes the magnetic flux energy. We can lower the energy by letting \(\lambda \to \infty\) which means that the core of the strings naturally wants to expand thereby losing its confining nature.
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We have shown that because the potential energy of the strings vanishes they have an instability towards expanding their core. Such an instability deforms the string configuration of (3.5.1) to more of a spherical 'blob' configuration with the length of $I$ being comparable to the length of $C_3$. However, the simulations of section 3.4 showed that the potential energy does not vanish until the transition is completed and even then oscillations persist about the zero potential configurations. Therefore there remains the possibility that some strings (or even blobs) do form and eventually decay. The study of this process forms part of this section.

3.5.2 Cosmological simulations

The scenario we consider in this study is the case of two degenerating cycles with one homology relation. The theory we work with is a gauged $\mathcal{N} = 2$ super Yang-Mills with the action

$$S = \int S \sqrt{-g} d^4x \left[ - \partial_\mu z \partial^\mu \bar{z} 
- (\partial^\mu q^{1u} + e A^\mu q^1 q^{1v}) (\partial_\mu q^{1u} + e A^\mu q^1 q^{1w}) 
- (\partial^\mu q^{2u} - e A^\mu q^2 q^{2v}) (\partial_\mu q^{2u} - e A^\mu q^2 q^{2w}) 
- \frac{1}{4} F_{\mu\nu} F^{\mu\nu} 
- |z|^2 (q^1 q^1 q^2 v + q^2 q^2 v) 
- \frac{1}{2} \left( \frac{1}{4} q^1 q^1 q^1 q^1 - q^2 q^2 q^2 q^2 - q^1 q^1 q^2 q^2 + \frac{1}{2} q^1 q^1 q^2 q^2 + q^1 q^1 q^2 q^2 t_{\mu\nu} \right) \right],$$

(3.5.8)

where

$$F_{\mu\nu} = \partial_\mu A^\nu - \partial_\nu A^\mu,$$

(3.5.9)

and we have renamed $A \equiv V^1$. The charge $e$ is unity in our units but we leave it in so that we can study the case where the scalars decouple from the gauge fields by setting it to zero. The action (3.5.8) differs form the one studied in the homogeneous case in that it is not a supergravity. This is done because the simulations are much more involved which means we should consider the simplest theory that captures the relevant physical processes. We now claim that the action can be supplemented by Hubble friction in the equations of motion such that it captures all the essential features of the physics involved. The above action differs from the supergravity we considered in the homogeneous case in
two ways. The first is that the Ricci scalar is missing. This term would lead to Hubble friction terms \( \sim 3Hq \) in the equations of motion, with \( H \) given by the Friedman equation. We therefore include those Hubble friction terms in the numerical equations of motion. The second is that the metric on the moduli space of \( z \) is taken to be flat while in the full supergravity it is not and would have to be calculated from the complex structure prepotential. However, in this thesis we mainly consider the evolution of the light states \( q^{au} \) rather than the evolution of \( z \) and fix \( z \) to be at the conifold point. In that case the metric on the space does not play a role. Furthermore the metric is well approximated as flat near the conifold point with deviations from flatness leaving the behaviour of \( q^{au} \) qualitatively unaltered [62], and so we may consider this action to be valid near the conifold point in the moduli space of \( z \).

The simulations of the transition are full three-dimensional simulations using techniques from Hamiltonian lattice gauge theories [67]. The usual lattice link and plaquette operators are given by

\[
U_i(x) = e^{-ielA_i(x)}, \tag{3.5.10}
\]
\[
Q_{ij} = U_j(x)U_i(x + x_j)U_j^\dagger(x + x_i)U_i^\dagger(x), \tag{3.5.11}
\]
respectively, where \( l \) is the lattice spacing, the label \( i \) takes the values 1, 2, 3 corresponding to the three spatial dimensions, and \( A_i \) are the gauge fields (the gauge choice \( A_0 = 0 \) has been made). By \( x + x_i \), we denote the nearest lattice point in the \( i \) direction from \( x \). The plaquette operators are related to the gauge field strength [67], and the lattice link operator is used to define discrete covariant derivatives

\[
D_i\phi^1(x) = \frac{1}{l}\left(U_i(x)\phi^1(x + x_i) - \phi^1(x)\right),
\]
\[
D_i\phi^2(x) = \frac{1}{l}\left(U_i^\dagger(x)\phi^2(x + x_i) - \phi^2(x)\right), \tag{3.5.12}
\]
where \( \phi^1 \) corresponds to both \( (q^{11} + iq^{12}) \) and \( (q^{13} + iq^{14}) \), and \( \phi^2 \) to \( (q^{21} + iq^{22}) \) and \( (q^{23} + iq^{24}) \). Using the lattice link and plaquette operators, we transform (3.5.8) into a discretised Hamiltonian and derive the discretised equations of motion in the standard way. These equations were solved numerically in a cubic lattice using a staggered leapfrog method. Several lattice spacings, time steps and cube sizes were used in order to check the code, and the results were fairly insensitive to these parameters. The actual plots shown in this work are for a 200\(^3\) cube with a ratio of time step to lattice spacing \( dt/l = 0.2 \). We also monitored Gauss’s Law throughout the simulations to check the stability of the code.
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There are two main ingredients in the simulations that are not very well constrained from the model: initial conditions and the damping term. The approach to the initial conditions is the same as for the homogeneous case in that we consider the initial conditions that lead to the possible classes of final states. There is an added input parameter however which is the inhomogeneities in the fields. The consequences of starting with inhomogeneities in the fields \( q^{au} \) or their velocity was investigated and the most effective way of understanding the effect on the transition was by starting with zero velocity and inhomogeneities in the scalar fields \( q^{au} \). Starting with zero fields but non-zero velocities resembles the case studied after a few time steps. Furthermore, for the study of formation of defects, we rely on previous works showing that the evolution of related systems is fairly insensitive to the initial condition in the formation of defects [68, 69]. Therefore the initial condition chosen is given by a homogeneous value of the scalar fields \( q^{au} \) that is perturbed by some inhomogeneities. For the homogeneous case the Hubble damping was an important ingredient in the evolution of the system. We inherit that result, and include it in our simulation by adding a damping term proportional to the square root of the average energy density of the simulation.

Out of the possible cases of final states discussed in section 3.4 we are mainly interested in the possibility of completing the transition. The case where \( z \) never reaches the conifold point is rather trivial and the case where both \( z \) and \( q^{au} \) are sitting at the conifold point does not contain any interesting dynamics.

From the homogeneous case we know that there are three important parameters in the initial conditions of the system that determine whether the transition is completed. They are the initial vev for \( z \), \( \langle z_0 \rangle_x \), the initial vev for the \( q^{au} \), \( \langle q_0^{au} \rangle_x \) (where the subscript \( x \) denotes averaging over space) and the initial value for the ‘Higgsing’ parameter \( \Delta \) defined as

\[
\Delta \equiv \sum_u \left( |\langle q_0^{1u} \rangle_x | - |\langle q_0^{2u} \rangle_x | \right)^2 .
\]  

(3.5.13)

In order to complete a transition we need a configuration of small or vanishing \( z_0 \), large \( q_0^{au} \) and small \( \Delta \). We do not concern ourselves with the dynamics of \( z \) as these are quite simple and remain unchanged under inhomogeneities. We therefore set \( z_0 = 0 \) for the purpose of looking at the possibility of completing a transition whilst keeping in mind that an initial non-zero value for \( z_0 \) would make the transition less likely to complete.

By introducing spatial inhomogeneities in the values of the fields we introduce a new important parameter \( \tilde{\Delta} \) that measures the effect the spatial inhomogeneities have on the
Higgsing parameter. The initial configurations we chose to simulate are given by a homogeneoous vev for the $q^{au}$ given by $\langle q^0_{a u} \rangle_x$, and superimposed on that, some random inhomogeneities:

$$q^0_{a u}(x) = \langle q^0_{a u} \rangle_x + \delta \hat{n}^{a u}(x),$$

where $\delta$ measures the size of the inhomogeneities and the unit vector, $\hat{n}^a$, randomly distributes the inhomogeneities among the hypermultiplet members. Defining

$$\tilde{\Delta} \equiv \delta^2 \sum_u \left\langle \left( n^{1 u}(x) - n^{2 u}(x) \right)^2 \right\rangle_x,$$

we can introduce a total ‘Higgsing’ parameter, $D$, to indicate the effect of inhomogeneities

$$D \equiv \Delta + \tilde{\Delta},$$

where $\Delta$ is calculated using the homogeneous part of $q^{au}$. Due to the uncertainties in the origin of the perturbations, we encode the effects of inhomogeneities in the parameter $\tilde{\Delta}$, and study different ranges for its initial value.

Consider what kind of effects inhomogeneities have on the system. There is an increase in the Hubble friction due to the increase in the energy of the system through the contribution of gradient energies. Also currents induce gauge fields, and finally we see that $\tilde{\Delta}$ contributes positively to $D$. The last two effects make it more difficult to complete the transition, as the gauge fields have an energy density which is minimised at $q^{au} = 0$ and so drive the $q^{au}$ towards zero, and a larger $D$ means it takes longer to reach the Higgs phase. The increase in damping however helps complete the transition as was discussed in section 3.4. We therefore expect two different regimes to emerge where one effect dominates over the other. The regimes can be parameterised as

Case I : $\Delta \gg \tilde{\Delta}$, \hspace{1cm} (3.5.17)
Case II : $\Delta \ll \tilde{\Delta}$. \hspace{1cm} (3.5.18)

In case I larger perturbations help complete the transition, as increasing the fluctuations increases the gradient energy and so the Hubble damping, slowing down the fields and enabling them to settle at a non zero value. In case II the fluctuations are large to start with, increasing them further drives the $q^{au}$ towards the conifold point. We can see this behaviour in figure 3.7. The figures show the spatial average of the quantity $(q^1)^2$, defined as

$$(q^1)^2 \equiv \frac{1}{V} \sum_u \sum_x (q^{1 u})^2,$$

(3.5.19)
against time for various sizes of $\delta$ and $\Delta$. The vev of $(q^2)^2$ followed the same type of evolution as $(q^1)^2$ with both oscillating about each other. Figure 3.7 shows how the possibility of completing the transition is manifested in the field theory. As occurred in the homogeneous case, the vev of $(q^1)^2$ tends towards a non-zero asymptotic value that corresponds to the size of the two-cycle on the other side. The magnitude of the asymptotic value determines whether the transition is completed or the moduli are trapped. The two lines with $\Delta \sim \delta$ ($\Delta = 0.05$) correspond to case I and we see that increasing $\delta$ increases the asymptotic value for $(q^1)^2$ thereby helping complete the transition with a large two-cycle on the other side. This behaviour can be expected to continue for the limit $\tilde{\Delta} \to 0$ which is the homogeneous case explored in section 3.4. We saw in that case that the Higgsing parameter needed to complete a transition is many orders of magnitude smaller than what is needed here. The two lines with $\Delta \ll \delta$ ($\Delta = 0.005$) correspond to case II and here we see that larger $\delta$ drives the asymptotic value further towards zero and so a small size for the cycle.

The effect of gauge fields is shown in Figure 3.8. We see plots for various perturbation sizes with the charge of the hypermultiplet fields, $e$, on and off. We see that coupling the hypermultiplet to the gauge fields that are naturally induced always drives their vev towards zero thereby helping to trap them and hindering the completion of the transition. The plots shown are for the case where the initial conditions are of no gauge fields and so the gauge fields present are the ones induced through the currents generated since the beginning of the simulation. There is of course the possibility of some initial gauge field density and this would amplify the effects shown in the simulations.

Having shown that there are two regimes with quite different behaviour we might speculate on which is the more physical. The first regime is when $\Delta \gg \tilde{\Delta}$ (case I). Physically this situation corresponds to the case where the spatial averages of the number of branes wrapping each of the two cycles differ substantially and the spatial perturbations of the number of wrapping branes are small in comparison to this difference. It is difficult to think of a scenario in string theory where such an initial condition could come about. The reason for this is that the two cycles are homologically related and so both must degenerate simultaneously. Given that they have an equal size the masses of states wrapping them are also equal and so it is unlikely that there will be much more of one than the other. The second regime occurs when $\Delta \ll \tilde{\Delta}$ (case II). Physically this scenario corresponds to the case where the difference in the number of wrapping branes arises primarily due to spatial
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Figure 3.7: Figure showing the evolution in time of \((q^1)^2\) for varying amplitudes of \(\Delta\) and \(\delta\).

Figure 3.8: Figure showing the effects of coupling to gauge fields on the evolution of \((q^1)^2\).
perturbations. This is a more likely scenario and in fact should be the case generically as it simply corresponds to the finite correlation length of the system. In this case the inhomogeneities help to trap the remaining moduli thereby stopping the transition from completing.

The final issue to address is the possible formation of structure in the magnetic field. In the simulations magnetic energy density was induced through the currents. Observing level surfaces of the magnetic energy density, we aimed at looking for structures within the field. However, we were unable to find any shell of constant magnetic field. What we found was that the scalar field would form lumps while the gauge field flux appeared simply as a white noise background, not following the scalar field. This is likely to be a result of the damping in the system. Due to Hubble damping the magnetic energy density is rapidly decaying and also any movement of magnetic flux is slow. The formation of magnetic structures, by following the scalar field zero lines, relays upon the dynamical fact that the magnetic flux is driven quickly enough towards the scalar field structure. In all the simulations studied the magnetic field decayed too quickly for this to happen. This could be a result of not being able to find a configuration in which the induced magnetic field lived long enough so as to be able to follow the scalar field. In any case, the simulations give very strong evidence that there are simply no vestiges of the unstable vortices.

3.6 Summary

In this chapter we studied the dynamics of conifold transitions. The motivation for studying these transitions is the vacuum degeneracy problem. The topological degeneracy problem arises from the absence of any principle by which a particular CY manifold is singled out. An aspect of CYs that made this degeneracy more troubling is the fact that CYs of different topology could transform into each other through a conifold transition. We aimed to address this issue by studying whether it is possible for a conifold transition to dynamically complete. The moduli degeneracy problem arises because the moduli fields in CY compactifications have no classical potential which leads to a lack of prediction power and to unobserved massless modes of gravity. We considered this issue by studying the dynamics of the moduli near the conifold point where a potential is generated. Finally we studied the possibility of a cosmological signature for a conifold transition through the formation of defects.
Through an understanding of the geometry of conifold transitions and of the D3-brane states we were able to use the constrained structure of $\mathcal{N} = 2$ supergravities to derive an effective action valid near the conifold point. We used this action to study the dynamics of the fields involved within a cosmological context. We began by studying the simplified case of spatially homogeneous moduli fields and no gauge fields. We showed that the three possible outcomes of not reaching the conifold point, being held at the conifold point and completing the transition are all dynamically possible with Hubble friction playing a crucial role. We classified the initial conditions that lead to a realisation of each scenario. One conclusion drawn is that the completion of the transition required an initial condition where the brane states were strongly excited and argued that a possible mechanism for this is the early universe brane gas. This possibly sheds some light on the topological degeneracy problem in that as the brane anti-brane pairs in the universe annihilate eventually there will not be enough left to power such transitions. A further restriction on the initial conditions leading to a complete transition was that the initial values for the two hypermultiplets had to be very similar to a level that could be viewed as tuning. The study also had implications for the moduli degeneracy problem. We showed that generically the complex structure moduli were trapped at the conifold point both strongly, where the moduli still have classical masses through oscillations, and weakly, where the classical mass vanishes but there is an increased likelihood of finding the moduli at the conifold point. The weak form of trapping could also be combined with quantum effects to form a stronger trapping mechanism. Following the classical trapping of the moduli at the conifold point quantum fluctuations in the fields induce an effective mass thereby keeping the moduli at the conifold point.

We have also seen how the structure of the CY, through its coupling matrix, can create a potential even for those cycles which are not being wrapped. Depending on the form of this matrix then, it is possible for these other complex structure moduli to be involved in the evolution.

Following the study of the homogeneous case we generalised to the case where the moduli fields have spatial inhomogeneities thereby inducing gauge fields. By performing three dimensional simulations of the transition we showed that inhomogeneities in the fields can either help or hinder the completion of a transition. We found two regimes, parameterised by the relative magnitude of the inhomogeneities $\tilde{\Delta}$ and the 'Higgsing' parameter $\Delta$. The first regime is when local fluctuations are small $\Delta \gg \tilde{\Delta}$ and in this case the inhomoge-
geneities help the transition complete. The second case is where the local fluctuations dominate, $\Delta \ll \tilde{\Delta}$ and for this case we found that increasing the inhomogeneity tends to trap the moduli at the conifold point. We argued that the latter case is the more physically sensible thereby strengthening the conclusion drawn from the homogeneous case that the vast majority of the initial conditions parameter space leads to trapped moduli and a failure to complete the transition.

A second issue in the inhomogeneous model is that of cosmic strings. Following a review of the motivation for looking for cosmic strings we studied the formation of structure subsequent to a transition. Although there was structure formed by the scalar fields we did not find any trace of structure formation in the magnetic field. This gives strong evidence that there is no structure formed by the magnetic field.
This chapter addresses two important features of string theory compactifications to four dimensions that were discussed in chapter 2. The first is the issue of the type of manifolds that preserve the minimum amount of supersymmetry in four dimensions. These were shown to be the general class of manifolds with $SU(3)$-structure. Section 2.4 outlined a compactification of string theory on a particular subset of these manifolds that are the CY manifolds. This chapter extends this procedure to a general $SU(3)$-structure manifold for the case of type IIA string theory [70]. Similar work was done in [71–75] and also for the case of the Heterotic string [76–83] and type IIB [84, 85]. These type of compactifications are motivated by more than just their generality and to understand this we discuss the second issue addressed in this chapter that is moduli stabilisation.

The absence of a potential for the four-dimensional scalar fields in CY compactifications leads to many problems as reviewed in section 2.5. One way to obtain a potential for some of the moduli in CY compactifications was studied in chapter 3. Another way is through the introduction of non-vanishing field-strengths in the vacuum for the form fields known as fluxes. The theory we consider in this chapter is type IIA string theory which has the form fields $\hat{A}_1$, $\hat{B}_2$ and $\hat{C}_3$. A flux for say $\hat{B}_2$ corresponds to

$$\langle \hat{F}_3 \rangle \equiv \langle d\hat{B}_2 \rangle \neq 0.$$  (4.0.1)
Consider the CY case where we have a basis of three-cycles $\alpha_A$ and $\beta^A$ defined on the manifold in terms of which we can decompose the flux

$$\langle \hat{F}_3 \rangle = e^A \alpha_A + m_A \beta^A, \quad (4.0.2)$$

where the constants $e^A$ and $m_A$ are termed electric and magnetic flux parameters respectively. We note here that they are Dirac quantised in units of $\alpha'$ [4]. For non-zero flux parameters a scalar potential is induced in four dimensions. To illustrate this we consider a particular term in the type IIA action (4.1.1) and for simplicity turn on electric fluxes only

$$S_{IIA}^{10} \supset \int_{M_{10}} \left[ -\frac{1}{4} e^A \hat{F}_3 \wedge \star \hat{F}_3 \right] \supset \int_{M_{10}} -\frac{1}{4} e^A e^B (\alpha_A \wedge \star \alpha_B) = \int_S -\frac{1}{4} e^A e^B (S_2)_{AB}, \quad (4.0.3)$$

where the matrix $S_2$ is defined in (3.3.3). Since the matrix $S_2$ is a function of the complex structure moduli they develop a potential (as does the dilaton in this case). The Kähler moduli however do not feature in this potential and so remain as flat directions. The requirement for a flux compactification that successfully stabilises the moduli is that all the moduli fields feature in the potential and that this potential is one where a minimum exists, i.e. not of a run-away behaviour. If this is the case then we have no massless scalar modes of gravity and have gained a prediction for the values of the moduli in the vacuum.

The approach taken to find potentials with minima for all the moduli is to turn on all the possible fluxes in the theory and calculate the resulting scalar potential. Before discussing the case of type IIA string theory it is worth reviewing the case of type IIB. In type IIB turning on all the fluxes induces a potential for the complex structure moduli $z^a$, the dilaton $\phi$ and the scalar $l$ \cite{86}. The reason that a potential is only induced for the complex structure moduli can be seen through the fact that in type IIB string theory only three-form fluxes exist which give a potential only to the fields corresponding to three-cycles. The potential does have a minimum for the complex structure moduli, the scalar $l$, and the dilaton and so they are stabilised \cite{87}. It is also possible to stabilise the remaining fields $b^i$, $v^i$, $\rho^i$, $c^i$, $h_1$ and $h_2$ by first performing an orientifold projection which projects out all the fields apart from $\rho^i$ and $v^i$ \cite{88} and then inducing a potential with a minimum for those remaining fields through non-perturbative effects such as gaugino

\footnote{There is also a dependence on the Kähler moduli $v^i$ but it is a 'trivial' one in the sense that it appears as an inverse of the overall CY volume which is runaway to large volume.}
condensation or instanton corrections [89, 90]. This procedure was the first case of a string compactification where all the moduli were stabilised.

We now turn to the case of type IIA string theory. We have the fields $\hat{A}_1$, $\hat{B}_2$ and $\hat{C}_3$ which means that it is possible to turn on both two-form, four-form and three-form fluxes and so we expect a non-trivial potential to be induced for all the fields. There is, however, a subtlety that makes turning on both RR and NS fluxes a difficult proposition. To understand this consider integrating the flux $\hat{F}_3$ over a three-cycle $A^1$ which is the dual to the three-form $\alpha^1$

$$e^1 = \int_{A^1} \hat{F}_3 = \int_{A^1} d\hat{B}_2,$$

(4.0.4)

where $\hat{B}_2$ denotes the background value for the field $\hat{B}_2$ which gives rise to the flux. By Stokes’ theorem the last term in (4.0.4) implies that, since the cycle $A^1$ has no boundary, $\hat{B}_2$ can not be globally well defined. Generally integrals involving 'naked' $\hat{B}_2$, i.e. without a covering derivative, can not be performed in practice because of the patch dependence. The problem that arises in type IIA flux compactifications is that if both three-form and two-form (or four-form) fluxes are turned on precisely such naked terms appear. This problem means that such compactifications are a difficult proposition and has meant type IIA flux compactifications have been less popular than their type IIB counterparts. A breakthrough was made in [91] where a solution was proposed to the problem where the action is modified so that naked terms do not appear. The modified action however has no covariant uplift to M-theory. With a modified action it is possible to turn on both types of fluxes in IIA and indeed a potential is induced for all the fields [91].

In summary fluxes induce a potential for the moduli fields in four dimensions. We have also argued that CY compactifications only form a small subset of the more general $SU(3)$-structure compactifications. The connection between flux compactifications and $SU(3)$-structure compactifications lies in the spontaneous compactification constraint. Recall that in order to perform a spontaneous compactification the internal manifold should be a solution of the ten-dimensional equations of motion. However when flux is present a CY manifold is no longer a solution$^2$ [92–94]. This can be viewed as the energy density of the flux back-reacting on the geometry of the internal manifold so that it is no longer Ricci-flat. Therefore the flux back-reaction implies that the compactification manifold should not be a CY but rather a more general manifold of $SU(3)$-structure. The particular type of flux present determines which torsion classes are non-vanishing and so which type of

$^2$In type IIB string theory the solution to the equations of motion is a manifold that is conformally CY.
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SU(3)-structure manifold forms the appropriate solution.

This chapter addresses flux compactifications of type IIA string theory on general manifolds with SU(3)-structure and their implications for moduli stabilisation. We begin by reviewing the most general solution of type IIA string theory with fluxes that preserves the minimum amount of supersymmetry thereby quantifying the flux back-reaction on the geometry. In section 4.2 we derive the effective $\mathcal{N} = 2$ four-dimensional action following a compactification on a general SU(3)-structure manifold. In section 4.3 we restrict the study to a sub-class of SU(3)-structure manifolds and show that for those cases the theory exhibits spontaneous partial supersymmetry breaking to $\mathcal{N} = 1$. We go on to derive the effective $\mathcal{N} = 1$ theory and discuss its potential for moduli stabilisation. In section 4.4 we consider an example of an SU(3)-structure manifold that shows how the more general results of the previous sections are explicitly realised. We summarise in section 4.5.

4.1 Spontaneous compactification of massive type IIA supergravity

The ten-dimensional action that we consider is that of massive type IIA supergravity [95] which reads, up to two fermion terms,

$$S_{\text{IIA}}^{10} = \int_{\mathcal{M}_{10}} \left( \frac{1}{2} \hat{R} \ast 1 - \frac{1}{4} d\hat{\phi} \wedge \ast d\hat{\phi} - \frac{1}{4} e^{-\hat{\phi}} \hat{F}_3 \wedge \ast \hat{F}_3 - \frac{1}{4} e^{-\hat{\phi}} \hat{F}_4 \wedge \ast \hat{F}_4 ight)$$

$$- m^2 e^{\frac{2}{3} \hat{\phi}} \hat{B}_2 \wedge \ast \hat{B}_2 - m^2 e^{\frac{2}{3} \hat{\phi}} \ast 1$$

$$- \frac{1}{4} d\hat{C}_3 \wedge d\hat{C}_3 \wedge \hat{B}_2 - \frac{1}{6} m d\hat{C}_3 \wedge \hat{B}_2 \wedge \hat{B}_2 - \frac{1}{20} m^2 \hat{B}_2 \wedge \hat{B}_2 \wedge \hat{B}_2 \wedge \hat{B}_2$$

$$+ \int_{\mathcal{M}_{10}} \sqrt{-\hat{g}} d^{10}X \left[ - \hat{\Psi}_M \Gamma^{MNP} \hat{D}_N \hat{\Psi}_P - \frac{1}{2} \hat{\lambda} \Gamma^M \hat{D}_M \hat{\lambda} - \frac{1}{2} (d\hat{\phi})_N \hat{\lambda} \Gamma^M \Gamma^N \hat{\Psi}_M ight]$$

$$- \frac{1}{96} e^{\frac{1}{3} \hat{\phi}} (\hat{F}_4)_{\text{PRS}} \left( \hat{\Psi}_M \Gamma_{[M} \Gamma^{PRS} \Gamma_{N]} \hat{\Psi}_N + \frac{1}{2} \hat{\lambda} \Gamma^M \Gamma^{PRS} \hat{\Psi}_M + \frac{3}{8} \hat{\lambda} \Gamma^{PRS} \hat{\Psi}_M \right)$$

$$+ \frac{1}{24} e^{-\frac{2}{3} \hat{\phi}} (\hat{F}_3)_{\text{PR}} \left( \hat{\Psi}_M \Gamma_{[M} \Gamma^{PR} \Gamma_{N]} \hat{\Psi}_N + \frac{3}{4} \hat{\lambda} \Gamma^M \Gamma^{PR} \hat{\Psi}_M + \frac{5}{8} \hat{\lambda} \Gamma^{PR} \hat{\Psi}_M \right)$$

$$+ \frac{1}{4} m e^{\frac{2}{3} \hat{\phi}} \hat{B}_{PR} \left( \hat{\Psi}_M \Gamma_{[M} \Gamma^{PR} \Gamma_{N]} \hat{\Psi}_N + \frac{3}{4} \hat{\lambda} \Gamma^M \Gamma^{PR} \hat{\Psi}_M + \frac{5}{8} \hat{\lambda} \Gamma^{PR} \hat{\Psi}_M \right)$$

$$- \frac{1}{2} m e^{\frac{2}{3} \hat{\phi}} \hat{\Psi}_M \Gamma^{MN} \hat{\Psi}_N - \frac{5}{4} m e^{\frac{2}{3} \hat{\phi}} \hat{\lambda} \Gamma^M \hat{\Psi}_M + \frac{21}{16} m e^{\frac{2}{3} \hat{\phi}} \hat{\lambda} \right],$$

(4.1.1)

where

$$\hat{F}_4 = d\hat{C}_3 + m \hat{B}_2 \wedge \hat{B}_2, \quad (4.1.2)$$

$$\hat{F}_3 = d\hat{B}_2. \quad (4.1.3)$$
4.1 Spontaneous compactification of massive type IIA supergravity

The indices $M, N \ldots$ run from 0 to 9, and the ten-dimensional coordinates are $X^M$. In the NS-NS sector the action contains the bosonic fields $\hat{\phi}, \hat{B}_2$ and $\hat{g}$, which are the ten-dimensional dilaton, a massive two-form and the metric, together with the fermionic fields $\hat{\Psi}$ and $\hat{\lambda}$, which are the gravitino and dilatino. The RR sector contains the three-form $\hat{C}_3$.

We have fixed our units by setting

$$\kappa_{10}^2 = \frac{1}{2} \left(2\pi\right)^7 (\alpha')^4 = 1.$$  \hfill (4.1.4)

This action differs from the 'massless' type IIA supergravity that is the low energy limit of type IIA string theory in two important ways. The first is the presence of a mass term for the NS two-form $\hat{B}_2$ and the second is the absence of the RR one-form $\hat{A}_1$. The explanation for this is that the original action has a gauge symmetry under $\hat{B}_2 \rightarrow \hat{B}_2 + d\hat{A}_1$. $\hat{A}_1$ is therefore a Stuckelberg field which can be gauged away breaking the gauge invariance and leaving the two-form $\hat{B}_2$ with a mass in a Higgs-type mechanism. The action (4.1.1) can also be interpreted as the low energy limit of type IIA string theory in the background of D8-brane flux. A D8-brane couples to a ten-form flux which is dual to a constant $m$. Therefore in the string embedding of the supergravity the parameter $m$ is also quantised in units of $\alpha'$.

We now turn to the spontaneous compactification solution. Because fluxes are now present the vacuum configuration is not as simple as the CY case (2.4.3). The most general solution that preserves $\mathcal{N} = 1$ supersymmetry was found in [92–94, 96] and takes the form

$$\hat{g}_{MN}(X) dX^M dX^N = g_{\mu\nu}(x) dx^\mu dx^\nu + g_{mn}(y) dy^m dy^n,$$  \hfill (4.1.5)

$$m \hat{B}_2 = \frac{1}{18} fe^{-\frac{3}{4}\hat{\phi}} J + m \hat{B}_2,$$

$$\hat{F}_3 = \frac{4}{5} me^{\frac{3}{4}\hat{\phi}} \Omega^+, $$

$$\hat{F}_4 = f \star 1 + \frac{3}{5} me^{\frac{3}{4}\hat{\phi}} J \wedge J.$$  \hfill (4.1.6)

All the quantities correspond to their vacuum expectation values. The internal manifold is an $SU(3)$-structure manifold with metric $g_{mn}$ and the usual forms $\Omega$ and $J$, with $\Omega^+$ denoting the real part of $\Omega$ and $\Omega^-$ denoting the imaginary part. The parameter $f$ is the purely external part of the vacuum expectation value of $\hat{F}_4$

$$\left(\hat{F}_4\right)_{\mu\nu\rho\sigma} = f \epsilon_{\mu\nu\rho\sigma}.$$  \hfill (4.1.7)
The two form $\tilde{B}_2$ is the traceless part of $\tilde{B}_2$ (the $8$) and so satisfies $\tilde{B}_2 \wedge J \wedge J = 0$. The internal manifold is constrained to have all the torsion classes (2.2.16) vanishing in the vacuum apart from

$$W_1 = -i^4_9 \frac{4}{9} \phi \tilde{\phi},$$
$$W_2 = -2 i m e^{\frac{1}{2} \phi} \tilde{B}_2.$$  \hspace{1cm} (4.1.8)

Within the classification of section 2.2.1 the manifold is a subset of half-flat manifolds with $W_3 = 0$. A property of the solution which we use in section 4.3.1 is that the gravitino mass takes the form

$$M_3^{\frac{1}{2}} = -\frac{1}{10} m e^{\frac{1}{2} \phi} + \frac{i}{12} f e^{\frac{1}{2} \phi}.$$  \hspace{1cm} (4.1.9)

The solution (4.1.6) constrains the fluxes that are allowed to be present. To see this we can decompose the internal fluxes in terms of $SU(3)$-structure modules using (2.2.7). The flux modules for $\tilde{F}_3$ are a complex singlet $H^{(1)}$, a complex vector $H^{(3)}$ and a $(6 + \bar{3})$ which we denote $H^{(6)}$. The internal part of the four-form flux $\tilde{F}_4$ decomposes into a real singlet $G^{(1)}$, a complex vector $G^{(3)}$ and an $8$ which we denote $G^{(8)}$. Since $\Omega^\pm$ and $J \wedge J$ are singlets, we see that the solution only has $H^{(0)}$ and $G^{(0)}$ present and so the fluxes are not the most general type possible.

The solution (4.1.6) can form the basis for a spontaneous compactification and indeed we use the information on the torsion classes (4.1.8) in section 4.3 where we look for $N = 1$ supersymmetric vacua. However, the conclusions that we can draw from the solution are more general. Consider a vacuum with fluxes which preserves no supersymmetry. This vacuum is not included in the solution and so the compactification manifold need not take the form (4.1.8) but can take some other form. However, we would still expect the manifold to be of a general $SU(3)$-structure with torsion since the $N = 1$ solution has taught us that fluxes induce torsion on the manifold. The same reasoning can be applied to all the different possible vacuum solutions and also to the action away from the vacuum. The conclusion is that flux compactifications of type IIA string theory should be considered on a general $SU(3)$-structure manifold.

\footnote{This can be deduced from the fact that in a supersymmetric vacuum the scalar potential is given by $-3 |M_3^{\frac{1}{2}}|^2$ which can be compared with the quantity $W$ in [94].}
4.2 The four-dimensional action

In this section we dimensionally reduce the action (4.1.1) to four dimensions on a product manifold $\mathcal{M}_{10} = S \times \mathcal{M}_6$ using a metric ansatz

$$
\tilde{g}_{MN}(X)dX^M dX^N = g_{\mu\nu}(x)dx^\mu dx^\nu + g_{mn}(x,y)dy^m dy^n, \quad (4.2.1)
$$

where we take the internal manifold to be a general $SU(3)$-structure manifold. The metric ansatz now includes the perturbations of the metric as opposed to (4.1.5) which is the vacuum expectation value. The metric ansatz (4.2.1) is not the most general type as we have not included a possible warp-factor as in (2.2.1). Warping may be induced by flux in the same way that torsion is. The ansatz we consider therefore requires that the flux present does not induce warping. An example of fluxes that do not induce warping are $H^{(0)}$, $G^{(0)}$ and $f$, since we know they correspond to an unwarped solution. Some flux modules may induce warping and the main contenders are the vector flux modules since they could take the form $H^{(3)}_m \sim \partial_m A(y)$. It is therefore tempting to conclude, although is not yet proved, that in the absence of vector flux modules there is no warping induced and the ansatz (4.2.1) is valid. A final comment regarding warping is that even if warping is induced it may be possible to consistently neglect it as is the case in type IIB for large CY volume.

As was the case for CY compactifications the resulting effective four-dimensional action should be an $\mathcal{N} = 2$ supergravity. However since fluxes are present we expect a potential to be induced and therefore the supergravity should be a gauged supergravity. In the upcoming sections we keep the analogy with $\mathcal{N} = 2$ supergravity as explicit as possible. In this compactification we are primarily concerned with the scalar sector of the theory, however as shown in section 2.3, once the geometry of the scalar sector is specified it is possible to deduce also the gauge field sector and then also the fermionic sector by supersymmetry.

The derivation of the action follows two steps. We first derive the relevant terms in the action without assuming anything other than $SU(3)$-structure. In sections 4.2.1 and 4.2.2 we derive the kinetic terms of the action. Section 4.2.3 discusses the possible flux that can be present in the theory and in section 4.2.4 we derive the four-dimensional gravitini mass matrix from which it is possible to deduce the scalar potential. The next step is to assume there exists a basis of forms on the manifold in which we can expand the ten-dimensional fields into four-dimensional components. The justifications for assuming such a basis and
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a summary of its properties are given in section 4.2.5. Finally we write down the complete
action and show its $\mathcal{N} = 2$ structure in section 4.2.6.

4.2.1 The Ricci scalar

In section 2.4 we outlined how the kinetic terms for the geometrical moduli are derived
from the Ricci scalar for CY manifolds. In summary, there were two types of metric
variations, the $(1, 1)$ variations which we termed Kähler moduli and the $(2, 0)$ variations
that are the complex structure moduli. The variations were shown to be harmonic and
so could be decomposed in terms of the harmonic bases on the CY. Substitution of these
decompositions into the Ricci scalar lead to the kinetic terms for the moduli which were
subsequently shown to match the geometric form expected from $\mathcal{N} = 2$ supergravity.

The approach we take to finding the geometric moduli for a general $SU(3)$-structure
manifold is different. The reason is that we have much less information about the geometry
of the internal manifold. In general it need not be Kähler or even complex. It does not
have to be Ricci-flat and so the metric variations need not be harmonic, further we do
not even know what the harmonic forms on the manifold are or if any exist at all. The
only information we have is the existence of the $SU(3)$-structure forms and the fact that
the resulting four-dimensional action should be an $\mathcal{N} = 2$ supergravity. The first step in
the method we adopt is to relate the possible internal metric deformations to the $SU(3)$-
structure on the manifold and this is the topic of this section.

Having $SU(3)$-structure on a manifold is a stronger condition than having a metric. In
fact the forms $J$ and $\Omega$ induce a metric on the space via the relation

$$
g_{mn} = s^{-1/8} s_{mn},$$

$$s_{mn} = -\frac{1}{64} (\Omega_{mpq} \Omega_{nrs} + \Omega_{mpq} \Omega_{nrs}) J_{tu} \epsilon^{pqrstu}, \tag{4.2.2}$$

where $s$ is the determinant of $s_{mn}$. This relation was derived by writing down the combi-
nation of structure forms with the correct symmetry properties and then using the $SU(3)$-
structure identities in the appendix to evaluate the right-hand-side of (4.2.2). Taking
variations of (4.2.2) we reach

$$
\delta g_{mn} = -\frac{1}{8} (\delta \Omega)_{(m}^{pq} \Omega_{n)pq} - \frac{1}{8} (\delta \Omega)_{(m}^{pq} \Omega_{n)pq} - (\delta J)_{(m} J_{n)}^t
$$

$$+ \left[ \frac{1}{64} (\delta \Omega) \cdot \Omega + \frac{1}{64} (\delta \Omega) \cdot \Omega - \frac{1}{8} (\delta J) \cdot J \right] g_{mn}. \tag{4.2.3}$$
Equation (4.2.3) expresses variations of the metric in terms of variations of the structure forms. The possible variations are not arbitrary but rather we require that the varied structure forms themselves define an $SU(3)$-structure. This is part of the assumptions that form the idea of compactifying on manifolds with $SU(3)$-structure and is analogous to the condition (2.4.11) where we required variations of the metric to keep the manifold CY. The variations of the metric can be classified into variations induced through variations of $J$ and variations induced through $\Omega$. In analogy with the CY case we call the variations induced through $J$ Kähler moduli and the variations induced through $\Omega$ complex structure moduli. It is important to remember that $J$ is not necessarily the Kähler form nor is there a complex structure defined on the manifold. Note that we have not introduced complex co-ordinates.

The separation of the metric variations into Kähler and complex structure moduli is the first step towards classifying the relevant low energy fields. This separation should done be done carefully however and in particular we should make sure that the two types of variations are distinct. The $SU(3)$-structure relations (2.2.8) show that in fact this is not the case since a rescaling of $\Omega$ is equivalent to an appropriate rescaling of $J$. In order not to count the same degrees of freedom twice we introduce a new three-form $\Omega^{cs}$ which we define as

$$e^{\frac{1}{2}K^{cs}}\Omega^{cs} \equiv \frac{1}{\sqrt{\mathcal{V}}} \Omega,$$  \hspace{1cm} (4.2.4)$$

where we have also introduced the Kähler potential $K^{cs}$ defined as

$$K^{cs} \equiv -\ln \left(||\Omega^{cs}||^2 \mathcal{V}\right) = -\ln \left<i\Omega^{cs}|\Omega^{cs}> = -\ln i \int_{\mathcal{M}_6} \Omega^{cs} \wedge \bar{\Omega}^{cs}, \hspace{1cm} (4.2.5)$$

and the volume of the internal manifold $\mathcal{V}$ is given by integrating the unique volume form

$$\mathcal{V} \equiv \int_{\mathcal{M}_6} \sqrt{g_6}\,d^6y = \frac{1}{6} \int_{\mathcal{M}_6} J \wedge J \wedge J.$$  \hspace{1cm} (4.2.6)$$

The definition (4.2.4) means that under a rescaling of $\Omega$ the left-hand-side remains invariant and so these rescalings are now parameterised only in $J$ and are not present in $\Omega^{cs}$. The extra factor of $e^{\frac{1}{2}K^{cs}}$ is introduced in anticipation of the $\mathcal{N} = 2$ geometric structure that the complex structure moduli span. At this point it appears somewhat arbitrary but it turns out to be the correct Kähler potential on the complex structure moduli space.

As the metric is determined uniquely in terms of the structure forms, all the metric variations can be treated as variations of the structure forms. The converse however is not true as it is possible that different structure forms give rise to the same or equivalent
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metrics. Therefore, when expressing the metric variations in terms of changes in the structure forms we must take care not to include the spurious variations as well. In particular the expression (4.2.2) shows that the metric is invariant under an arbitrary phase rotation of $\Omega$. We can understand this phase freedom by noting that under a rescaling $\Omega^{cs} \rightarrow \Omega^{cs}e^{-f(z)}$ where $f(z)$ is a function holomorphic in the complex structure moduli we find

$$e^{\frac{1}{2}K^{cs}}\Omega^{cs} \rightarrow e^{\frac{1}{2}K^{cs}}\Omega^{cs}e^{\text{Im}f},$$  \hspace{1cm} (4.2.7)

which through (4.2.4) precisely corresponds to a phase rotation of $\Omega$. We have come across this structure in section 2.3 where we calculated the covariant derivative on $\Omega$ by identifying a correspondence with a section of a $U(1)$ bundle, which in this case is played by $\Omega$. The spurious variations therefore correspond to the Kähler transformations which are gauged by the Kähler covariant derivative as given in (2.3.14).

Having identified the appropriate metric variations we can go on to calculate how such variations appear in the action and replace them with variations of the structure forms. The full calculation is given in the appendix and here just outline how it proceeds. Consider the metric ansatz (4.2.1) with four-dimensional metric fluctuations

$$\hat{g}_{MN}(X) dX^M dX^N = g_{\mu\nu}(x) dx^\mu dx^\nu + \left[ g^0_{mn}(y) + \delta g_{mn}(x,y) \right] dy^m dy^n.$$  \hspace{1cm} (4.2.8)

Substituting (4.2.8) into the ten-dimensional Ricci scalar and only keeping terms to order $\delta^2$ we find

$$R^{(4)}_{EH} = \int_{M_{10}} d^{10}x \sqrt{-\hat{g}} \left[ \frac{1}{2} \hat{R} - \frac{1}{4} \partial_M \hat{\phi} \partial^M \hat{\phi} \right] =$$

$$\int_S d^4x \sqrt{-g_4} \left[ \frac{1}{2} R - \partial_\mu \phi \partial^\mu \phi + \frac{1}{8V} \int_{M_6} d^6y \sqrt{g_6} \left( 4e^{2\phi} R_6 - g^{mp} g^{nq} \partial_\mu g_{mn} \partial^\mu g_{pq} \right) \right],$$

where we define the four-dimensional dilaton as in the CY case (2.4.19). We have also performed the Weyl rescalings

$$g_{\mu\nu} \rightarrow V^{-1} g_{\mu\nu},$$

$$g_{mn} \rightarrow e^{-\frac{1}{2}\phi} g_{mn}.$$  \hspace{1cm} (4.2.10)

We now use the expressions for the metric variations (4.2.3) to arrive at the terms

$$R^{(4)}_{EH} = \int_S \sqrt{-g} d^4x \left[ \frac{1}{2} R - \partial_\mu \phi \partial^\mu \phi \right. \left. - e^{K^{cs}} \int_{M_6} d^6y \sqrt{g_6} D_\mu \Omega^{cs} D^\mu \Delta^{cs} \right.$$

$$\left. - \frac{1}{4V} \int_{M_6} d^6y \sqrt{g_6} \partial_\mu J \partial^\mu J \right],$$  \hspace{1cm} (4.2.11)
where we dropped the $R_6$ term in (4.2.10) to leave the kinetic terms. The action (4.2.12) contains the kinetic terms for the dilaton, the complex structure moduli and the Kähler moduli. $D_\mu$ is the Kähler covariant derivative (2.3.17). The important result is that the kinetic terms for each sector have decoupled from the others. In section 4.2.6 we show that these terms have the structure expected from $N = 2$ supergravity.

4.2.2 The form fields

The reduction of the kinetic terms for the form fields in the action is a much simpler task than the Ricci scalar. The relevant terms in the ten-dimensional action read

$$S_{BC} = \int_{M_{10}} \left[ -\frac{1}{4} e^{-\hat{\phi}} d\hat{B}_2 \wedge \star d\hat{B}_2 - \frac{1}{4} e^{\frac{1}{2} \hat{\phi}} d\hat{C}_3 \wedge \star d\hat{C}_3 \right].$$

These terms give after the appropriate Weyl rescalings

$$S_{BC} = \int_S \sqrt{-g} d^4 x \left[ -\frac{1}{4} e^{2\phi} \int_{M_6} d^6 y \sqrt{g_6} \partial_\mu \hat{C}_3 \partial^\mu \hat{C}_3 - \frac{1}{4V} \int_{M_6} d^6 y \sqrt{g_6} \partial_\mu \hat{B}_2 \partial^\mu \hat{B}_2 \right].$$

There is not much to say except that already at this stage the Kähler moduli and the $\hat{B}_2$ fields pair up into the complex combination $T = \hat{B}_2 - iJ$.

4.2.3 Flux

In this section we summarise the fluxes that could be present in the theory. The flux parameter $m$ already appears in the ten-dimensional action and we have argued that it can be interpreted as D8-brane flux. It takes integer values quantised in units of $\alpha'$ [97]

$$m = \frac{m_0}{2\sqrt{2\pi\alpha'}}, \; m_0 \in \mathbb{Z}.$$

From the form fields the internal background fluxes that preserve Lorentz invariance are

$$H_3 + \tilde{H}_3 \equiv d\hat{B} + \langle db \rangle,$$

$$G_4 + \tilde{G}_4 \equiv d\hat{C} + \langle dc \rangle.$$

We have decomposed the fluxes into an exact and a non-exact parts. The non-exact parts, $H_3$ and $G_4$, are the usual fluxes, as discussed at the beginning of this chapter, that arise from the forms $\hat{B}$ and $\hat{C}$ which are not globally well defined. These fluxes are similar to $m$

\footnote{Note that any two-form RR flux in the massless formulation of IIA string theory can be absorbed into the vev of $b$ in the massive formulation.}
in that they come from branes and are quantised. There are also exact parts of the fluxes \( \tilde{H}_3 \) and \( \tilde{G}_4 \) which arise from the vacuum expectation values of the scalar fields coming from \( \hat{B}_2 \) and \( \hat{C}_3 \) which we denote collectively as \( b \) and \( c \) to distinguish them from the parts that are not globally well defined. See (4.2.43) and (4.2.44) for the explicit decomposition. This second type of flux can not arise in CY compactifications since the basis of forms in which we decompose \( \hat{B}_2 \) and \( \hat{C}_3 \) is closed. For a general \( SU(3) \)-structure manifold this need not be the case and so we must allow for such a possibility.

We also have the purely external flux (4.1.7) which is termed 'Freud-Rubin' flux in analogy with a similar flux that occurs in M-theory. The Freud-Rubin flux, \( f \), is not the true free parameter but also depends on the internal value of the form fields. To see this and to determine the true free parameter of the theory we must dualise the purely external part of the three-form \( \hat{C}_3 \) which we write as \( C(x) \). Reducing the relevant terms in (4.1.1) gives the four-dimensional action for \( C(x) \)

\[
S_C^{(4)} = \int_S \left[ -\frac{1}{4} \mathcal{V} e^{\frac{1}{2}\phi}(dC + mB \wedge B) \wedge * (dC + mB \wedge B) + \frac{1}{2} AdC \right],
\]  
(4.2.17)

where

\[
A \equiv -\int_{\mathcal{M}_6} \left[ d\hat{C} \wedge \hat{B} + b \wedge d\hat{C} + dc \wedge \hat{B} + dc \wedge b + \frac{1}{3} m\hat{B} \wedge \hat{B} \wedge \hat{B} + m\hat{B} \wedge \hat{B} \wedge \hat{B} \right] + m\hat{B} \wedge b + \frac{1}{3} mb \wedge b \wedge b
\]  
(4.2.18)

The field \( B \) is the purely external part of \( \hat{B}_2 \). To dualise \( C \) we eliminate it using its equation of motion from (4.2.17) which gives

\[
* (dC + mB \wedge B) = \mathcal{V}^{-1} e^{-\frac{1}{2}\phi} (A + \lambda) = -f,
\]  
(4.2.19)

where \( \lambda \) is an integration constant which is now the true free parameter of the theory\(^5\).

4.2.4 The gravitini mass matrix

As mentioned before, the effect of the fluxes is to gauge the \( \mathcal{N} = 2 \) supergravity theory and induce a potential for the scalar fields. These effects can be best studied in the gravitini mass matrix to which we now turn. In an \( \mathcal{N} = 1 \) supersymmetric theory, the gravitino mass is given by the Kähler potential and superpotential (2.3.40), while in an \( \mathcal{N} = 2 \) theory we have a mass matrix which is constructed out of the Killing prepotentials of

\(^5\)Note that the two terms \( \int_{\mathcal{M}_6} d\hat{C} \wedge \hat{B} \) and \( \frac{1}{3} m \int_{\mathcal{M}_6} \hat{B} \wedge \hat{B} \wedge \hat{B} \) can be absorbed into \( \lambda \) but we choose to keep them separate so that \( \hat{B} \) and \( \hat{C} \) remain on the same footing as \( b \) and \( c \).
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the hypermultiplet sector (2.3.36). The mass matrix therefore determines the prepotentials and in turn most of the scalar potential. The exact procedure for calculating these quantities is discussed in section 4.2.6.

The gravi\textit{t}ini mass matrix appears in the supersymmetry transformations of the four-dimensional gravi\textit{t}ini

\[ \delta \psi_{\alpha \mu} = \nabla_{\mu} \theta_{\alpha} + i \gamma_{\mu} S_{\alpha \beta} \theta^{\beta} , \]  

(4.2.20)

where \( \theta^{\alpha} \) are the supersymmetry parameters given in (2.2.3) and \( S_{\alpha \beta} \) is the mass matrix. Therefore its value in the vacuum gives information about the amount of supersymmetry which is preserved. In particular an unbroken supersymmetry requires a vanishing \textit{physical mass} for the gravi\textit{t}ino associated with it. The emphasis of physical mass arises because in anti-de Sitter (AdS) backgrounds physically massless particles can have non-zero mass parameters in the Lagrangian [29,98,99]. If we consider the mass parameter of the gravi\textit{t}ino in an \( \mathcal{N} = 1 \) theory, \( M_{\frac{3}{2}} \), then the physical mass in AdS is given by

\[ M_{\text{phys}} = M_{\frac{3}{2}} - l , \]  

(4.2.21)

where \( l \) is the AdS inverse radius and is defined as

\[ R = -12l^2 , \]  

(4.2.22)

with \( R \) the corresponding Ricci scalar. In an \( \mathcal{N} = 2 \) theory it is the eigenvalues of the mass matrix that are required to be physically massless. This is the case here and so although the masses \( S_{11} \) and \( S_{22} \) in (4.2.29) are non-zero for non-vanishing fluxes one of them may still be physically massless. Non-vanishing physical mass eigenvalues of the gravi\textit{t}ini mass matrix in the vacuum imply partial or complete spontaneous supersymmetry breaking. In the case of partial supersymmetry breaking of an \( \mathcal{N} = 2 \) theory, the superpotential and D-terms of the resulting \( \mathcal{N} = 1 \) theory are completely determined by the \( \mathcal{N} = 2 \) mass matrix. In a compactification from a higher-dimensional theory there are several ways to determine the gravi\textit{t}ini mass matrix in the four-dimensional theory. If we have explicit knowledge of the four-dimensional degrees of freedom we can derive the complete bosonic action and from the potential and gaugings derive the \( \mathcal{N} = 2 \) Killing prepotentials. Alternatively we can perform a computation in the fermionic sector and directly derive the gravi\textit{t}ino mass matrix. The advantage of the latter method is that we can obtain a generic formula for the mass matrix in terms of integrals over the internal manifold without explicit knowledge of the four-dimensional fields. This is essential to keep things as general as possible. Once
these fields are identified in some expansion of the higher-dimensional fields one can obtain an explicit formula for the mass matrix which should also be identical to the one obtained from a purely bosonic computation.

In the following we determine the gravitino mass matrix by directly identifying all the possible contributions to the gravitino mass from ten dimensions. For this we first identify the four-dimensional gravitini. For conventions and notations regarding spinors in various dimensions the reader is referred to the appendix. As discussed in section 2.2.1 the internal manifold with SU(3)-structure supports a single globally defined, positive-chirality Weyl spinor $\eta_+$ and its complex conjugate $\eta_-$, which has negative chirality. To decompose the ten-dimensional gravitino, which for $\mathcal{N} = 2$ supersymmetry is parameterised by a single Majorana spinor, we consider two four-dimensional Majorana gravitini $\psi_\alpha^\mu$ with $\alpha = 1, 2$ which give the $\mathcal{N} = 2$ supersymmetry in four dimensions. Since in both ten and four dimensions Majorana spinors are real we can construct the ten-dimensional gravitino by taking the two independent real combinations of $\eta_+$ and $\eta_-$ giving the decomposition

$$\hat{\Psi}_M = a \psi_1^M \otimes (\eta_+ + \eta_-) + ib \psi_2^M \otimes (\eta_+ - \eta_-).$$

(4.2.23)

where $a$ and $b$ are real parameters which have yet to be determined. The four-dimensional gravitini are the components where $M = \mu$. There are also four-dimensional spin-$\frac{1}{2}$ fields $\psi^{1,2}_m$. In the reduction, in order not have cross terms between the gravitini and the spin-$\frac{1}{2}$ fields the gravitini need to be redefined with some combination of the spin-$\frac{1}{2}$ fields. This does not affect the mass of the gravitini however, and so is not performed here. It is more conventional to work with four-dimensional Weyl gravitini and so we further decompose the four dimensional Majorana gravitini into Weyl gravitini

$$\psi_\alpha^\mu = \frac{1}{2} (\psi_{+\mu}^\alpha + \psi_{-\mu}^\alpha),$$

(4.2.24)

where $\alpha, \beta = 1, 2$ and the chiral components of four-dimensional gravitini satisfy

$$\gamma_5 \psi_\pm^\alpha = \pm \psi_\pm^\alpha.$$  

(4.2.25)

We can constrain the ansatz further by requiring that it should yield canonical kinetic terms when reduced, which for the case of $\mathcal{N} = 2$ supergravity in four dimensions are given in (2.3.29). The kinetic term for the ten-dimensional gravitino reads

$$S_{k.t.}^{10} = \int_{\mathcal{M}_{10}} d^{10}X \sqrt{-g} \left[ -\hat{\Psi}_M \Gamma^{MNP} D_N \hat{\Psi}_P \right].$$

(4.2.26)
Substituting (4.2.23) into (4.2.26) and performing the Weyl rescalings we arrive at the result that the four-dimensional gravitini kinetic terms are of the form (2.3.29) if the ansatz (4.2.23) takes the form

\[
\hat{\Psi}^M = \frac{1}{\sqrt{2}} V^{-1/4} \left[ (\psi^1_+ + \psi^1_-) \otimes (\eta_+ + \eta_-) - i (\psi^2_+ + \psi^2_-) \otimes (\eta_+ - \eta_-) \right].
\]

(4.2.27)

The terms in the ten-dimensional action (4.1.1) that contribute to the gravitino masses in four dimensions are

\[
S_{\text{mass}}^{10} = \int_{M_4} d^4 X \sqrt{-\tilde{g}} \left[ - \hat{\Psi} \Gamma^{\mu \nu} D_\mu \hat{\Psi}_\nu - \frac{1}{96} e^{\frac{3}{2} \phi} (\hat{F}_4)_{\rho \sigma \mu \nu} \Gamma^\mu \Gamma^\rho \Gamma^\sigma \Gamma^\nu \hat{\Psi}_\nu
- \frac{1}{96} e^{\frac{1}{2} \phi} (\hat{F}_3)_{\rho \sigma} \Gamma^\rho \Gamma^\sigma \Gamma^\nu \hat{\Psi}_\nu
+ \frac{1}{24} e^{-\frac{1}{2} \phi} (\hat{F}_3)_{\rho \sigma} \hat{\Psi}_\rho \Gamma^\rho \Gamma^\sigma \hat{\Psi}_\nu
+ \frac{1}{4} me^{\frac{3}{2} \phi} \hat{B}_{\rho \sigma} \hat{\Psi}_\rho \Gamma^\rho \Gamma^\sigma \hat{\Psi}_\nu
- \frac{1}{2} me^{\frac{5}{2} \phi} \hat{B} \Gamma^\rho \Gamma^\sigma \hat{\Psi}_\rho \hat{\Psi}_\sigma \right].
\]

(4.2.28)

The derivation of the four-dimensional mass matrix proceeds by substituting the ansatz (4.2.27) into the terms and using the definition of the structure forms in terms of the internal spinors (2.2.5) to write the result as integrals over the structure forms. The full calculation is given in the appendix and here we quote the result. After performing the Weyl rescalings (4.2.10) the mass matrix \( S \), defined in (2.3.29), reads

\[
S_{11} = -\frac{e^{2 \phi}}{16 \sqrt{V}} \left[ i \lambda + \int_{M_6} \left( idT \wedge U - \frac{i}{3} mT \wedge T \wedge T - iG_4 \wedge T \right)
+ \int_{M_6} \left( iH_3 \wedge U - im\hat{B} \wedge T \wedge T - im\hat{B} \wedge \hat{B} \wedge T
- \frac{i}{3} m\hat{B} \wedge \hat{B} \wedge \hat{B} - idc \wedge \hat{B} \right) \right],
\]

\[
S_{22} = S_{11} |_{U \rightarrow \bar{U}},
\]

\[
S_{12} = \frac{e^{2 \phi}}{16 \sqrt{V}} \int_{M_6} \left[ dT \wedge \left( e^{-\phi} \Omega^+ \right) + H_3 \wedge \left( e^{-\phi} \Omega^+ \right) \right],
\]

\[
T \equiv b - iJ,
\]

\[
U \equiv c - i e^{-\phi} \Omega^- = c - i \sqrt{8} V^{-\frac{1}{4}} |\Omega^{cs}|^{-1} e^{-\phi} \Omega^{cs}. \quad (4.2.29)
\]

We note here that in a generic vacuum the off-diagonal components of the mass matrix are non-vanishing and therefore the gravitini as defined in equation (4.2.23) are not mass

\footnote{This expression corrects a factor of \(-1\) in the equivalent expression in [70].}
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The masses of the two gravitini are then given by the eigenvalues of the mass matrix evaluated in the vacuum. If these masses are equal and the two gravitini are physically massless then the full $\mathcal{N} = 2$ supersymmetry is preserved in the vacuum. However this is not the case in general and then one encounters partial (when one gravitino is physically massless) or total spontaneous supersymmetry breaking. We shall come back to this issue in section 4.3.

4.2.5 The Kaluza-Klein basis

So far in this chapter we have derived the important quantities of the effective four-dimensional supergravity without assuming anything regarding the spectrum of forms that exist on the internal manifold. This has meant that we were unable to evaluate any of the internal integrals that feature in the four-dimensional action. To proceed with the compactification we must specify a basis of forms in which we expand the ten-dimensional fields to arrive at the four-dimensional spectrum. For the case of the CY compactification this basis was formed by the set of harmonic two-forms and three-forms on the manifold, which implied massless modes in four-dimensions. Forms that were not harmonic corresponded to the next level KK massive modes which were truncated leading to an effective theory below the KK scale. The generalisation of this procedure is such that we should consider the basis of forms that are the lowest mass states of the Laplacian and truncate the higher mass modes. The difference lies in the fact that the lowest mass modes need not necessarily be massless, or in terms of the cohomology, the form basis need not be harmonic. There also exists the possibility that some of the forms are still harmonic and the rest are not harmonic but still of a lower mass than the next KK level. The construction, or even proof of existence, of such a lowest mass basis for general $SU(3)$-structure manifolds has yet to be developed. However we proceed to define such a basis and then argue, using supersymmetry and examples of manifolds, that such a basis is generic to six-dimensional $SU(3)$-structure manifolds.

The lowest mass basis\footnote{We henceforth use the notation of referring to the mass of the internal forms by which we mean the mass of the four-dimensional modes that come from the expansion of the ten-dimensional fields in those forms.} is composed of a finite set of two-forms $\{\omega_i\}$ where the index range of $i$ is as yet unknown. The definition of the Laplacian (A.2.19) shows that their four-form Hodge duals $\{\tilde{\omega}^i\}$ have the same mass and so are also part of the basis.
also include a finite symplectic set of three-forms and their Hodge duals \( \{ \alpha_A, \beta^A \} \). There is also the unique six-form that is the volume form. However we retain no one-forms or their five-form duals. The forms therefore satisfy the following basis relations

\[
\begin{align*}
\int_{M_6} \omega_i \wedge \tilde{\omega}^j &= \delta^j_i, \\
\int_{M_6} \alpha_A \wedge \beta^B &= \delta^B_A, \\
\int_{M_6} \alpha_A \wedge \alpha_B &= \int_{M_6} \beta^A \wedge \beta^B = 0, \\
\omega_i \wedge \alpha_A &= \omega_i \wedge \beta^A = 0.
\end{align*}
\]

The truncation to this basis of forms also means that their possible differential relations are limited and the most general construction takes the form \([74, 100]\)

\[
\begin{align*}
d\omega_i &= E_{iA} \beta^A - F_i^A \alpha_A, \\
d\alpha^A &= E_{iA} \tilde{\omega}^i, \\
d\beta_A &= F_i^A \omega^i, \\
d\tilde{\omega}^i &= 0.
\end{align*}
\]

The matrices \( E_{iA} \) and \( F_i^A \) are symplectic matrices that are for now arbitrary.

Having defined the lowest mass basis we turn to its justification. The first motivation arises from the expectation of an \( \mathcal{N} = 2 \) supergravity in four dimensions. This means that the field spectrum should come in a similar form to that of CY compactifications. In particular the fact that we do not expect any spin-\( \frac{3}{2} \) multiplets was shown \([74]\) to imply that there should be no one-forms. The argument relies on the observation that the four-dimensional part of the ten-dimensional gravitino decomposes under \( SU(3) \) into two types of spin-\( \frac{3}{2} \) fields

\[
\Psi_\mu \rightarrow 1_{\frac{1}{2}} + 3_{\frac{3}{2}}.
\]

The singlet gives the four-dimensional gravitini and the triplet spinors give spin-\( \frac{3}{2} \) fields that sit in their own multiplet. Therefore in order to avoid these we require that no triplets, which are one-forms, be present in the basis. By Hodge duality this rules out the presence of five-forms as well.

The second type of motivation are examples of \( SU(3) \)-structure manifolds that are not CY. In particular it was shown \([101]\) that the mirror manifolds to CY with NS flux are half-flat manifolds. Their basis forms could then be derived through mirror symmetry.
and were shown to have the expected structure. Explicit examples of such manifolds are twisted-tori which were studied in [73]. In section 4.4 we give an example of a $SU(3)$-structure manifold where again it is possible to calculate the lowest mass forms explicitly.

Finally, a comment is in order regarding the index ranges of the forms. In the CY case the forms were harmonic and so their number was specified by the topological Hodge numbers. For the case of general $SU(3)$-structure it was shown in [100] that basis forms do not carry topological information. This means that we do not expect the index range to be given by some topological quantity like the Hodge numbers. In the CY case the forms could be thought of as the forms that calibrate independent special Lagrangian submanifolds. This means that they were the forms that, when integrated over the cycle, formed the lowest bound on its volume. It is possible to think of them as the forms that minimise the brane action of a brane wrapping those cycles since the brane tension is proportional to the volume of the cycle. When flux is present the brane action is no longer minimised by a minimum volume cycle but rather by a balance between the increase in energy of the flux for small cycles and increase in tension for large cycles. The forms that form the lowest bound on the energy now are called generalised calibrating forms [102]. Since it is the flux back-reaction which induces the departure from CY manifolds it is tempting to conclude that the basis forms are now the forms that generalised calibrate independent sub-manifolds. This has yet to be shown however and so for now the form indices ranges should be taken as arbitrary.

### 4.2.6 The action as a gauged $\mathcal{N} = 2$ supergravity

The field content in four dimensions is given by the KK expansion of the ten-dimensional fields

\begin{align*}
J(X) &= v^i(x)\omega_i(y), \\
\Omega^{cs}(X) &= X^A(x)\alpha_A(y) - F_A(x)\beta^A(y), \\
\tilde{B}_2(X) &= B(x) + \tilde{B}(y) + b(X), \\
\tilde{C}_3(X) &= C(x) + \tilde{C}(y) + A^i(x)\wedge\omega_i(y) + c(X),
\end{align*}

where the scalar field components of the matter fields are given by

\begin{align*}
b(X) &\equiv b^i(x)\omega_i(y), \\
c(X) &\equiv \xi^A(x)\alpha_A(y) - \tilde{\xi}_A(x)\beta^A(y).
\end{align*}
Table 4.1: Table showing the $\mathcal{N} = 2$ multiplets arising from type IIA theory on manifolds with $SU(3)$-structure.

The periods of $\Omega^{cs}$ are homogeneous functions of the complex structure moduli $z^a(x)$. The three-form field $C(x)$ carries no degrees of freedom and is dual to the constant $\lambda$. The rest of the fields form $\mathcal{N} = 2$ multiplets as shown in table 4.1. Note the presence of a tensor multiplet which can not be dualised to a hypermultiplet since the field $B$ is massive. Its mass term is directly inherited from mass term of the ten-dimensional field $\hat{B}_2$. It is sometimes useful to distinguish the four-dimensional fields that come from the ten-dimensional form-fields from the metric fields. We refer to \{${b}^i, \xi^A, \tilde{\xi}^A, B$\} as axions and to \{${v}^i, z^a$\} as moduli. The axionic label is inherited from CY compactifications and is slightly misleading since if the basis form from which the four-dimensional field arises is not a cycle the field does not have axionic symmetries.

The complex structure moduli kinetic term reads (4.2.12)

$$R^{(4)}_{EH} \supset \int_S \sqrt{-g_4} d^4x \left\{ -e^{K_{cs}} \int_{M_6} d^6y \sqrt{g_6} D_\mu \Omega^{cs} \partial^\mu \bar{\Omega}^{cs} \right\}$$

$$= \int_S \sqrt{-g_4} d^4x \left\{ -e^{K_{cs}} \left[ \int_{M_6} d^6y \sqrt{g_6} D_a \Omega^{cs} \partial_a \bar{\Omega}^{cs} \right] \partial_\mu z^a \partial^\mu \bar{z}^b \right\}$$

$$= \int_S \sqrt{-g_4} d^4x \left\{ -\partial_a \partial_b \left[ -\ln i \int_{M_6} \Omega^{cs} \wedge \bar{\Omega}^{cs} \right] \partial_\mu z^a \partial^\mu \bar{z}^b \right\}. \quad (4.2.45)$$

The complex structure moduli manifold is therefore a special Kähler manifold with Kähler potential as in (2.4.33). The Kähler moduli $v^i$ pair up with the axions $b^i$ to form the complex fields $t^i = b^i - i v^i$. Their kinetic terms read

$$R^{(4)}_{EH} \supset \int_S \sqrt{-g_4} d^4x \left\{ -\frac{1}{4V} \int_{M_6} d^6y \sqrt{g_6} \partial_\mu T \partial^\mu T \right\}$$

$$= \int_S \sqrt{-g_4} d^4x \left\{ - \left[ \frac{1}{4V} \int_{M_6} \omega_i \wedge * \omega_j \right] \partial_\mu \bar{t}^i \partial^\mu \bar{t}^j \right\}$$

$$= \int_S \sqrt{-g_4} d^4x \left\{ -\partial_i \partial_j \left[ -\ln 8V \right] \partial_\mu \bar{t}^i \partial^\mu \bar{t}^j \right\}. \quad (4.2.46)$$

Therefore the Kähler moduli sector also spans a special Kähler manifold with Kähler potential as in (2.4.33).
4.3 The $\mathcal{N} = 1$ theory

Having shown that the moduli fields follow the geometry expected from $\mathcal{N} = 2$ supergravity we turn to the potential. The two expressions for the mass matrix (4.2.29) and (2.3.36) can be compared by going to special co-ordinates where the periods $X^A(t^i) = (1, t^i)$. The prepotential of the vector multiplets special Kähler manifolds can be deduced from the form of the Kähler potential (4.2.46) and takes the form (2.4.34). From this we can calculate the form of the period $F_0$ which reads

$$F_0 \equiv \partial_0 \mathcal{F} = \frac{1}{3!} \mathcal{K}_{ijk} t^i t^j t^k.$$ (4.2.47)

We are now in a position to determine the quaternionic electric and magnetic prepotentials. To do this we restrict to the case where the ill defined field $\bar{B}$ is vanishing

$$\bar{B} = 0.$$ (4.2.48)

This only leaves integrals that can be evaluated explicitly. The non-vanishing prepotentials for that case read

$$P_0^2 = \frac{e^{2\phi}}{\sqrt{8}} \lambda,$$
$$P_1^i = -\frac{e^{2\phi}}{\sqrt{8}} \int_{\mathcal{M}_6} \omega_i \wedge dU^-, $$
$$P_2^i = -\frac{e^{2\phi}}{\sqrt{8}} \int_{\mathcal{M}_6} \omega_i \wedge (dU^+ + G_4),$$
$$P_3^i = \frac{e^{2\phi}}{\sqrt{8}} \int_{\mathcal{M}_6} \omega_i \wedge d\left(e^{-\hat{\phi}} \Omega^+ \right),$$
$$Q^{20} = \frac{e^{2\phi}}{\sqrt{8}} 2m,$$ (4.2.49)

where $U^+$ and $U^-$ denote the real and imaginary parts of $U$. It can be explicitly seen from the kinetic terms (4.2.12) and (4.2.13) that there is no coupling between the vector multiplet scalars and the gauge fields and so the vector multiplets Killing vectors always vanish. We have therefore completely specified the four-dimensional $\mathcal{N} = 2$ theory resulting from compactifications of type IIA string theory on manifolds with $SU(3)$-structure where the non-exact part of the NS flux $H_3$ is vanishing.

4.3 The $\mathcal{N} = 1$ theory

Compactifying on manifolds with $SU(3)$-structure leads to an $\mathcal{N} = 2$ supergravity in four dimensions. The vacuum of the theory however need not preserve the full supersymmetry.
In this section we show that, depending on the type of manifold and the fluxes present, the full supersymmetry can be spontaneously broken to either $\mathcal{N} = 1$ or no supersymmetry. We go on to examine a particular case of manifold where the supersymmetry is broken to $\mathcal{N} = 1$. For that case we derive the effective $\mathcal{N} = 1$ theory about the $\mathcal{N} = 1$ preserving vacuum and argue that generically all the moduli fields are stabilised for such manifolds. We go on to consider an explicit example of such a manifold and recover the expected properties.

### 4.3.1 Spontaneous partial supersymmetry breaking

The gravitini mass matrix is a useful object for studying the supersymmetry of a theory. The number of supersymmetries that the theory preserves is given by the number of massless gravitini. This follows directly from the supersymmetric variations of the gravitini which must vanish to preserve supersymmetry. We can use this constraint to study how much supersymmetry is preserved by the class of $SU(3)$-structure manifolds we are compactifying on. Consider the case where we have the following vanishing torsion classes

\[ \text{Re} (W_1) = \text{Re} (W_2) = W_3 = W_4 = W_5 = 0. \]  

(4.3.1)

These type of manifolds are a subset of half-flat manifolds where also $W_3 = 0$ and the solution in section (4.1) showed that they form the most general $\mathcal{N} = 1$ vacuum. However it is important to note that this only tells us about the vacuum, in general away from the vacuum more torsion classes may be non-vanishing. Our choice of manifold constrains these torsion classes to also vanish away from the vacuum and so the manifold is not the most general one that could preserve $\mathcal{N} = 1$ supersymmetry in the vacuum. Nonetheless they still form a wide range of possible manifolds with nearly-Kähler manifolds being an important subset. The non-exact NS flux $\hat{B}$ is turned off as it is inconsistent with the induced torsion classes. This can be verified by noticing that, with the present torsion classes, the NS flux in the solution (4.1.6) is exact.

The $S_{12}$ terms in the mass matrix (4.2.29) vanish for all manifolds that satisfy (4.3.1) and the mass matrix diagonalises. The gravitini are then mass eigenstates and we can
evaluate the mass gap $\Delta M^2$ between the two gravitini which is given by

$$\Delta M^2 = |S_{11}|^2 - |S_{22}|^2$$

$$= \frac{e^{4\phi}}{64V} \left\{ \int_{\mathcal{M}_6} \left( dJ \wedge c + \frac{m}{3} J \wedge J - G_4 \wedge J - mb \wedge b \wedge J \right) \int_{\mathcal{M}_6} db \wedge \left( e^{-\hat{\phi}} \Omega^{-} \right) 
- \left[ \lambda + \int_{\mathcal{M}_6} \left( db \wedge c - \frac{m}{3} b \wedge b \wedge b + mb \wedge J \wedge J - G_4 \wedge b \right) \right] 
\times \int_{\mathcal{M}_6} dJ \wedge \left( e^{-\hat{\phi}} \Omega^{-} \right) \right\}, \quad (4.3.2)$$

where all the quantities are evaluated in the vacuum. For general fluxes, the masses of the gravitini are non-degenerate. This implies that we no longer have $\mathcal{N} = 2$ supersymmetry. Indeed such a mass gap corresponds to partial supersymmetry breaking with $\mathcal{N} = 2 \rightarrow \mathcal{N} = 1$ for a physically massless lighter gravitino or full supersymmetry breaking with $\mathcal{N} = 2 \rightarrow \mathcal{N} = 0$ for a physically massive lighter gravitino. We have already encountered a flux configuration that gives a solution preserving $\mathcal{N} = 1$ supersymmetry in section 4.1. We can see how this is realised in terms of gravitino masses and partial supersymmetry breaking by studying the mass matrix for the solution.

We can check that one of our gravitini is indeed physically massless by substituting the solution (4.1.6) into our mass matrix (4.2.29) and checking that one of the gravitini has a mass corresponding to the gravitino mass found in the solution. Putting the solution (4.1.6) into the gravitino mass matrix and performing the rescalings (4.2.10), we find firstly that $S_{12} = 0$. This means that $\psi^{1,2}$ are both mass eigenstates, with eigenvalues given by

$$S_{11} = \frac{1}{10} me^{\frac{5}{2} \hat{\phi}} - \frac{i}{12} f e^{\frac{1}{2} \hat{\phi}},$$

$$S_{22} = -3S_{11}. \quad (4.3.3)$$

Comparison with (4.1.9) gives that $|S_{11}| = |M_4|$. We therefore see that for the background solution we have considered, a mass gap opens up for the two gravitini such that the $\psi^1$ is physically massless and $\psi^2$ is physically massive. With a slight abuse of terminology we shall therefore refer to the lower mass gravitino as massless and the higher mass one as massive.

Before concluding this section we mention some subtle issues related to the spontaneous $\mathcal{N} = 2 \rightarrow \mathcal{N} = 1$ breaking. It has been shown [23–25, 28, 29] that in Minkowski space spontaneous partial supersymmetry breaking can only occur if the symplectic basis in the...
vector-multiplet sector is such that no prepotential exists. However these results do not apply to the cases we discuss in this paper for the following reasons. First of all, the no-go result above has been obtained for purely electric gaugings of the $\mathcal{N} = 2$ supergravity. Here we have magnetic gaugings as well and going to purely electric gaugings requires performing some electric-magnetic rotation which, in special cases, can take us to a symplectic basis where no prepotential exists. The second argument is that we encounter the phenomenon of spontaneous partial supersymmetry breaking in AdS space and in such a case it is not clear how to extend the no-go arguments of [23].

4.3.2 The superpotential and Kähler potential

For the cases where there is a mass gap between the two gravitini it is possible to consider an effective theory below the mass scale of the higher mass gravitino. This effective theory may be an $\mathcal{N} = 1$ supergravity, if the other gravitino is massless, or not supersymmetric if it is massive. The former case is easier to analyse because of the supersymmetry and we have already discussed a scenario where the partial supersymmetry breaking is realised. We therefore consider this case and proceed to derive the effective $\mathcal{N} = 1$ theory about the vacuum.

We begin by calculating the $\mathcal{N} = 1$ superpotential and Kähler potential. In the effective $\mathcal{N} = 1$ theory the remaining gravitino mass is given by (2.3.40). It is only this Kähler-invariant combination of $W$ and $K$ that has any physical significance, although it is still natural to decompose (2.3.40) as

\[
e^{\frac{1}{2}K} = \frac{e^{2\phi}}{\sqrt{8V}},
\]

\[
W = -\frac{i}{2\sqrt{8}} \left[ \lambda + \int_{\mathcal{M}_6} \left( -\frac{1}{3} m T \wedge T + G_4 \wedge T + dT \wedge U \right) \right].
\]

Note that, as discussed in section 4.3.1, to retain consistency with the torsion classes we have set $\dot{B} = 0$. This gives a general form for the superpotential and Kähler potential coming from the $\mathcal{N} = 1$ effective action following spontaneous breaking of the $\mathcal{N} = 2$. The theory may also have D-terms corresponding to the off-diagonal elements of the $\mathcal{N} = 2$ gravitini mass matrix, $S_{12}$ in (4.2.29), which vanish for type of manifolds we are considering (4.3.1). Note that we have taken $\psi^1$ to be the lower mass gravitino, the case where $\psi^2$ has the lower mass corresponds to complex conjugation of $U$.

To determine the theory fully we have to identify the correct degrees of freedom to truncate. This amounts to identifying the massive $\mathcal{N} = 1$ superfields that arise from the
\( \mathcal{N} = 2 \) multiplets. Useful constraints are imposed by the requirements for a consistent truncation of \( \mathcal{N} = 2 \) to \( \mathcal{N} = 1 \) discussed in section 2.3. These constraints are however not enough to determine the truncation completely for the case of a general \( SU(3) \)-structure manifold. However we now argue that for the class of manifolds we are considering (4.3.1), this is possible.

For the choice of manifold (4.3.1) the basis form differential relations (4.2.37) reduce to

\[
\begin{align*}
    d\omega_i &= E_i \beta_0, \\
    d\alpha_0 &= E_i \bar{\omega}^j, \\
    d\bar{\omega}^j &= 0 = d\beta_A = d\alpha_{A \neq 0},
\end{align*}
\]

for \( E_i \equiv E_{0i} \). Applying (4.3.6) to (2.2.16) we arrive at

\[
\begin{align*}
    dJ &= E_i \nu^i \beta^0 = -\frac{3}{2} \text{Im} (\mathcal{W}_1) \text{Re} (\bar{\Omega}) , \\
    d\Omega &= Z^0 E_i \bar{\omega}^j = i \text{Im} (\mathcal{W}_1) J \wedge J + i \text{Im} (\mathcal{W}_2) \wedge J .
\end{align*}
\]

Equation (4.3.7) is the motivation that lies behind this choice of manifold. We see that \( \text{Re} (\bar{\Omega}) \) only has one component, which is \( \beta^0 \). This means that \( \Omega^{cs} \) only has non-vanishing periods \( X^0 \) and \( F_0 \). The homogeneity of \( \Omega^{cs} \) means that the two periods are not physical and so we reach the conclusion that for the type of manifolds we are considering \( \Omega^{cs} \) carries no degrees of freedom or, in terms of the field content, there are no complex structure moduli. There are therefore no hypermultiplets present in the theory and just a single tensor multiplet. The truncation of the \( \mathcal{N} = 2 \) hypermultiplet sector to \( \mathcal{N} = 1 \) superfields is trivial and this is precisely the difficult sector to truncate. With this simplification we are able to perform the truncation.

From the constraints in section 2.3.3 we know that in order to have partial supersymmetry breaking we need at least two massive vectors \( V^1 \) and \( V^0 \) to form the massive spin-\( \frac{3}{2} \) multiplet. The vectors should become massive by eating two Goldstone bosons from the hypermultiplet or tensor multiplet sector. In the scenario at hand this is realised by one massive vector \( V^1 \) arising as the dual of the massive two-form \( B \), and the other \( V^0 \) becoming massive by eating one of the scalar components of the tensor multiplet. In the model at hand we have two possible Pecci-Quinn shift symmetries which can be gauged in this way. They correspond to the two scalar fields which arise from the expansion of the three-form \( c \) in the basis of three-forms \( \{ \alpha_0, \beta^0 \} \) given in (4.2.44). In order to gauge one
of these two directions, or a combination thereof, we need that the corresponding combination of the forms \( \alpha_0 \) and \( \beta^0 \) is exact. Without loss of generality we will assume that \( \beta^0 \) is exact. Consistency with (4.2.31) implies then that \( \alpha_0 \) is not closed. We therefore see that the scalar field which comes from the expansion in the form \( \beta^0 \), which is \( \tilde{\xi}_0 \), is a Goldstone boson and is eaten by one (or a combination) of the vector fields which come from the expansion of \( \hat{C}_3 \). Therefore we learn that the fields which survive the truncation in the \( \mathcal{N} = 1 \) theory are the dilaton and the second scalar field from the expansion of \( c \) which is \( \xi^0 \). Together they form the scalar components of an \( \mathcal{N} = 1 \) chiral superfield. The final thing which we need to do is to identify the correct complex combination of these two fields which defines the correct coordinate on the corresponding Kähler submanifold. Knowing that the \( \mathcal{N} = 2 \) gravitini mass matrix entries become the superpotential in the \( \mathcal{N} = 1 \) theory, which has to be holomorphic in the chiral fields, we are essentially led to the unique possibility

\[
U^0 \equiv \xi^0 - ie^{-\phi} \left( \frac{-4iX^0}{F_0} \right)^\frac{1}{2}.
\]

(4.3.9)

The quantity \( -4iX^0/F_0 \) is a positive real number as in the particular choice of symplectic basis we have made (\( \beta_0 \) is exact) \( X^0 \) is purely imaginary.

To check that this is indeed the correct superfield we should make sure we recover the moduli space metric from the Kähler potential in the gravitino mass. Inserting (4.2.42) into (4.1.1) we get the kinetic term

\[
S^U_{\text{kin}} = \int_S \sqrt{-g} d^4x \left[ - \left( \frac{F_0}{-4iX^0} \right) e^{2\phi} \partial_\mu \left( \xi^0 - ie^{-\phi} \left( \frac{-4iX^0}{F_0} \right)^\frac{1}{2} \right) \partial^\mu \left( \xi^0 + ie^{-\phi} \left( \frac{-4iX^0}{F_0} \right)^\frac{1}{2} \right) \right].
\]

(4.3.10)

We see that taking the second derivatives,

\[
-\partial_{U^0} \partial_{\bar{U}^0} \ln \left[ \frac{e^{4\phi}}{8\sqrt{2}} \right] = \left( \frac{F_0}{-4iX^0} \right) e^{2\phi},
\]

(4.3.11)

and so (4.3.4) is indeed the correct Kähler potential and (4.3.9) is the correct superfield. Determining the superfields arising from the \( \mathcal{N} = 2 \) vector multiplets is a much easier task as they are just the natural pairing found in (5.1.16)

\[
T^i \equiv b^i - iv^i,
\]

(4.3.12)

where the index \( i \) now runs over the lower mass fields.

Having identified the \( \mathcal{N} = 1 \) superfields we can write the superpotential for those fields

\[
W = \frac{-i}{2\sqrt{8}} \left( \lambda - \frac{1}{3} mK_{ijk}T^iT^jT^k - E_iT^iU^0 - e_iT^i \right),
\]

(4.3.13)
where we have decomposed the RR flux

\[ G_4 = e_i \tilde{\omega}^i. \]  \hspace{1cm} (4.3.14)

Note that this flux becomes exact if

\[ e_i = Q E_i, \]  \hspace{1cm} (4.3.15)

for any constant \( Q \). In that case it simply corresponds to a rescaling of the superfield \( U^0 \) and can be dropped. The Kähler potential follows simply from (4.3.4). The superpotential is particularly interesting since all the fields feature in it non-trivially. This raises the possibility that all the moduli fields are stabilised and indeed this is generally the case. To show this, and to make explicit the whole construction discussed in this chapter we consider an example manifold.

4.4 The coset \( SU(3)/U(1) \times U(1) \)

Having derived in section 4.3.2 the form of the \( \mathcal{N} = 1 \) effective theory on a general manifold with torsion classes (4.3.1), in this section we study an explicit example of such a manifold. Denoting the internal manifold by \( \mathcal{Y} \) we consider the coset space

\[ \mathcal{Y} = \frac{SU(3)}{U(1) \times U(1)}. \]  \hspace{1cm} (4.4.1)

Cosets are particularly useful as examples of structure manifolds because the spectrum of forms that respect the coset symmetries is highly constrained. This allows us to calculate the structure forms, the expansion basis and their differential relations. The particular case \( SU(3)/U(1) \times U(1) \) was first considered in [103], and there are more details about cosets in general and about this coset in the appendix. As well as forming an example of a manifold that leads to an \( \mathcal{N} = 1 \) theory the coset makes the whole construction of manifolds with \( SU(3) \)-structure explicit and so serves to clarify the ideas presented in this chapter and in section 2.2.1.

The derivation of the form spectrum on the coset is given in the appendix and here we summarise the results. The metric on the coset is derived by calculating the most general
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symmetric two-tensor that respects the coset symmetries which for this case is given by

$$g = \begin{pmatrix} a & 0 & 0 & 0 & 0 \\ 0 & a & 0 & 0 & 0 \\ 0 & 0 & b & 0 & 0 \\ 0 & 0 & 0 & b & 0 \\ 0 & 0 & 0 & 0 & c \\ 0 & 0 & 0 & 0 & c \end{pmatrix},$$

(4.4.2)

where all the parameters are real. The parameters of the metric are the geometric moduli and we see that we have three real moduli fields. Note that the volume of the coset is given by

$$V = abc.$$  

(4.4.3)

There exists a basis two-forms on the coset $\{\omega_1, \omega_2, \omega_3\}$ and their Hodge duals. There are also two independent three-forms $\{\alpha_0, \beta^0\}$. The form bases satisfies the algebraic relations (4.2.30) and have the only non-vanishing intersection number

$$K_{123} = 1.$$  

(4.4.4)

To find the structure forms $J$ and $\Omega$ we impose the $SU(3)$-structure conditions (2.2.8) on the most general two-form and three-form that respect the coset symmetries. This uniquely determines their structure in terms of the metric parameters and the basis forms

$$J = a\omega_1 + b\omega_2 + c\omega_3,$$

$$\Omega = \sqrt{abc} \left(i\alpha_0 - 4\beta^0 \right).$$  

(4.4.5)

In terms of the moduli classification we see that the coset has three Kähler moduli and no complex structure moduli.

The coset also restricts how the differential operator acts on forms and using this we can determine the differential relations of the basis forms which read

$$d\omega_i = 4\beta_0,$$

$$d\alpha_0 = 4\left(\bar{\omega}^1 + \bar{\omega}^2 + \bar{\omega}^3\right),$$

$$d\bar{\omega}^i = 0 = d\beta^A = d\alpha_{A\neq0}.$$  

(4.4.6)

We see that these are of the form (4.3.6) where the free parameters $E_i$ have been fixed by the geometry. With these relations the structure forms satisfy the differential relations
(2.2.16) with torsion classes
\[ \mathcal{W}_1 = \frac{2ia + b + c}{3 \sqrt{abc}} , \]
\[ \mathcal{W}_2 = -\frac{4i}{3} \frac{1}{\sqrt{abc}} [a(2a - b - c)\omega_1 + b(2b - a - c)\omega_2 + c(2c - a - b)\omega_3] . \] (4.4.7)

The expression for the torsion classes 4.4.7 shows the explicit dependence of the torsion on the moduli. An important feature is that for particular values of the moduli some torsion classes vanish which for general values are not zero. This makes explicit the point made in section 4.3.2 that the torsion classes in the vacuum are a subset of the torsion classes of the action.

### 4.4.1 $\mathcal{N} = 1$ supersymmetric minima

The structure of the coset exactly matches the requirements of section 4.3.2 and so the results derived in the section apply for this case. We can therefore go on to derive the effective $\mathcal{N} = 1$ theory on the coset. We begin by identifying the fields of the theory. Comparing (4.2.39) with (4.4.5) we are able to relate the Kähler moduli to the metric parameters
\[ v^1 = a, \quad v^2 = b, \quad v^3 = c . \] (4.4.8)

There are no geometric moduli associated with complex structure deformations. In the effective theory we therefore have three superfields $T^1, T^2, T^3$ from the Kähler sector and the superfield $U^0$ coming from the tensor multiplet. Using the decomposition of $\Omega^{cs}$ in (4.2.40), together with (A.6.6) and (4.4.5), gives $F_0 = -4iZ^0$, and so the superfields are
\[ T^i = b^i - iv^i , \]
\[ U^0 = \xi^0 - ie^{-\phi} . \] (4.4.9)

In terms of the superfields the superpotential (4.3.13) and Kähler potential (4.3.4) are given by
\[ W = \frac{-i}{2\sqrt{8}} \left[ \lambda - 2mT^1 T^2 T^3 - 4(T^1 + T^2 + T^3)U^0 \right. \]
\[ \left. -eiT^1 - e_2 T^2 - e_3 T^3 \right] , \] (4.4.10)
\[ K = -4\ln \left[ \frac{i}{2} (U^0 - \bar{U}^0) \right] - \ln \left[ -i(T^1 - \bar{T}^1) (T^2 - \bar{T}^2) (T^3 - \bar{T}^3) \right] . \] (4.4.11)

This completely specifies the $\mathcal{N} = 1$ low energy effective theory.
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We are now in a position to consider moduli stabilisation. This amounts to finding minima of the scalar potential with respect to all the fields. Finding all the minima of the scalar potential is a difficult task, however we can look for particular minima for which the analysis is simplified. It is a well known result that supersymmetric minima are stable vacua which are determined by the solutions to the F-term equations for the superpotential (4.4.10), which read

\[
D_{T_1} W = -2m T^2 T^3 - 4U^0 - e_1 - \frac{W}{T^1 - T^3} = 0,
\]
\[
D_{T_2} W = -2m T^1 T^3 - 4U^0 - e_2 - \frac{W}{T^2 - T^3} = 0,
\]
\[
D_{T_3} W = -2m T^1 T^2 - 4U^0 - e_3 - \frac{W}{T^3 - T^3} = 0,
\]
\[
D_{U^0} W = -4 \left( T^1 + T^2 + T^3 \right) - \frac{4W}{U^0 - U^0} = 0,
\] (4.4.12)

where the Kähler covariant derivative is given by $D_T = \partial_T + (\partial_T K)$. We arrive at four independent complex equations which serve to fix the four complex scalar fields present. To show that this is the case we solve them explicitly for a simplifying choice of parameters. We choose

\[
e_1 = e_2 = e_3,
\] (4.4.13)

which means that the flux $G_4$ becomes exact and so can be absorbed into the definition of $U^0$. In effect this is equivalent to setting $e_i = 0$. We can then look for a solution where the Kähler superfields are equal $T^1 = T^2 = T^3 \equiv T$. In this case the equations simplify to the form

\[
U^0 = \frac{1}{24TT} \left[ -T(\lambda - 2mT^3) + 3T(\lambda - 2mT^3) \right],
\] (4.4.14)
\[
0 = 6m T^2 T^3 - \lambda T + 2\lambda T + 3\lambda T^2 - 2\lambda T^2 + 4m T^3 T^2 - 12m TT^4.
\] (4.4.15)

The unique solution for $m > 0$ has $\lambda < 0$ and the vacuum expectation values for the superfield components are

\[
\langle b^1 \rangle = \langle b^2 \rangle = \langle b^3 \rangle = -\frac{5\sqrt{35}}{20} \left( \frac{-\lambda}{m} \right)^{\frac{4}{3}},
\]
\[
\langle v^1 \rangle = \langle v^2 \rangle = \langle v^3 \rangle = \frac{\sqrt{35}}{4} \left( \frac{-\lambda}{m} \right)^{\frac{1}{3}},
\]
\[
\langle \xi^0 \rangle = \frac{5\sqrt{35}}{20} \left( m\lambda^2 \right)^{\frac{4}{3}},
\]
\[
\langle e^{-\phi} \rangle = \frac{\sqrt{35}}{20} \left( m\lambda^2 \right)^{\frac{1}{3}}.
\] (4.4.16)
This forms an explicit example of a minimum where all the moduli are stabilised thereby solving the difficult vacuum degeneracy problems outlined in section 2.5. The vacuum forms the first and, so far, only example of a purely perturbative vacuum in string theory where all the fields (moduli and axions) are stabilised. Non-perturbative effects are not expected to play a role here since all the fields appear at tree-level in the superpotential. It does not require the use of orientifolds and the supersymmetry breaking occurs spontaneously rather than through an orientifold projection. The absence of non-perturbative effects means that the four-dimensional vacuum can be uplifted to the full ten-dimensional solution and it can be checked that the vacuum (4.4.16) satisfies the ten-dimensional constraints (4.1.6). This is a non-trivial result and forms an independent check on the procedure of supersymmetry breaking and, more importantly, on the basis of forms used in the compactification.

Substituting the vacuum (4.4.16) into the expression for the torsion class \( \mathcal{W}_2 \) (4.4.7) we find that in the vacuum \( \mathcal{W}_2 \) vanishes. This makes explicit the difference between the torsion classes in the vacuum and in the action. The vanishing of \( \mathcal{W}_2 \) can be directly attributed to the simplification we made in turning off the non-exact flux \( e_i \). This in turn allowed a solution where the \( T^i \) superfields took the same values. In the presence of \( e_i \) flux the superfields would take differing values in the vacuum and the torsion class \( \mathcal{W}_2 \) would be non-zero.

We now turn to some brief phenomenological properties of the vacuum (4.4.16). The first thing to check is the consistency of the solution in terms of large volume and weak coupling. Substituting the vacuum solution into the expressions for the volume (4.4.3) and the string coupling, \( g_s = e^\phi \), gives that we can go to arbitrary large volume and weak-coupling by taking \( |\lambda| > > |m| \). Although the vacuum is consistent it lacks a number of key phenomenological features. In terms of the matter fields the fact that there are only two three-cycles means that it is not possible to embed a realistic intersecting \( D6 \)-branes model. Also all the axionic fields are massive which rules them out as candidates for the QCD axion.

The most serious problem is that the vacuum is anti deSitter (AdS) which can be seen from the value of the scalar potential in the vacuum

\[
\langle V \rangle = -3e^K |W|^2 = \frac{-7.25}{(-m\lambda^5)^{\frac{1}{3}}}. \tag{4.4.17}
\]

Although the limit \( |\lambda| \rightarrow \infty \) leads to Minkowski, the cosmological constant is generally
negative. This of course is a problem that plagues most of the vacua found in supergravities. One possible resolution to this problem is the introduction of new effects into the potential such as anti-$D6$-branes which could uplift the potential to a positive or zero value. Such a mechanism has yet to be constructed in type IIA string theory but does exist in the type IIB case [89]. The possibility of such an uplift motivates studying the local form of the potential near the minimum. The fact that the vacuum is a supersymmetric AdS vacuum means that it is stable even if it is a saddle point [98, 99]. However following a possible uplift to Minkowski or deSitter space saddle points become unstable vacua. We can construct a Hermitian block matrix from the second derivatives of the potential with respect to the superfields evaluated at the solution

$$
H \equiv \begin{pmatrix}
V_{\mathcal{I}} & V_{iJ} \\
V_{i\mathcal{J}} & V_{JJ}
\end{pmatrix},
$$

(4.4.18)

$$
V_{i\mathcal{J}} = e^K K^{LM} \partial_L (D_i W) \partial_{\mathcal{M}} (D_{\mathcal{J}} W) - 2e^K K_{i\mathcal{J}} |W|^2, 
$$

(4.4.19)

$$
V_{iJ} = -\overline{W} e^K \partial_I (D_J W).
$$

(4.4.20)

Then for the solution to be a local minimum in all the directions associated with the components of the superfields the matrix $H$ must be positive definite. Inserting the solution (4.4.16) into (4.4.20) we find that out of the eight real eigenvalues only six are positive. This means that there are two real directions for which the potential is at a maximum. The vacuum is therefore unstable under a direct uplift to Minkowski or deSitter space. It is possible however that since an uplift requires new terms in the potential the local structure may be modified by these new terms so that it is stable. The tachyonic directions are in the Kähler superfields sector as can be seen by directly plotting the potential in the axio-dilaton direction as in figure 4.1. Therefore it is that sector that would have to be modified to solve the uplift problem.

4.5 Summary

In this chapter we studied compactifications of type IIA string theory on manifolds with $SU(3)$-structure. The presence of fluxes was shown to generate a potential for the moduli fields in four dimensions. It was then argued, using ten-dimensional solutions, that the flux energy density back-reacts on the geometry of the manifold inducing torsion so that the manifold is no longer CY. This formed the motivation for considering compactifications on manifolds with general $SU(3)$-structure. We proceeded to derive the four-dimensional
Figure 4.1: Plot showing the scalar potential for the directions $\xi^0$ and $e^{-\phi}$ (denoted as $D$).

action and its interpretation as a gauged $\mathcal{N} = 2$ supergravity with electric and magnetic gauging. Through the form of the four-dimensional gravitini mass matrix we were able to study the phenomenon of spontaneous partial supersymmetry breaking and, by restricting the present torsion classes, derive the resulting effective $\mathcal{N} = 1$ supergravity. We showed that this supergravity has a stable vacuum where all the moduli are stabilised in a perturbative manner thereby solving the vacuum degeneracy problem.
In this chapter we study compactifications of M-theory on seven-dimensional manifolds with $SU(3)$-structure [104]. Similar work can be found in [76, 78, 83, 105]. Unlike the type IIA case studied in chapter 4 these manifolds are not the type that preserve the minimum amount of supersymmetry in four-dimensions, these are the manifolds with $G_2$-structure, for which compactifications have been studied in [106–109]. However, as we saw in chapter 4, the supersymmetry of the action need not be fully preserved by the vacuum. Eleven-dimensional solutions that explore the structure of the vacuum have been studied for the cases of $SU(2)$, $SU(3)$ and $G_2$-structure in [12, 13, 110–115]. An interesting point to come out of these studies is that compactifications on manifolds with $SU(3)$-structure have a much richer vacuum spectrum than manifolds with $G_2$-structure. Indeed there are solutions that preserve only $\mathcal{N} = 1$ supersymmetry in the vacuum putting them on an equal phenomenological grounding with $G_2$ compactifications in that respect. There are however many phenomenologically appealing features that are not present in the $G_2$ compactifications such as warped anti-deSitter solutions and solutions with non-vanishing internal flux. Therefore manifolds with $SU(3)$-structure form an important set of compactifications to consider.

As was the case in type IIA, the presence of fluxes induces torsion on the manifold and therefore the manifolds do not preserve $SU(3)$-holonomy but are of a more general $SU(3)$-structure. This is important since, as discussed in section 2.2.1, compactifications
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of M-theory on manifolds with $SU(3)$-holonomy are equivalent to compactifications of type IIA string theory on CY manifolds. In this chapter we show that because the $SU(3)$-structure naturally picks out a vector on the internal manifold these compactifications can be cast into a form that is similar to the type IIA compactifications on $SU(3)$-structure manifolds considered in chapter 4. Indeed the structure of this chapter is very similar in nature to chapter 4 and many of the arguments used there apply for this case. For this reason the issues that arise in this chapter which have a parallel in the IIA case are not discussed extensively and the reader is referred to chapter 4 for more detail.

We begin this chapter with a reduction of eleven-dimensional supergravity on a general manifold with $SU(3)$-structure deriving the resulting $\mathcal{N} = 2$ theory in four dimensions. The four-dimensional gravitini mass matrix is then used to explore the amount of supersymmetry preserved by various manifolds. We begin by looking at vacua that preserve $\mathcal{N} = 2$ supersymmetry in section 5.2. We derive the most general $\mathcal{N} = 2$ solution and use it as a check on the mass matrix. We then show how this solution can be used to find explicit vacua of an example manifold. In section 5.3 we move on to the more phenomenologically interesting $\mathcal{N} = 1$ vacua and show that some classes of $SU(3)$-structure manifolds induce spontaneous partial supersymmetry breaking that leads to an $\mathcal{N} = 1$ effective theory. We derive this theory and go through an explicit example of moduli stabilisation.

5.1 Reduction of eleven-dimensional supergravity

The theory that we consider is the low energy limit of M-theory that is eleven-dimensional supergravity. The action of the theory is given by [7]

$$
S_{11} = \frac{1}{\kappa_{11}^2} \int_{M_{11}} \sqrt{-g_{11}} d^{11}X \left[ \frac{1}{2} \hat{R} - \frac{1}{2} \Psi_M \hat{\Gamma}^{MNP} \hat{D}_N \Psi_P - \frac{1}{4!} \hat{F}_{MNPQ} \hat{F}^{MNPQ} \right. \\
+ \frac{1}{2} \frac{1}{(12)^4} \epsilon^{LMNPQRSTU} \hat{F}_{LMNP} \hat{F}_{QRST} \hat{C}_{UVW} \\
- \frac{3}{4(12)^2} (\Psi_M \hat{\Gamma}^{MNPQRS} \Psi_N + 12 \Psi_P \hat{\Gamma}^{PQR} \Psi^S) F_{PQRS} \right].
$$

The field spectrum of the theory contains the eleven-dimensional graviton $\hat{g}_{MN}$, the three-form $\hat{C}_{MNP}$ and the gravitino, $\Psi_P$. The indices run over eleven dimensions $M, N, \ldots = 0, 1, \ldots, 10$. For $\gamma$ matrix and $\epsilon$ tensor conventions see the Appendix. $\kappa_{11}$ denotes the eleven-dimensional Planck constant which we shall set to unity henceforth thereby fixing our units.
In this section we consider this theory on a space which is a direct product $M_{11} = S \times M_7$ with the metric ansatz

$$ds^2_{11} = g_{\mu\nu}(x)dx^\mu dx^\nu + g_{mn}(x,y)dy^m dy^n,$$

where $x$ denotes co-ordinates in four dimensions and $y$ are the co-ordinates on the internal compact manifold. This ansatz is not the most general ansatz possible for the metric as we have not included a possible warp factor. As discussed in chapter 4 there are many compactifications that can consistently neglect such a warp factor because either a warp factor is not induced by the flux or it can be perturbatively ignored if the internal volume is large enough. For now we proceed with an unwarped ansatz bearing in mind that this is only consistent for certain compactifications.

The four-dimensional effective theory is an $\mathcal{N} = 2$ gauged supergravity. In the upcoming sections we derive the quantities necessary to specify this theory. The kinetic terms for the low energy fields are derived from the Ricci scalar and the kinetic term for the three-form. The prepotentials are derived from the four-dimensional gravitini mass matrix and the vector multiplet Killing vectors are calculated through explicit dimensional reduction.

### 5.1.1 The Ricci scalar

The reduction of the Ricci scalar follows the same methodology as in chapter 4. We begin by writing the metric variations in terms of the structure forms and then decompose the Ricci scalar appropriately. In fact we now show that the presence of the vector $V$ allows us to cast the metric deformations into a form very similar to the IIA case considered in chapter 4. However, it is important to remember that a decomposition of the seven-dimensional manifold into a six-dimensional sub-manifold and a circle is never assumed and is not generally the case. The analogy with IIA is done at the 'four-dimensional' level while all internal forms have a general dependence on all the seven internal co-ordinates.

The $SU(3)$-structure induces a metric on the manifold that we can write in terms of the invariant forms as

$$g_{ab} \equiv |s|^{-\frac{1}{2}}s_{ab},$$

$$s_{ab} \equiv \frac{1}{16} \left[ \frac{1}{4} (\Omega_{amn}\bar{\Omega}_{bpq} + \bar{\Omega}_{amn}\Omega_{bpq}) + \frac{1}{3} V_a V_b J_{mn} J_{pq} \right] J_{rs} V_t \hat{\epsilon}^{mntqir}. \tag{5.1.3}$$

This expression for the metric can be checked by performing the contractions on the right-hand-side using the appropriate $SU(3)$-structure identities. Varying the formula above we
can write the metric deformations as
\[ \delta g_{ab} = \frac{1}{8} \delta \Omega_{(a} \Omega_{b)}^{mn} + \frac{1}{8} \Omega_{(a} \delta \Omega_{b)}^{mn} + 2V_{(a} \delta V_{b)} + V_a V_b (J_a \delta J) + J_a \delta J_{b)m} \\
+ V^m V_{(a} J^n_{b)} \delta J_{mn} - \frac{1}{3} \left( \frac{1}{4} \delta \Omega \delta \Omega + \frac{1}{4} \Omega \delta \Omega + J \delta J \right) g_{ab}. \] (5.1.4)

This is very similar to CY compactifications where the metric variations were expressed in terms of Kähler class and complex structure deformations. Keeping the terminology we refer to the scalar fields associated with \( \delta J \) and \( \delta \Omega \) as Kähler moduli and complex structure moduli respectively. Furthermore we denote the scalar associated to \( \delta V \) as the dilaton in complete analogy to the type IIA compactifications.

Before starting the derivation of the kinetic terms associated to the metric deformations discussed above we mention that the metric variations can be dealt with more easily in terms of the variations of either of the two \( G_2 \)-structures which can be defined on seven-dimensional manifolds with \( SU(3) \)-structure (2.2.36). The expression (5.1.4) can be written as
\[ \delta g_{ab} = \frac{1}{2} \varphi_{(a}^{+m} \delta \varphi_{b)}^{+n} - \frac{1}{3} \left( \varphi^{+}_a \delta \varphi^{+}_b \right) g_{ab}. \] (5.1.5)

This is interesting since it shows that the complete metric variations can be parameterised in terms of either of the \( G_2 \)-structures and the full \( SU(3) \)-structure is not required. For each of the \( G_2 \)-structures the formula coincides with the metric variations on a manifold with \( G_2 \)-structure [107].

We now proceed with the compactification of the Ricci scalar. Initially, we do not decompose \( \Omega \) and \( J \) into their four-dimensional scalar components but with the vector \( V \) we write
\[ V(x, y) \equiv e^{\hat{\delta}(x)} z(y), \] (5.1.6)
where \( z \) is the single vector we have on the internal manifold from the \( SU(3) \)-structure requirements. Note that it is still \( V \) and not \( z \) that features in the \( SU(3) \) relations (2.2.28). The difference between \( V \) and \( z \) can be understood as \( V \) is the \( SU(3) \) vector which also encodes the possible deformations of the manifold, while \( z \) is only a basis vector in which we expand \( V \). Therefore, the factor \( e^{\hat{\delta}} \) encodes information about the deformations associated to the vector \( V \). This is completely analogous to the compactification of eleven-dimensional supergravity on a circle to type IIA theory and in order to continue this analogy we call the modulus in equation (5.1.6) the dilaton. We further define a quantity which, in the case where the compactification manifold becomes a direct product of a six-dimensional
manifold and a circle, plays the role of the volume of the six-dimensional space

$$V_6 \equiv e^{-\hat{\phi}} V,$$  \hfill (5.1.7)

where $V$ is the volume of the full seven-dimensional space

$$V \equiv \int \sqrt{|g_7|} d^7 y = \frac{1}{6} \int J \wedge J \wedge J \wedge V.$$  \hfill (5.1.8)

With this quantity we can construct the same structure for the complex structure moduli as in chapter 4. We define the true holomorphic three-form $\Omega^{cs}$ as

$$e^{\frac{1}{2}K^{cs}} \Omega^{cs} \equiv \frac{1}{\sqrt{8}} \Omega(V_6) - \frac{1}{2},$$  \hfill (5.1.9)

where we have also introduced the Kähler potential for the complex structure deformations, $K^{cs}$

$$K^{cs} \equiv -\ln \left( \frac{1}{2} \Omega^{cs} |\Omega^{cs}| V_6 \right) = -\ln i < \Omega^{cs} \overline{\Omega}^{cs} > = -\ln i \int \Omega^{cs} \wedge \overline{\Omega}^{cs} \wedge z.$$  \hfill (5.1.10)

The analogy with the IIA case of chapter 4 holds for the spurious variations of $\Omega^{cs}$ so that the physical variations of $\Omega^{cs}$ correspond to the Kähler covariant derivative.

Using the expression for the metric fluctuations (5.1.4) we derive the variation of the eleven-dimensional Ricci scalar. The calculation is presented in the appendix and here we recall the final result

$$\int_{M_{11}} \sqrt{-\hat{g}_{11}} d^{11} x \frac{1}{2} \hat{R} = \int_S \sqrt{-g_4} d^4 x \left[ \frac{1}{2} \hat{R} - \partial_\mu \hat{\phi} \partial^\mu \hat{\phi} \right. \right. \left. - e^{-\hat{\phi}} e^{K^{cs}} \int_{M_7} \sqrt{g_7} d^7 y \ D_\mu \Omega^{cs} \wedge D^\mu \overline{\Omega}^{cs} \right. \right. \left. - \frac{1}{4} \beta^{-1} e^{-\hat{\phi}} \int_{M_7} \sqrt{g_7} d^7 y \ D_\mu J \wedge D^\mu \overline{J} \right] ,$$  \hfill (5.1.11)

where we have dropped the $R_7$ term. We define the four-dimensional dilaton as

$$\phi \equiv \hat{\phi} - \frac{1}{2} \ln V_6.$$  \hfill (5.1.12)

Finally we note that in order to arrive at the four-dimensional Einstein frame we performed the Weyl rescalings

$$g_{\mu\nu} \to \epsilon^{-1} g_{\mu\nu} , \quad g_{mn} \to e^{-\frac{2}{3} \hat{\phi}} g_{mn}.$$  \hfill (5.1.13)

The important thing to notice in this result is that the metric fluctuations have naturally split into the dilaton, the $J$ and $\Omega^{cs}$ variations with separate kinetic terms. Moreover, due to the dependence of $\sqrt{g_7}$ on the dilaton, it can be seen that the all the dilaton factors drop out from the kinetic terms of the Kähler and complex structure moduli.
5.1 Reduction of eleven-dimensional supergravity

5.1.2 The form fields

As we have seen in the previous subsection, the compactification of the gravitational sector of M-theory on seven-dimensional manifolds with $SU(3)$-structure closely resembles the corresponding compactifications of type IIA theory. Therefore we find it useful to continue this analogy at the level of the matter fields and so we decompose the three-form $\hat{C}_3$ along the vector direction which is featured in the seven-dimensional manifolds with $SU(3)$-structure under consideration. Consequently we write

$$\hat{C}_3 = C_3 + B_2 \wedge z,$$  \hspace{1cm} (5.1.14)

where $C_3$ is assumed to have no component along $z$, i.e. $C_3 \cdot z = 0$. As expected, in the type IIA picture $C_3$ corresponds to the RR three-form, while $B_2$ represents the NS-NS two-form field. Then compactifying the eleven-dimensional kinetic term, taking care to perform the appropriate Weyl rescalings (5.1.13), we arrive at

$$\int_{M_{11}} \sqrt{-\hat{g}} d^{11}x \left[ -\frac{1}{4} \hat{F} \cdot \hat{F} \right]$$  \hspace{1cm} (5.1.15)

One immediately notices that the kinetic term for fluctuations of the $B_2$-field along the internal manifold is the same as the kinetic term for the fluctuations of the fundamental form $J$. Therefore we see that these fluctuations pair up into the complex field

$$T \equiv B_2 - iJ.$$  \hspace{1cm} (5.1.16)

5.1.3 Flux

The only background fluxes that can be turned on in M-theory compactifications and which are compatible with four-dimensional Lorentz invariance are given by

$$\left\langle \hat{F}_4 \right\rangle = f \eta_4 + \mathcal{G} + d \left\langle \hat{c}_3 \right\rangle,$$  \hspace{1cm} (5.1.17)

where

$$\mathcal{G} = d\hat{C}_3.$$  \hspace{1cm} (5.1.18)

We have decomposed the internal parts of the fluxes into an exact and a non-exact part. The non-exact part is the usual flux, as discussed in chapter 4, that arises from the form $\hat{C}_3$ which is not globally well defined. This flux arises from the membrane and is quantised.
There is also an exact part of the flux which arises from the vacuum expectation value of the field coming from $\hat{C}_3$ which we denote $\hat{c}_3$ to distinguish it from the part that is not globally well defined. See (5.1.35) for the explicit definition.

The external part of the flux $f$ is called the Freund-Rubin flux. As observed in the literature [106,107,116], the Freund-Rubin flux is not the true constant parameter describing this degree of freedom. Rather one has to consider the flux of the dual seven-form field strength $\hat{F}_7$

$$
\hat{F}_7 = d\hat{C}_6 + \frac{1}{2}\hat{C}_3 \wedge \hat{F}_4,
$$

(5.1.19)

which should now be the true dual of the Freund-Rubin flux. As can be seen the $\hat{F}_7$ flux also receives a contribution from the ordinary $\hat{F}_4$ flux. Therefore, in general, the Freund-Rubin flux parameter is given by

$$
f = \frac{1}{V} \left( \lambda + \frac{1}{2} \int_{M_7} \hat{c}_3 \wedge G + \frac{1}{2} \int_{M_7} \hat{c}_3 \wedge d\hat{c}_3 \right),
$$

(5.1.20)

where $\lambda$ is a constant which parameterises the seven-form flux.

### 5.1.4 The gravitini mass matrix

Recall from section 2.2.1 that on a seven-dimensional manifold with $SU(3)$-structure one can define two independent (Majorana) spinors which we have denoted $\epsilon_{1,2}$. We therefore consider the ansatz

$$
\hat{\Psi}_\mu = \mathcal{V}^{-\frac{1}{4}} \left( \psi_\mu^1 \otimes \epsilon_1 + \psi_\mu^2 \otimes \epsilon_2 \right),
$$

(5.1.21)

where $\psi^{1,2}$ are the four-dimensional gravitini which are Majorana spinors and the overall normalisation factor is chosen in order to reach canonical kinetic terms in four-dimensions. It is more customary to work with gravitini which are Weyl spinors in four dimensions and therefore we decompose $\psi^{1,2}$ above as

$$
\psi_\mu^\alpha = \frac{1}{2} \left( \psi_{+\mu}^\alpha + \psi_{-\mu}^\alpha \right),
$$

(5.1.22)

where $\alpha, \beta = 1, 2$ and the chiral components of four-dimensional gravitini satisfy

$$
\gamma_5 \psi_{\pm\mu}^\alpha = \pm \psi_{\mp\mu}^\alpha.
$$

(5.1.23)

Then compactifying the eleven-dimensional gravitino terms in (5.1.1) and performing the appropriate Weyl rescalings (5.1.13) we arrive at the four-dimensional action (2.3.29). The
main steps in deriving the mass matrix are presented in appendix C. The result reads

\begin{align*}
S_{11} &= \frac{ie^{\frac{\varphi}{2}}}{8V^2} \left\{ \int_{M_7} \left[ dU^+ \wedge U^+ + 2G \wedge U^+ \right] + 2\lambda \right\}, \\
S_{22} &= \frac{ie^{\frac{\varphi}{2}}}{8V^2} \left\{ \int_{M_7} \left[ dU^- \wedge U^- + 2G \wedge U^- \right] + 2\lambda \right\}, \quad (5.1.24) \\
S_{12} &= S_{21} = \frac{ie^{\frac{\varphi}{2}}}{8V^2} \int_{M_7} \left[ 2iG \wedge \Omega^+ + 2id\hat{c}_3 \wedge \Omega^+ - 2dJ \wedge \Omega^+ \wedge z \right].
\end{align*}

Here $G$ denotes the internal non-exact part of the background flux which was defined in equation (5.1.17), $\lambda$ is the Freund-Rubin constant and we have further introduced

\[ U^\pm \equiv \hat{c}_3 + ie^{\frac{\varphi}{2}}\varphi^\pm = \hat{c}_3 \pm ie^{\frac{\varphi}{2}}\Omega^+ - iJ \wedge z. \quad (5.1.25) \]

The eigenvalues of the gravitini mass matrix determine the amount of supersymmetry in the vacuum. As we did in chapter 4 we use them to study partial supersymmetry breaking in section 5.3. An important concept, that is not present in the six-dimensional case of chapter 4, is the notion of an effective $G$-structure. Consider a manifold where the gravitini $\psi^\mu_\alpha$ in (5.1.21) are mass eigenstates. This corresponds to the case where the off-diagonal terms in the mass matrix vanish. Then a mass gap between the gravitini also implies a mass gap between the two internal spinors $\epsilon_\alpha$. This, in turn, through the definitions of the two $G_2$-structures (2.2.35) means that one $G_2$ form becomes heavier than the other.

In that sense performing the truncation of the higher mass gravitini and its associated matter spectrum corresponds to a truncation of one of the $G_2$-structures. The effective $\mathcal{N} = 1$ theory after the truncation is equivalent to a compactification on a manifold with $G_2$-structure where the $G_2$-structure is the lowest mass one, even though the full manifold has $SU(3)$-structure. The manifold can be said to have an effective $G_2$-structure. We study an explicit example of this phenomenon in section 5.4.1. It is important to note however that not all truncations of the $SU(3)$-structure $\mathcal{N} = 2$ theory to an effective $\mathcal{N} = 1$ theory correspond to an effective $G_2$ compactification. It is only the case when the gravitino mass eigenstates correspond to the internal spinors from which the two $G_2$-structures are constructed. The notion of an effective $G$-structure is particularly important in M-theory compactifications since all manifolds with $G_2$-structure are known to have $SU(2)$-structure [13] and so lead to a $\mathcal{N} = 4$ four-dimensional theory. An $SU(2)$-structure contains two $SU(3)$-structures and so in this chapter we actually study compactifications on an effective $SU(3)$-structure where we assume the other $SU(3)$-structure is massive and can be truncated. This is not as strong an assumption as it appears. In fact in this
chapter we give two explicit manifolds where such a mass hierarchy appears. These are the cosets of section 5.2.2 and section 5.4. Both of the cosets are such that only an $SU(3)$-structure is compatible with the coset symmetries. On coset manifolds the forms that satisfy the symmetries are precisely the lowest mass forms and so we recover an effective $SU(3)$-structure.

5.1.5 The Kaluza-Klein basis

As was the case for six-dimensional manifolds with $SU(3)$-structure, specifying the basis of lowest mass forms on the internal manifold is a difficult task. Given the absence of such a classification in the literature we propose a set of forms motivated through supersymmetry and explicit examples. We first specify the forms and then motivate the choice. The basis includes a single one-form $z$. There are also a set of two-forms $\{\omega_i\}$, and four-forms $\{\tilde{\omega}^i\}$, and set of three-forms $\{\alpha_A, \beta_A\}$ which satisfy

\[
\int_{\mathcal{M}_7} \omega_i \wedge \tilde{\omega}^j \wedge z = \delta_i^j ,
\]

\[
\int_{\mathcal{M}_7} \alpha_A \wedge \beta^B \wedge z = \delta_A^B ,
\]

\[
\int_{\mathcal{M}_7} \alpha_A \wedge \alpha_B \wedge z = \int_{\mathcal{M}_7} \beta^A \wedge \beta^B \wedge z = 0 .
\]

The forms satisfy the following relations

\[
\omega_i \wedge \alpha_A = \omega_i \wedge \beta^A = 0 ,
\]

\[
z \omega_i = z \alpha_A = z \beta^A = 0 .
\]

These forms can in general depend on all seven internal coordinates and not be closed. We do not specify the differential relations in general but calculate them explicitly for the examples considered.

The strongest motivation for this choice of basis is the analogy with type IIA compactifications. We saw in chapter 4 how the basis of forms lead to an $N=2$ supergravity and since we should recover an $N=2$ supergravity also in this case the basis should follow a similar structure. The major difference is the addition of a single one-form $z$ which is obviously motivated through the extra vector $V$ in the seven-dimensional $SU(3)$-structure. Since there is only one independent singlet vector we expect only one one-form. The other possible one-forms are triplets and are therefore ruled out by the same considerations as

\footnote{Note that these are not the Hodge duals of the two-forms since those are five-forms. Rather the correspondence between the four-forms and the two-forms is of the nature $$(\tilde{\omega}^i)_{mnpq} = (\ast \omega_i)_{mnpqr} z_s \delta^s_4.$$}
the six-dimensional case. The relations between the forms (5.1.29) are motivated by the
anticipation that the $SU(3)$-structure forms should be decomposed in terms of the ba-
sis. The constraints then follow from the $SU(3)$-structure relations (2.2.28). As in the
six-dimensional case the index range of the forms is not topological.

5.1.6 The action as a gauged $\mathcal{N} = 2$ supergravity

The eleven-dimensional forms are expanded in the basis (5.1.26) as

\begin{align*}
V(X) &= e^{\hat{\phi}(x)} z(y), \\
J(X) &= v^i(x) \omega_i(y), \\
\Omega^{cs}(X) &= X^A(x) \alpha_A(y) - F_A(x) \beta^A(y), \\
\hat{B}_2(X) &= B(x) + \hat{B}(y) + b^i(x) \omega_i(y), \\
\hat{C}_3(X) &= C(x) + \hat{C}(y) + \xi^A(x) \alpha_A(y) - \tilde{\xi}_A(x) \beta^A(y) + A^i(x) \wedge \omega_i(y).
\end{align*}

Note that the $SU(3)$-structure relations (2.2.28) rule out any component along $z$ in the
expansions of $J$ and $\Omega$. Similarly $B_2$ can not be expanded along the $z$ direction as it
already comes from a three-form with one leg along $z$, while $C_3$ was assumed not to have
any component along $z$ (5.1.14). As was the case in IIA the two-form field $B$ can be
massive and so is not dualised to a scalar. The field content in four-dimensions is then
identical to the IIA case as given in table 4.1.

We also find it useful to introduce at this level one more notation. As we are mostly
interested in the scalar fields in the theory we denote all the fluctuations of $\hat{C}_3$ which give
rise to scalar fields in four dimensions by $\hat{c}_3$. Just from its definition we can see that this is
a three-form on the internal manifold. In terms of the expansions above it takes the form

\begin{equation}
\hat{c}_3(x, y) = b^i(x) (\omega_i \wedge z)(y) + \xi^A(x) \alpha_A(y) - \tilde{\xi}_A(x) \beta^A(y) .
\end{equation}

The geometry of the scalar manifold follows in the same was as the IIA case from the
Kähler potentials

\begin{align*}
K^{cs} &= -\ln i \int_{M_7} \Omega^{cs} \wedge \bar{\Omega}^{cs} \wedge z, \\
K^{km} &= -\ln \frac{4}{3} \int_{M_7} J \wedge J \wedge J \wedge z.
\end{align*}

Since the two-form $B$ is massive the supergravity is electrically and magnetically gauged.
To derive the prepotentials we work with special co-ordinates in the vector multiplet fields
\[ t^i = b^i - iv^i, \] and decompose \( U^\pm \) into
\[ U^\pm = t^i \omega_i \wedge z + \tilde{U}^\pm, \] (5.1.38)

where now \( \tilde{U}^\pm \) is a function of only the hypermultiplet fields. The prepotentials read
\[
\begin{align*}
P_0^1 &= -\sqrt{2}e^{2\phi} \int_{\mathcal{M}_7} \left[ \left( \text{Re} \left( d\tilde{U}^+ \right) + \mathcal{G} \right) \wedge \text{Im} \left( \tilde{U}^+ \right) \right], \\
P_0^2 &= -\frac{e^{2\phi}}{\sqrt{2}} \int_{\mathcal{M}_7} \left[ \left( \text{Re} \left( d\tilde{U}^+ \right) + 2\mathcal{G} \right) \wedge \text{Re} \left( \tilde{U}^+ \right) - \text{Im} \left( d\tilde{U}^+ \right) \wedge \text{Im} \left( \tilde{U}^+ \right) + 2\lambda \right], \\
P_0^3 &= \sqrt{2}e^{2\phi} \int_{\mathcal{M}_7} \left[ \left( \text{Re} \left( d\tilde{U}^+ \right) + \mathcal{G} \right) \wedge \left( e^{-\hat{\phi}}\Omega^+ \right) \right], \\
P_i^1 &= -\sqrt{2}e^{2\phi} \int_{\mathcal{M}_7} \left[ \text{Im} \left( d\tilde{U}^+ \right) \wedge \omega_i \wedge z \right], \\
P_i^2 &= -\sqrt{2}e^{2\phi} \int_{\mathcal{M}_7} \left[ \left( \text{Re} \left( d\tilde{U}^+ \right) + \mathcal{G} \right) \wedge \omega_i \wedge z \right], \\
P_i^3 &= -\sqrt{2}e^{2\phi} \int_{\mathcal{M}_7} \left[ d\omega_i \wedge \left( e^{-\hat{\phi}}\Omega^+ \right) \wedge z \right], \\
Q^{2i} &= -\sqrt{2}e^{2\phi} H^k, \\Q &= \sqrt{2}e^{2\phi} \int_{\mathcal{M}_7} \omega_i \wedge z \wedge \ast d\omega_j, \]
(5.1.39)

where the parameters \( H^k \) are defined as
\[ dz = H^k \omega_k. \] (5.1.40)

When \( z \) is closed the magnetic gaugings vanish and the two-form field \( B \) becomes massless. To completely determine the supergravity we need to specify the Killing vectors which are used in gauging the vector multiplet scalars. These are not fixed by the gravitini mass matrix and so we calculate them by explicit dimensional reduction of the relevant terms. The \( \mathcal{N} = 2 \) action (2.3.1), after the gauging (2.3.25), contains the term
\[
\mathcal{L}_k = -2g_{ij}\partial_{\mu}b^i \left( V^\mu \right)^{\mu} k^j_i, \] (5.1.41)

where we have taken the Killing vectors \( k^j_i \) to be real anticipating the result. Note that since the Killing vectors should be holomorphic this is only possible if they are constant with respect to the vector scalars. Dimensionally reducing the third term in (5.1.1) we find the term in the four-dimensional action
\[
\mathcal{L}_k = -2\partial_{\mu}b^i \left( V^i \right)^{\mu} \left[ \frac{1}{4} e^{2\phi} \int_{\mathcal{M}_7} \omega_i \wedge z \wedge \ast d\omega_i \right], \] (5.1.42)

from which we determine the Killing vectors
\[
k^i_j = \frac{1}{4} e^{2\phi} g^{ij} \int_{\mathcal{M}_7} \omega_i \wedge z \wedge \ast d\omega_j. \] (5.1.43)
This completely determines the four-dimensional $\mathcal{N} = 2$ gauged supergravity that results from compactifications of M-theory on manifolds with $SU(3)$-structure. The theory is quite rich with charged vector multiplets and hypermultiplets as well as massive tensor fields. Having specified the theory we move on to considering the vacuum structure.

### 5.2 Preserving $\mathcal{N} = 2$ supersymmetry

In this section we consider the case where the $SU(3)$-structure manifolds are such that the vacuum preserves the full $\mathcal{N} = 2$ supersymmetry. The case where the vacuum only preserves $\mathcal{N} = 1$ supersymmetry is studied in section 5.3. We begin by finding the most general solution of eleven-dimensional supergravity on manifolds with $SU(3)$-structure that preserves $\mathcal{N} = 2$ supersymmetry. We use the results to check the form of the gravitini mass matrix (5.1.24). We then study an explicit example of a manifold that satisfies the solution and show how the torsion classes can be combined with the eleven-dimensional solution to determine the value of the moduli in the vacuum.

#### 5.2.1 $\mathcal{N} = 2$ solution

In this section we classify the most general manifolds with $SU(3)$-structure that are solutions to M-theory that preserve $\mathcal{N} = 2$ supersymmetry with four-dimensional space-time being Einstein and admitting two Killing spinors. In order to study such solutions in full generality we allow for a warped product metric

\[ ds^2_{11} = e^{2A(y)} g_{\mu\nu}(x) dx^\mu dx^\nu + g_{mn}(x, y) dy^m dy^n, \quad (5.2.1) \]

but it turns out that the warp factor, $A(y)$, actually vanishes. This class of solutions has also been recently discussed in [13]. We look for solutions to the eleven-dimensional Killing spinor equation

\[ \nabla_M \eta + \frac{1}{288} \left[ \Gamma_M^{NPQR} - 8\delta_M^{[N} \Gamma_{PQR]} \right] \hat{F}_{NPQR} \eta = 0. \quad (5.2.2) \]

For the background field strength $\hat{F}_{MNPQ}$ above we consider the most general ansatz compatible with four-dimensional Lorentz invariance. Therefore, the only non-vanishing components of $\hat{F}$ are $\hat{F}_{mnpq}$ and $F_{\mu\nu\rho\sigma} = f_{\mu\nu\rho\sigma}$.

Given that the internal manifold has $SU(3)$-structure we know that there exist at least two globally defined Majorana spinors and so we take a Killing spinor ansatz

\[ \eta = \theta_1(x) \otimes \epsilon_1(y) + \theta_2(x) \otimes \epsilon_2(y). \quad (5.2.3) \]
Since we are looking for a $\mathcal{N} = 2$ solution we treat $\theta_1$ and $\theta_2$ as independent. This leads to more stringent constraints than the $\mathcal{N} = 1$ case, where they may be related, which makes finding the most general solution straightforward. As we are looking for four-dimensional maximally symmetric spaces, the Killing spinors $\theta_{1,2}$ satisfy

$$\nabla_\mu \theta_i = -\frac{i}{2} \Lambda_1^i \gamma_\mu \gamma_5 \theta_i + \frac{1}{2} \Lambda_2^i \gamma_\mu \theta_i \quad \text{(no sum over $i$)}, \quad (5.2.4)$$

where the index $i = 1, 2$ labels the two spinors. The integrability condition reads

$$R_{\mu \nu} = -3 \left[ (\Lambda_1^1)^2 + (\Lambda_2^1)^2 \right] g_{\mu \nu} \quad i = 1, 2, \quad (5.2.5)$$

and so one immediately sees that not all $\Lambda_1^i, \Lambda_2^i$ are independent, but have to satisfy

$$(\Lambda_1^1)^2 + (\Lambda_1^2)^2 = (\Lambda_2^1)^2 + (\Lambda_2^2)^2. \quad (5.2.6)$$

Decomposing the Killing spinor equation into its external and internal parts we arrive at the following equations

$$\nabla_m \epsilon_{1,2} = \left( \frac{i}{12} e^{-4A} f \gamma_m \right) \epsilon_{1,2}, \quad (5.2.7)$$

$$0 = \left( \gamma_m^{\ npqr} \hat{F}_{npqr} - 8 \gamma^{npqr} \hat{F}_{mpqr} \right) \epsilon_{1,2}, \quad (5.2.8)$$

$$\left( \frac{i}{2} \Lambda_1^{1,2} \right) \epsilon_{1,2} = \left( \frac{1}{2} e^A \gamma^n \partial_n A + \frac{i}{6} e^{3A} f \right) \epsilon_{1,2}, \quad (5.2.9)$$

$$\left( \frac{1}{2} \Lambda_2^{1,2} \right) \epsilon_{1,2} = \left(-\frac{1}{288} e^A \gamma^{npqr} \hat{F}_{npqr} \right) \epsilon_{1,2}. \quad (5.2.10)$$

In order to classify this solution from the point of view of the $SU(3)$-structure we find the corresponding non-vanishing torsion classes by computing the exterior derivatives of the structure forms. Using their definition in terms of the spinors (2.2.26) and applying the results above we find

$$dV = \frac{1}{3} f J, \quad$$

$$dJ = 0, \quad (5.2.11)$$

$$d\Omega = -\frac{2i}{3} f \Omega \wedge V, \quad$$

$$dA = 0.$$

The first thing to note is that the warp factor $A$ is constant in this vacuum and therefore can be set to zero by a constant rescaling of the metric. The second thing to observe, comparing with equation (2.2.34), is that only the singlet classes $R$ and $c_2$ are non-vanishing.
Moreover, they are not independent, but proportional to each other as they can both be expressed in terms of the Freund-Rubin parameter $f$.

From equations (5.2.7) we can also determine the parameters $\Lambda^1, \Lambda^2$, which give the value of the cosmological constant, and are given by

\[
\Lambda^1 = \Lambda^2 = \frac{f}{3}, \quad \Lambda^1 = \Lambda^2 = 0.
\]

(5.2.12)

The Killing spinor equations (5.2.7) also give constraints on the internal flux that imply it should vanish. However an easier way to see this is to consider the integral of the external part of the eleven-dimensional Einstein equation which reads

\[
VR^{(4)} + \frac{4}{3} Vf^2 + \frac{1}{72} \int_{M_7} \sqrt{|g|} d^7y \, \hat{F}_{mnpq} \hat{F}^{mnpq} = 0.
\]

(5.2.13)

We see that using (5.2.12) and (5.2.5) we indeed recover $\hat{F}_{mnpq} = 0$. Since $f$ is a constant, this means that the Bianchi identity $dF = 0$ is indeed satisfied and so follow all the equations of motion.

Finally we note that in terms of the two $G_2$-structures $\varphi^\pm$, equations (5.2.11) can be recast into a simple form

\[
d\varphi^\pm = \frac{2}{3} f \ast \varphi^\pm,
\]

(5.2.14)

which shows that both $G_2$-structures are in fact weak-$G_2$.

The mass of the gravitini

We can now use this solution to illustrate the discussion on the relation between the gravitini masses and supersymmetry and to check our form of the mass matrix. Inserting the solution just derived into the mass matrix we should find that the masses of the two gravitini degenerate and that they are both physically massless. Taking the solution (5.2.11) from the previous section the mass matrix (5.1.24) reads

\[
S_{12} = 0, \quad S_{11} = S_{22} = \frac{-ife^2\hat{\phi}}{3V^2},
\]

(5.2.15)

which indeed shows that the masses of the two gravitini are the same. To show that the two gravitini are physically massless we recall that in AdS space the physical mass of the gravitino is given by (4.2.21). In order to obtain the AdS radius, $l$ in (4.2.21), correctly normalised we recall that the mass matrix (5.2.15) was obtained in the Einstein frame
which differs from the frame used in the previous section by the Weyl rescaling (5.1.13). Inserting this into (5.2.5) we obtain the properly normalised AdS inverse radius
\[ l = \frac{f e^{\frac{7}{2}\hat{\phi}}}{3V^{\frac{1}{2}}} \tag{5.2.16} \]

Note that here, as well as in equation (5.2.15), the fields \( \hat{\phi} \) and \( V \) should be replaced with their particular values which they have for this solution. Equation (5.2.16), together with (5.2.15), shows that the physical mass of the gravitini (4.2.21) vanishes confirming our expectations that the vacuum determined in the previous section does indeed preserve \( \mathcal{N} = 2 \) supersymmetry.

### 5.2.2 The coset \( SO(5)/SO(3) \)

In order to see the above considerations at work we go through an explicit example of a manifold that satisfies the \( N = 2 \) solution discussed in the previous sections. The manifold we consider is the coset space \( SO(5)/SO(3)_{A+B} \). Cosets are particularly useful as examples of structure manifolds because the spectrum of forms that respect the coset symmetries is highly constrained. There are more details about cosets in general and about this particular coset in the appendix. In this section we summarise the results and construct a basis of forms with which we can perform the compactification.

We begin by finding the most general symmetric two-tensor that respects the coset symmetries, this is the metric on the coset and is given by
\[
g = \begin{pmatrix}
a & 0 & 0 & 0 & d & 0 & 0 \\
0 & a & 0 & 0 & 0 & d & 0 \\
0 & 0 & a & 0 & 0 & 0 & d \\
0 & 0 & 0 & b & 0 & 0 & 0 \\
d & 0 & 0 & 0 & c & 0 & 0 \\
0 & d & 0 & 0 & 0 & c & 0 \\
0 & 0 & d & 0 & 0 & 0 & c \\
\end{pmatrix}, \tag{5.2.17}
\]

where all the parameters are real. The parameters of the metric are the geometrical moduli and we see that we have four real moduli on this coset. Note that there is a positivity domain \( ac > d^2 \). Having established the metric on the coset we can move on to find the structure forms. The strategy here is to find the most general one, two and three-forms and then impose the \( SU(3) \)-structure relations on them. It is at this stage that we really
see what the $G$-structure of the coset is. This analysis is performed in the appendix and we find that the structure forms are given by

\begin{align*}
V &= e^{\hat{\phi}}z, \\
J &= v\omega, \\
\Omega &= \zeta_3\alpha_0 + \zeta_4\alpha_1 + \zeta_6\beta^1 + \zeta_7\beta^0,
\end{align*}

(5.2.18)

where

\begin{align*}
e^{\hat{\phi}} &= \sqrt{b}, \\
v &= \sqrt{ac - d^2},
\end{align*}

(5.2.19)

and the relations between the $\zeta$s and the metric moduli are given in the appendix. The basis forms satisfy the algebraic relations (5.1.26) and the differential relations

\begin{align*}
dz &= -\omega, \\
d\omega &= 0, \\
d\alpha_0 &= z \wedge \alpha_1, \\
d\beta^0 &= -z \wedge \beta^1, \\
d\alpha_1 &= 2z \wedge \beta^1 - 3z \wedge \alpha_0, \\
d\beta^1 &= -2z \wedge \alpha_1 + 3z \wedge \beta^0.
\end{align*}

(5.2.20)

The structure forms (5.2.18) show that indeed the coset has $SU(3)$-structure. In terms of the moduli classification we have been using it has a dilaton, one Kähler modulus and one complex structure modulus\(^2\) thus making up the four degrees of freedom in the metric.

We also show in appendix E that scalar functions are in general not compatible with coset symmetries and therefore we conclude that for such compactifications no warp factor can appear.

**Finding $\mathcal{N} = 2$ minima**

In this section we consider if the potential which arises from the compactification on the coset above has a minimum where the moduli are stabilised. In particular we wish to look for minima that preserve $\mathcal{N} = 2$ supersymmetry and correspond to the solution discussed\(^2\) as is expected from $\mathcal{N} = 2$ supergravity the parameters $\zeta_3, \zeta_4, \zeta_6$ and $\zeta_7$ describe only two real degrees of freedom.
in section 5.2.1. As usual, in a bosonic background, the condition for supersymmetry is the vanishing of the supersymmetry variations of the fermions. This is precisely what we used in the previous section and thus a supersymmetric solution should satisfy all the conditions derived there, and in particular (5.2.11). Using (5.2.20) we see that the forms (5.2.18) obey

\[
\begin{align*}
\quad dV &= -\frac{e^\phi}{v} J, \\
\quad dJ &= 0, \\
\quad d\Omega &= z \wedge \left[ (-3\zeta_4) \alpha_0 + (\zeta_3 - 2\zeta_6) \alpha_1 + (2\zeta_4 - \zeta_7) \beta^1 + (3\zeta_6) \beta^0 \right].
\end{align*}
\]

Therefore these forms in general do not satisfy the solution constraints (5.2.11). Requiring them to match the solution gives a set of equations for the moduli that exactly determine the value of the moduli in the vacuum. For the coset at hand the solution is given by

\[
\begin{align*}
\quad e^\phi &= \frac{6\lambda^1 \sqrt{42}}{14}, \\
\quad v &= \frac{6\lambda^2}{7}, \\
\quad \zeta_3 &= -\zeta_6 = -i\zeta_4 = i\zeta_7 = \frac{6}{49} (i - 1) \sqrt{7\lambda},
\end{align*}
\]

where we have replaced the Freund-Rubin flux \( f \) by the true flux parameter \( \lambda \) from equation (5.1.20). Note that \( \zeta \) are not the true complex structure moduli, but are related to them through (5.1.9). However, the complex structure moduli defined in (5.1.32), which can be most easily read off in special coordinates, do not depend on the rescalings of \( \Omega \) and therefore, in our case the value of the single modulus is given by

\[
\quad z^1 = \frac{X^1}{X^0} = \frac{\zeta_4}{\zeta_3} = i.
\]

It can also be shown that the axionic scalar fields, which come from the expansion of the three-form \( \hat{C}_3 \) in the forms (5.2.20) are also stabilised. A simple argument to support this statement is that non-vanishing values of the axions leads to a non-zero internal \( \hat{F}_4 \) flux at this vacuum solution due to the non-trivial derivative algebra that the basis forms satisfy (5.2.20), which in turn is ruled out by the supersymmetry conditions found in section 5.2.1. Hence, these scalar fields are forced by supersymmetry to stay at zero vacuum expectation value and therefore are fixed.

It is also worth observing one more thing regarding this solution. If we think in terms of the type IIA quantities we see that the Kähler modulus \( v \) and the dilaton \( e^\phi \) are not
independent and choosing to stay in the supergravity approximation on type IIA side, ie take \( v \gg 1 \), drives the theory to the strong coupling regime which explains why such solutions cannot be seen in the perturbative type IIA approach.

Finally we note that as the solution above is supersymmetric, the four-dimensional space-time is AdS with the AdS curvature which scales with \( \lambda \) as

\[
l \sim \frac{1}{\lambda^{\frac{1}{6}}}.
\]

Thus, in the large volume limit, given by \( \lambda \gg 1 \), the four-dimensional space-time approaches flat space.

5.3 The \( \mathcal{N} = 1 \) theory

In this section we analyse the case where the vacuum only preserves \( \mathcal{N} = 1 \) supersymmetry. We show that this occurs due to spontaneous partial supersymmetry breaking and that it is possible to write an effective \( \mathcal{N} = 1 \) theory about this vacuum. We derive the Kähler potential and superpotential for this theory and go through an explicit example of a manifold that leads to this phenomenon.

The partial supersymmetry breaking follows in exactly the same way as the IIA case. In order to derive the low energy superfield spectrum we need to restrict to the case where there are no complex structure moduli. In the case of \( SU(3) \)-structure in six dimensions this corresponded to the subset of half-flat manifolds specified by (4.3.1). The equivalent restriction for the seven-dimensional case in terms of the torsion classes (2.2.34) reads

\[
\text{Re}(c_1) = V_2 = S_1 = c_2 = W_2 = A_2 = 0, \quad \text{Im}(c_1) \neq 0.
\]

Under these conditions the three-form \( \Omega^+ \) is exact and so the absence of complex structure moduli follows from the same arguments as in chapter 4. The condition (5.3.1) appears to be quite strong and we have already come across an example where this is violated in section 5.2.2. On the other hand it was shown in [13] that an \( \mathcal{N} = 1 \) anti-deSitter vacuum, which is required for all the moduli to be stabilised, necessarily means that \( J \) is not closed. Hence we always expect at least one of the torsion classes in (5.3.1) to be non-vanishing. Other than this we must take the condition as a limitation of this work.

We further have to determine the gravitino mass matrix for this situation. Using (5.1.24), (5.1.12), (5.1.7) we find that in the particular case considered above, (5.3.1), the
5.3 The $\mathcal{N} = 1$ theory

The gravitino mass matrix diagonalises.

\begin{align*}
S_{11} &= \frac{i e^{2\phi}}{8 \sqrt{V_6}} \int_{\mathcal{M}_7} [dU^+ \wedge U^+ + 2G \wedge U^+ + 2\lambda], \\
S_{22} &= \frac{i e^{2\phi}}{8 \sqrt{V_6}} \int_{\mathcal{M}_7} [dU^- \wedge U^- + 2G \wedge U^- + 2\lambda], \\
S_{12} &= S_{21} = 0,
\end{align*}

(5.3.2)

where we used the fact that the internal flux $G$ must be closed to satisfy the Bianchi identity.

The low energy superfields follow in the same way as chapter 4 and we recover a single chiral superfield

\[ U^0 \equiv \xi^0 \pm i e^{-\phi} \left( \frac{-4iZ^0}{F_0} \right)^{\frac{1}{2}}, \]

(5.3.3)

where the sign $\pm$ is determined by which of the gravitini is massless and we drop the index unless required for clarity. Recall that the quantity $-4iX^0/F_0$ is a positive real number.

To check that this is indeed the correct superfield we should make sure we recover the moduli space metric from the Kähler potential in the gravitino mass. The appropriate kinetic terms in (5.1.15) read

\[ S_{kin}^U = \int_S \sqrt{-g} d^4x \left[ -\left( \frac{F_0}{-4iZ^0} \right) e^{2\phi} \times \partial_\mu \left( \xi^0 + ie^{-\phi} \left( \frac{-4iZ^0}{F_0} \right)^{\frac{1}{2}} \right) \partial^\mu \left( \xi^0 - ie^{-\phi} \left( \frac{-4iZ^0}{F_0} \right)^{\frac{1}{2}} \right) \right]. \]

(5.3.4)

We can use (5.3.2) to read off the Kähler potential

\[ e^{K/2} = \frac{e^{2\phi}}{\sqrt{8V_6}}. \]

(5.3.5)

It is then easily shown that indeed the superfield and Kähler potential satisfy

\[ \partial_{U^{i0}} \partial_{\bar{U}^{\bar{i}0}} \ln \left[ \frac{e^{4\phi}}{8V_6} \right] = -\left( \frac{F_0}{-4iZ^0} \right) e^{2\phi}. \]

(5.3.6)

Hence we have identified the correct superfield in the truncated spectrum. The superfields arising from the $\mathcal{N} = 2$ vector multiplets are the usual

\[ t^i \equiv b^i - iv^i, \]

(5.3.7)

where the index $i$ now runs over the lower mass fields.

The superpotential for the $\mathcal{N} = 1$ theory can be read off from the gravitino mass to be

\[ W = \frac{i}{\sqrt{8}} \left\{ \int_{\mathcal{M}_7} [dU \wedge U + G \wedge U] + 2\lambda \right\}. \]

(5.3.8)
From this expression for the superpotential we can see that we should generically expect a constant term $\lambda$, linear terms in $U$, quadratic terms $t^2$, $U^2$ as well as mixed terms $tU$. These type of potentials will, in general, stabilise all the moduli and we go through an example in the next section.

It is instructive to note that finding a supersymmetric solution for this superpotential automatically solves the equations which are required for a solution of the full $\mathcal{N} = 2$ theory to preserve some supersymmetry. Therefore, for such a solution, it would be enough to show, using the mass matrix (5.3.2), that a mass gap between the two gravitini forms in order to prove that partial supersymmetry breaking does indeed occur.

## 5.4 The coset $SU(3) \times U(1)/U(1) \times U(1)$

In this section we study an explicit example of a manifold that preserves $\mathcal{N} = 1$ supersymmetry in the vacuum. The manifold we consider is the coset $SU(3) \times U(1)/U(1) \times U(1)$. Details of the structure of the coset can be found in the appendix and in this section we summarise the relevant parts. The coset is specified by three integers $p, q, r$ that determine the embeddings of the $U(1) \times U(1)$ in $SU(3) \times U(1)$, where the integers satisfy

$$0 \leq 3p \leq q, \quad (5.4.1)$$

with all other choices corresponding to different parameterisations of the $SU(3)$. As with the previous coset example we can use the coset symmetries to derive the invariant $SU(3)$-structure forms and the metric. The metric is given by

$$g = \begin{pmatrix}
    a & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & a & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & b & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & b & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & c & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & c & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & d
\end{pmatrix}, \quad (5.4.2)$$

where the parameters $a, b, c, d$ are all real. We can write the invariant forms as

$$V = \sqrt{d} z, \quad (5.4.3)$$

$$J = a\omega_1 + b\omega_2 + c\omega_3,$$

$$\Omega = \sqrt{abc}(i\alpha_0 - 4\beta^0).$$
This basis can be shown to satisfy the following differential relations

\[
\begin{align*}
\text{dz} &= m^i \omega_i, \\
\text{d}\omega_i &= e_i \beta^0, \quad \text{d}\tilde{\omega}^i = 0, \\
\text{d}\alpha_0 &= e_i \tilde{\omega}^i, \quad \text{d}\beta^0 = 0,
\end{align*}
\] (5.4.4)

where we have introduced two vectors \(e_i = (2, 2, 2)\), and \(m^i = (\alpha, -\beta, \gamma)\), \(i = 1, 2, 3\) which encode the information about the metric fluxes. The quantities \(\alpha\), \(\beta\) and \(\gamma\) are not independent, but satisfy \(\alpha - \beta + \gamma = 0\) and in terms of the integers \(p\) and \(q\) take the form

\[
\begin{align*}
\alpha &\equiv \frac{q}{\sqrt{3p^2 + q^2}}, \\
\beta &\equiv \frac{3p + q}{2\sqrt{3p^2 + q^2}}, \\
\gamma &\equiv \frac{3p - q}{2\sqrt{3p^2 + q^2}}.
\end{align*}
\] (5.4.5)

This ends our summary of the relevant features of the coset. We see that this manifold indeed has the required torsion classes (5.3.1) and, as expected, has no complex structure moduli and three Kähler moduli.

### 5.4.1 \(\mathcal{N} = 1\) supersymmetric minima

As explained in [117], M-theory compactifications on the coset manifold presented above are expected to preserve \(\mathcal{N} = 1\) supersymmetry in the vacuum. Therefore we can use the machinery developed at the beginning of this section and derive the \(\mathcal{N} = 1\) theory in the vacuum. For simplicity we turn off the four-form flux \(G\) and so, using equations (5.3.5) and (5.3.8) we find the superpotential and Kähler potential to be

\[
\begin{align*}
W &= \frac{1}{\sqrt{8}} [4U^0 (t^1 + t^2 + t^3) + 2\alpha t^2 t^3 - 2\beta t^1 t^3 + 2\gamma t^1 t^2 + 2\lambda], \\
K &= -4\ln \left[ -i \left( U^0 - \bar{U}^0 \right) \right] - \ln \left[ -i \left( t^1 - \bar{t}^1 \right) \left( t^2 - \bar{t}^2 \right) \left( t^3 - \bar{t}^3 \right) \right],
\end{align*}
\] (5.4.6, 5.4.7)

where the superfields \(t^i\) were defined in (5.3.7) while for \(U^0\) we have

\[
U^0 = \xi^0 \pm ie^{-\phi},
\] (5.4.8)

as (5.4.3) gives \(-4iZ^0/F_0 = 1\). We can look for supersymmetric vacua to this action by solving the F-term equations. For convenience we restrict to the family of cosets with \(p = 0\) though the results can be reproduced for more general choices of embeddings. We
find the solution to the F-term equations
\[ \frac{t^1}{2} = t^2 = t^3 = U^0 = -i\sqrt{\frac{\lambda}{3}}. \] (5.4.9)

At this point we can go back to check which of the gravitini is more massive. Inserting the solution (5.4.9) into the expression of the mass matrix (5.3.2) we obtain
\[ |S_{11}| > |S_{22}|, \] (5.4.10)
which means \( \psi^2 \) is the lighter gravitino and the one that should be kept in the truncated theory. This gravitino is physically massless as expected. This also fixes the \( \pm \) sign ambiguity in the superfield and superpotential so that we have \( U^0 \equiv U^{0-} \). Finally we note that as this solution is a supersymmetric solution of the truncated \( \mathcal{N} = 1 \) theory and that according to (5.4.10) the gravitino masses are not degenerate we have indeed encountered the phenomenon of partial supersymmetry breaking.

We have therefore obtained an explicit model where all the four-dimensional fields are stabilised. It forms an example of an \( SU(3) \)-structure compactification that stabilises all the moduli. We expect the moduli stabilisation property to be generic to \( SU(3) \)-structure compactifications since all the fields appear non-trivially in the mass matrix (5.1.24) and we have already come across a different type of manifold where the moduli are stabilised in section 5.2.2.

**The structure in the vacuum**

It is informative to look at the form of the G-structure of the coset in the vacuum in terms of the \( G_2 \)-structures. The two \( G_2 \) forms (2.2.36) satisfy the vacuum differential and algebraic relations
\[
\begin{align*}
  d\varphi^\pm &= \sqrt{2} \left( \frac{\lambda}{3} \right)^{\frac{3}{4}} \left[ -8\beta^0 \wedge z \pm 2\omega_1 \wedge \omega_2 + (\pm 2 + 1)\omega_2 \wedge \omega_3 \pm 2\omega_1 \wedge \omega_3 \right], \\
  \frac{2}{3} f \ast \varphi^\pm &= \sqrt{2} \left( \frac{\lambda}{3} \right)^{\frac{3}{4}} \left[ \pm 8\beta^0 \wedge z - 2\omega_1 \wedge \omega_2 - \omega_2 \wedge \omega_3 - 2\omega_1 \wedge \omega_3 \right].
\end{align*}
\] (5.4.11)

It is clear to see that only \( \varphi^- \) is weak-\( G_2 \), and this is indeed the \( G_2 \)-structure that features in the superpotential and is associated with the lower mass gravitino. This shows an explicit mass gap appearing between the two \( G_2 \)-structures which is the same mass gap that corresponds to the partial supersymmetry breaking which we have used to write an effective \( \mathcal{N} = 1 \) theory. Hence we have shown an example of the idea of an effective
G structure where we could have arrived at this truncated $\mathcal{N} = 1$ theory through a $G_2$-structure compactification even though the manifold actually has $SU(3)$-structure. Finally we should note that we could have used the condition that the manifold should be weak-$G_2$ in the vacuum to solve for the values of the moduli as we did in section 5.2.2 instead of solving the F-term equations.

5.5 Summary

In this chapter we studied compactifications of eleven-dimensional supergravity on seven-dimensional manifolds with $SU(3)$-structure. We argued that these theories can be naturally cast into a form very similar to type IIA compactifications on six-dimensional manifolds with $SU(3)$-structure as studied in chapter 4. We then derived the resulting four dimensional $\mathcal{N} = 2$ supergravity. We studied stable vacua of the supergravity that preserve the full $\mathcal{N} = 2$ supersymmetry by finding the most general solution to M-theory on manifolds with $SU(3)$-structure that preserves $\mathcal{N} = 2$ supersymmetry which, when combined with an explicit manifold, lead to a successful moduli stabilisation mechanism. We then used the gravitini mass matrix to study partial supersymmetry breaking and derived the resulting effective $\mathcal{N} = 1$ theory for a certain class of manifolds. By studying an explicit example of such a manifold the $\mathcal{N} = 1$ theory was shown to have stable supersymmetric vacua.
Appendix A

Mathematical Tools

In this appendix we review some of the mathematics used in this thesis which also serves to fix the notation and conventions. It is not meant as an introduction to the mathematics involved but rather as a collection of the relevant ideas and definitions. For a more thorough treatment of the subjects covered we refer the reader to [118,119].

Throughout this work we use a bracket notation for symmetrising and anti-symmetrising indices. The anti-symmetric bracket notation $[...]$ is defined as

$$M_[\mu^1...\mu_q] = \frac{1}{q!} \sum_{\sigma \in S_q} \text{sgn}(\sigma) M^{\mu_{\sigma(1)}...\mu_{\sigma(q)}}, \quad (A.0.1)$$

where the sum is performed over the permutations group $S_q$ with $\sigma$ being a particular permutation and sgn($\sigma$) being its corresponding sign. The symmetric bracket notation $(...)$ is defined in the same way but without the sgn($\sigma$) factor. The notation $(...|...|...) is used to omit an index range from the symmetry properties. Products of $\Gamma$ matrices or basis forms are taken to be anti-symmetrised

$$\Gamma_{\mu_1\mu_2...\mu_d} \equiv \Gamma_{[\mu_1\Gamma_{\mu_2}\ldots\Gamma_{\mu_d}]}.$$

$$(A.0.2)$$

Since we are interested in both Euclidean and Minkowski signature manifolds a useful quantity to define is $1_{\pm}$ which takes the value of $+1$ for a Euclidean signature metric and $-1$ for a Minkowski signature.

The index notation in this work is such that in Minkoswki spaces indices range from 0,... while for Euclidean spaces they start from 1. In the case where an index is split into two ranges $M = \{\mu,m\}$ we generally restart the second index from 1 again unless otherwise specified.
The convention adopted regarding flat $\hat{\mu}$ and curved $\mu$ indices related by the vielbeins $e^\hat{\mu}_\nu$ defined so that
\begin{equation}
 g_{\mu\nu} = e^{\hat{\rho}}_\mu e^{\hat{\sigma}}_\nu \eta_{\hat{\rho}\hat{\sigma}} , \tag{A.0.3}
\end{equation}
is that they are both denoted by $\mu$ to save clattered index expressions. The appropriate indices to use should be apparent from the particular expression but a general rule is that they are always curved with the two exceptions being the $\Gamma$ matrices in section A.5 and the last two indices on the spin connection (A.5.15).

### A.1 Riemannian geometry

A Riemannian manifold is a differentiable manifold endowed with a metric that is a symmetric two-tensor $g_{\mu\nu}$ where the indices run over the number of dimensions. In this thesis the metric signature is taken to be of the Minkowski form $(-, +, +, +, +, ...)$ in four, ten and eleven dimensions and of the Euclidean form $(+,-,+,...)$ in six and seven dimensions. We define connection components on the manifold $\Gamma^\rho_{\mu\nu}$ that describe how the basis vectors change throughout the manifold so that a connection $\nabla$ acting on a general vector $V^\rho$ and one-form $\omega_\rho$ (see section A.2) is given by
\begin{align*}
 \nabla_\mu V^\rho &= \partial_\mu V^\rho + \Gamma^\rho_{\mu\nu} V^\nu , \\
 \nabla_\mu \omega_\nu &= \partial_\mu \omega_\nu - \Gamma^\rho_{\mu\nu} \omega^\rho . \tag{A.1.1}
\end{align*}

The torsion $T^\mu_{\nu\rho}$ on the manifold is defined as
\begin{equation}
 T^\mu_{\nu\rho} = \Gamma^\mu_{\nu\rho} - \Gamma^\mu_{\rho\nu} . \tag{A.1.2}
\end{equation}

We can also construct measures of the curvature of the manifold that are the Riemann tensor, the Ricci tensor and the Ricci scalar which are related by contraction of indices and given respectively by
\begin{align*}
 R^\mu_{\nu\rho\sigma} &= \partial_\nu \Gamma^\mu_{\rho\sigma} - \partial_\rho \Gamma^\mu_{\nu\sigma} + \Gamma^\lambda_{\rho\sigma} \Gamma^\mu_{\nu\lambda} - \Gamma^\lambda_{\nu\sigma} \Gamma^\mu_{\rho\lambda} , \\
 R_{\mu\nu} &= R^\sigma_{\mu\sigma\nu} , \\
 R &= g^{\mu\nu} R_{\mu\nu} . \tag{A.1.3}
\end{align*}

A connection $\nabla$ is said to be metric compatible if
\begin{equation}
 \nabla_\mu g_{\nu\rho} = \partial_\mu g_{\nu\rho} - \Gamma^\lambda_{\mu\rho} g_{\lambda\nu} - \Gamma^\lambda_{\mu\rho} g_{\lambda\nu} = 0 . \tag{A.1.4}
\end{equation}
For a metric compatible connection we can decompose the connection coefficients as

\[ \Gamma^\rho_{\mu\nu} = \Gamma^\rho_{(c)\mu\nu} + \kappa^\rho_{\mu\nu}, \]  

(A.1.5)

where \( \Gamma^\rho_{(c)\mu\nu} \) are called Christoffel symbols and are given by

\[ \Gamma^\rho_{(c)\mu\nu} = \frac{1}{2} g^{\rho\sigma} \left( \partial_\mu g_{\sigma\nu} + \partial_\nu g_{\sigma\mu} - \partial_\sigma g_{\mu\nu} \right). \]  

(A.1.6)

\( \kappa^\rho_{\mu\nu} \) is called the contorsion and is given in terms of the torsion by

\[ \kappa^\rho_{\mu\nu} = \frac{1}{2} \left( T^\rho_{\mu\nu} + T^\rho_{\nu\mu} + T^\rho_{\mu\nu} \right). \]  

(A.1.7)

The connection where the contorsion vanishes is called the Levi-Civita connection. The determinant of the metric \( g \) is defined as

\[ g = \det(g_{\mu\nu}). \]  

(A.1.8)

A useful identity involving the metric determinant is

\[ \partial_\mu \left( \sqrt{1 \pm g} V^\mu \right) = \sqrt{1 \pm g} \nabla_\mu V^\mu. \]  

(A.1.9)

It is often important to consider small variations of the metric of the form \( g_{\mu\nu} = g^0_{\mu\nu} + \delta g_{\mu\nu}. \)

Under such variations the relevant quantities vary as

\[ \delta g^{\mu\nu} = -g^0_{\mu\rho} g^0_{\nu\sigma} \delta g^{\rho\sigma}, \]  

(A.1.10)

\[ \delta \sqrt{1 \pm g} = \frac{1}{2} \sqrt{1 \pm g} g^{0\mu\nu} \delta g_{\mu\nu}, \]  

(A.1.11)

\[ \delta \Gamma^\rho_{\mu\nu} = \frac{1}{2} g^0_{\rho\sigma} \left( \nabla_\mu \delta g_{\nu\rho} + \nabla_\nu \delta g_{\mu\rho} - \nabla_\rho \delta g_{\mu\nu} \right), \]  

(A.1.12)

\[ \delta R^\rho_{\mu\nu\sigma} = \nabla_\mu \delta \Gamma^\rho_{\nu\sigma} - \nabla_\nu \delta \Gamma^\rho_{\mu\sigma}. \]  

(A.1.13)

Rescalings of the metric by a conformal factor are called Weyl rescalings. Under a Weyl rescaling

\[ g^{\mu\nu} = \Omega^2 \hat{g}^{\mu\nu}, \]  

(A.1.14)

the following quantities transform as

\[ \sqrt{1 \pm g} = \Omega^{-d} \sqrt{1 \pm \hat{g}}; \]  

(A.1.15)

\[ \int d^d x \sqrt{1 \pm g} \Omega^{d-2} R = \int d^d x \sqrt{1 \pm \hat{g}} \left[ \hat{R} + (d - 1)(d - 2) \left( \frac{\partial \Omega}{\Omega} \right)^2 \right], \]  

(A.1.16)

where \( d \) denotes the number of dimensions. Finally a useful quantity is the Levi-Civita tensor (density) \( \hat{\epsilon} \) defined in \( d \)-dimensions as purely anti-symmetric

\[ \hat{\epsilon}_{\mu_1...\mu_d} = \hat{\epsilon}_{[\mu_1...\mu_d]} \]  

(A.1.17)
A.2 Fibre bundles and differential forms

where the indices are raised and lowered by the flat metric $\eta_{\mu\nu}$ and in our conventions

$$\hat{\epsilon}_{01...d} = +1 .$$

(A.1.18)

The Levi-Civita symbol satisfies the following useful identity

$$\hat{\epsilon}^{\mu_1...\mu_p...\mu_d}\hat{\epsilon}_{\nu_1...\nu_p\mu_{p+1}...\mu_d} = 1_\pm (d - p)! p! \delta^{[\mu_1}_\nu_1 \ldots \delta^{\mu_p]}_{\nu_p} .$$

(A.1.19)

It is sometimes useful to define the quantity

$$\epsilon_{\mu_1...\mu_d} = \sqrt{1_\pm g} \hat{\epsilon}_{\mu_1...\mu_d} ,$$

$$\epsilon^{\mu_1...\mu_d} = \frac{1}{\sqrt{1_\pm g}} \hat{\epsilon}^{\mu_1...\mu_d} ,$$

(A.1.20)

which is now raised and lowered by the full metric and in terms of which the volume form (see section A.2) $\eta$, which measures the volume of a space, is defined as

$$\eta \equiv \frac{1}{d!} \epsilon_{\mu_1...\mu_d}dx^{\mu_1...\mu_d} = \sqrt{1_\pm g}dx^d .$$

(A.1.21)

A.2 Fibre bundles and differential forms

A fibre bundle is a manifold $E$ that is specified in terms of a base manifold $M$ and a typical fibre manifold $F$ through a projection $\pi : E \to M$ such that for each point $p \in M$ there exists a neighbourhood $U_i$ and a diffeomorphism $\phi_i$

$$\phi_i : U_i \times F \to \pi^{-1}(U_i) ,$$

(A.2.1)

which is the inverse of the projection

$$\pi \circ \phi_i(p, f) = p ,$$

(A.2.2)

where $f \in F$. The map $\phi_i$ is called the local trivialisation since it maps locally the fibre bundle to the direct product of the base and fibre. The structure of the bundle comes from the relation between maps on different patches. Consider two overlapping sets on $M$, $U_i \cap U_j \neq \emptyset$, then we require that the transition functions $t_{ij}$ defined as

$$t_{ij} \equiv \phi_i^{-1}(p) \circ \phi_j(p) : F \to F ,$$

(A.2.3)

are smooth and form a group $G$ which is called the structure group of the bundle. The example where the transition functions are all unity is the trivial bundle which is just a
A section of the fibre bundle $s : M \rightarrow E$ is a smooth map which satisfies
\[ \pi \circ s = \text{id}_M , \]  
(A.2.4)
where $\text{id}_M$ denotes the identity element on $M$.

Consider a fibre bundle $E \xrightarrow{\pi} \mathbb{R}^k$ where we choose local sections $e_\alpha(p)$, $\alpha = 1, ..., k$ that are linearly independent for all $p \in U_i$. Such sections are said to define a frame. Consider another frame $\tilde{e}_\alpha$ defined on the patch $U_j$ where $p \in U_i \cap U_j$. Then two frames are related by the transition functions as
\[ \tilde{e}_\alpha(p) = (t_{ij})^\beta_\alpha e_\beta(p) . \]  
(A.2.5)
Therefore the structure group is the group that transforms between the possible frames.

A vector bundle is a fibre bundle where the typical fibre is a vector space. The tangent bundle $TM$ over a manifold $M$ is a vector bundle with fibre $T_pM$ for $p \in M$ with the typical fibre $\mathbb{R}^d$ (or $\mathbb{C}^d$) where $d = \dim(M)$. For a co-ordinate basis $\{x^\alpha\}$ on a patch $U_i \subset M$ we have the frame given by $\{e_\alpha\} = \{\partial_\alpha\}$. The co-tangent bundle $T^*M$ is the bundle dual to the tangent bundle which is spanned by co-tangent vectors or one-forms $\{e^\alpha\}$ such that $e^\alpha e_\beta = \delta^\alpha_\beta$. In terms of co-ordinates the one-forms are given by $\{dx^\alpha\}$. We continue to use this coordinate basis for clarity when dealing with components but the relations derived henceforth hold for general forms in a basis independent way. The wedge product $\wedge$ is defined as
\[ dx^{\mu_1} \wedge ... \wedge dx^{\mu_q} \equiv q! \ dx^{[\mu_1} \otimes ... \otimes dx^{\mu_q]} . \]  
(A.2.6)
Using the wedge product we can construct higher order forms with a $p$-form $\omega_p$ defined as
\[ \omega_p \equiv \frac{1}{p!} \omega_{\mu_1...\mu_p} dx^{\mu_1...\mu_p} , \]  
(A.2.7)
where we have adopted the notation
\[ dx^{\mu_1...\mu_p} = dx^{\mu_1} \wedge ... \wedge dx^{\mu_p} . \]  
(A.2.8)
Note that through its definition a form as anti-symmetric components only. The space of $p$-forms on a manifold $M$ is denoted $\Lambda^p(M)$. The Hodge star $\star$ is a map $\Lambda^pM \rightarrow \Lambda^{(d-p)}(M)$ which takes the form
\[ \star \omega_p \equiv \frac{1}{p!(d-p)!} \omega_{\mu_1...\mu_p} \epsilon^{\mu_1...\mu_p}_{\mu_{p+1}...\mu_m} dx^{\mu_{p+1}...\mu_m} . \]  
(A.2.9)
This gives the relations
\begin{align}
\pi_p \wedge \ast \omega_p &= \frac{1 \pm}{p!} \pi^\mu_1 \ldots \mu_p \omega_{\mu_1 \ldots \mu_p} \eta, \quad (A.2.10) \\
\ast \ast \omega_p &= 1 \pm (-1)^{p(d-p)} \omega_p, \quad (A.2.11) \\
\ast 1 &= \eta. \quad (A.2.12)
\end{align}

The inner product of two forms \( \rangle \) is defined as
\[ \omega_p \rangle \pi_q \equiv \frac{1}{p!} \omega_{\mu_1 \ldots \mu_p} \pi_{\mu_1 \ldots \mu_p \mu_{p+1} \ldots \mu_q} dx^{\mu_{p+1} \ldots \mu_q}. \quad (A.2.13) \]

The external derivative \( d \) is a map \( \Lambda^p(M) \rightarrow \Lambda^{p+1}(M) \) such that
\[ d\omega_p \equiv \frac{1}{p!} \partial_\nu \omega_{\mu_1 \ldots \mu_p} dx^{\nu \mu_1 \ldots \mu_p}. \quad (A.2.14) \]

It is nilpotent
\[ d\omega_p = 0, \quad (A.2.15) \]
and operates on products as
\[ d(\omega_p \pi_q) = d\omega_p \pi_q + (-1)^p \omega_p d\pi_q. \quad (A.2.16) \]

The conjugate of the exterior derivative \( d^\dagger \) is a map \( \Lambda^p(M) \rightarrow \Lambda^{p-1}(M) \) defined as
\[ d^\dagger \equiv -1 \pm (-1)^d d^1 \pi \ast \ast d, \quad (A.2.17) \]
which acts on forms as
\[ d^\dagger \omega_p = \frac{1}{(p-1)!} (-1)^{(p-1)(d-p)} \nabla^\nu \omega_{\nu \mu_1 \ldots \mu_{p-1}} dx^{\mu_1 \ldots \mu_{p-1}}. \quad (A.2.18) \]

The Laplacian \( \Delta \) takes \( \Lambda^p(M) \rightarrow \Lambda^p(M) \) and is defined as
\[ \Delta \equiv d d^\dagger + d^\dagger d, \quad (A.2.19) \]
which operates on forms as
\[ \Delta \omega_p = \frac{1}{(p!)^2} \left[ \nabla^\nu \nabla_\nu \omega_{\mu_1 \ldots \mu_p} + \sum_i \left[ \nabla^\nu, \nabla_{\mu_i} \right] \omega_{\mu_1 \ldots \nu(i) \ldots \mu_p} \right] dx^{\mu_1 \ldots \mu_p}. \quad (A.2.20) \]

Forms that satisfy \( d\omega = 0 \) and \( d^\dagger \omega = 0 \) are called closed and co-closed respectively. Forms that satisfy \( \Delta \omega = 0 \) and are called harmonic. Harmonic forms are closed and co-closed and vice-versa. A form that can be written as an exterior derivative of another form \( \omega = d\pi \) is called exact. Hodge’s decomposition theorem states that every form can be written as
\[ \omega_p = d\alpha_{p-1} + d^\dagger \beta_{p+1} + \gamma_p, \quad (A.2.21) \]
A.3 Homology and co-homology

where $\alpha$, $\beta$ and $\gamma$ are forms that are uniquely specified for every $\omega$ and $\gamma$ is harmonic.

The Lie derivative $\mathcal{L}_X t$ of a general tensor $t^{(p,q)} \in T^p_q$, where $p$ and $q$ denote the number of components in the tangent and co-tangent bundles respectively, is done with respect to a vector $X = X^\mu \partial_\mu$ and is a map $T^p_q \to T^p_q$ that takes the following forms. For the case where the tensor is a function $f$ ($p = 0, q = 0$) we have

$$\mathcal{L}_X f = X(f),$$

(A.2.22)

where $X(f) = X^\mu \partial_\mu f$. For a vector $Y$ ($p = 1, q = 0$) it reads

$$\mathcal{L}_X Y = [X, Y] \equiv [X^\mu \partial_\mu Y^\nu - Y^\mu \partial_\mu X^\nu] \partial_\nu,$$

(A.2.23)

where the second term defines the Lie bracket of two vectors. For a general $p$-form

$$\mathcal{L}_X \omega_p = (d_X + i_X d) \omega_p,$$

(A.2.24)

where $i_X \omega_p$ is the interior product between a vector and a form defined as

$$i_X \omega_p \equiv \frac{1}{(p - 1)!} X^\nu \omega_{\nu \mu_1 \ldots \mu_{p-1}} d\omega_{\mu_1 \ldots \mu_{p-1}}.$$

(A.2.25)

Note that sometimes the notation $X \cdot \omega_p = i_X \omega_p$ is used in analogy with the inner product of forms. A Killing vector is a vector whose Lie derivative of the metric vanishes

$$\mathcal{L}_X g_{\mu\nu} = \nabla_{(\mu} X_{\nu)} = 0.$$

(A.2.26)

A.3 Homology and co-homology

A $p$-chain $C_p(M)$ on a manifold $M$ is a formal sum

$$C_p(M) = \sum_i a_i N_i(M),$$

(A.3.1)

where $N_i$ are $p$-dimensional submanifolds of $M$ and $a_i \in \mathbb{R}$. The boundary operator $\partial$ maps a $p$-chain to a $p-1$ chain that is its geometrical boundary. The sets of cycles $Z_p(M)$ and boundaries $B_p(M)$ on a manifold $M$ are defined as

$$Z_p(M) \equiv \{C_p | \partial C_p = \emptyset\},$$

(A.3.2)

$$B_p(M) \equiv \{C_p | C_p = \partial d_{p+1}\},$$

(A.3.3)

where $d_{p+1}$ is some $p+1$ chain. The homology group $H_p(M)$ is defined as the set of $p$-cycles that do not differ by a boundary

$$H_p(M) \equiv \frac{Z_p(M)}{B_p(M)},$$

(A.3.4)
where the modding out is done through the equivalence relation between two cycles $C_p(M) \sim C_p'(M)$ if $C_p(M) - C_p'(M) \subset B_p(M)$. The dimension of $H_p(M)$ is called the Betti number $b_p(M)$. The Euler number $\chi(M)$ is defined as

$$\chi(M) \equiv \sum_{i=0}^{d} (-1)^i b_i(M),$$

and can be thought of as a measure of the number of holes in the manifold.

A relation between a $p$-form $\omega_p$ and a $p$-chain $C_p$ can be induced through the inner product

$$(\omega_p, C_p) \equiv \int_{C_p} \omega_p \in \mathbb{R}.$$  

Stokes’s theorem states that

$$(C_p, d\omega_p) = (\partial C_p, \omega_p),$$

and can be used to define a correspondence between the homology of the manifold and its co-homology $H^p(M)$ defined as

$$Z^p(M) \equiv \{ \omega_p | d\omega_p = 0 \},$$
$$B^p(M) \equiv \{ \omega_p | \omega_p = d\pi_{p-1} \},$$
$$H^p(M) \equiv \frac{Z^p(M)}{B^p(M)},$$

where forms are split into equivalence classes through $\omega_p \sim \omega'_p$ if $\omega_p - \omega'_p \in B^p(M)$. Hodge’s theorem (A.2.21) states that each equivalence class in $H^p(M)$ has a unique harmonic representative and so $b^p(M)$ measures the number of harmonic forms. We can then identify representative cycles in the homology for the harmonic forms through

$$\int_{C_i} \omega_j = \delta^i_j.$$  

This is analogous to the basis forms and cycles used in CY compactifications.

### A.4 Complex and almost complex manifolds

Any even-dimensional real manifold $M$ admits locally, for a point $p$, a two-tensor $J^m_n$ of type $(1, 1)$, i.e. $J \in T^*_p M \otimes T_p M$, which satisfies

$$J^m_n J^l_m = -\delta^l_p.$$  

If the tensor $J$ is also globally well defined it is called an almost complex structure and the manifold $M$ is called an almost complex manifold. In that case it is possible to define
projection operators

\[(P_{\pm})^m_n = \frac{1}{2} (\delta^m_n \pm iJ^n_m) , \quad (A.4.2)\]

that split the tangent and cotangent spaces into \(T_pM \rightarrow T_pM^\pm, T^*_pM \rightarrow T^*_pM^\pm\). Tensors that are in \(T_pM^+\) and \(T^*_pM^+\) are called holomorphic and tensors that are in \(T_pM^-\) and \(T^*_pM^-\) are called anti-holomorphic.

The relation between a complex manifold and an almost complex manifold arises from global properties. Consider a vector field \(X\) that is a set of smoothly connected vectors assigned to each point on \(M\). If at some point \(p\) this vector field is holomorphic \(X|_p \in T_pM^+\) it need not be so in some other point \(p'\) since the transition functions may not be holomorphic themselves. The condition that the transition functions are holomorphic is the condition for an almost complex manifold to be a complex manifold and is equivalent to the requirement that the Lie bracket of two holomorphic vector fields remains holomorphic. In that case the almost complex structure is said to be integrable and the Nijenhuis tensor \(N\), defined as

\[N^{k}_{nm} = J^l_{m} \left( \nabla_l J^n_k - \nabla_n J_l^k \right) - J^l_{n} \left( \nabla_l J^k_m - \nabla_m J_l^k \right) , \quad (A.4.3)\]

vanishes. Correspondingly if \(N = 0\) the manifold is said to be complex. This condition can be thought of as a restriction on the torsion on the manifold. For example using the decomposition of torsion for six-dimensional manifolds with \(SU(3)\)-structure (2.2.16), a complex manifold satisfies \(\mathcal{W}_1 = \mathcal{W}_2 = 0\).

For a complex manifold it is possible to define complex co-ordinates \(s^\alpha, \bar{s}^{\bar{\alpha}}\) where \(\alpha\) runs over half the real dimension of the manifold. In terms of these co-ordinates the complex structure takes the form

\[J^\alpha_\beta = i\delta^\alpha_\beta , \quad J^{\bar{\alpha}}_{\bar{\beta}} = -i\delta^{\bar{\alpha}}_{\bar{\beta}} , \quad J^\alpha_{\bar{\beta}} = J^{\bar{\alpha}}_\beta = 0 . \quad (A.4.4)\]

It is always possible to find an Hermitian metric \(g_{\alpha\bar{\beta}}\) on the manifold satisfying

\[g_{\alpha\bar{\beta}} = 0 , \quad g_{\alpha\bar{\beta}} = \bar{g}_{\bar{\alpha}\beta} . \quad (A.4.5)\]

Forms and vectors can be decomposed in terms of the bases \(\{ds^\alpha, ds^{\bar{\alpha}}\}\) and \(\{\partial_{\alpha}, \partial_{\bar{\alpha}}\}\) respectively. A form with \(p\) holomorphic and \(q\) anti-holomorphic components is classified as a \((p,q)\) form. The construction of homology and cohomology can be extended to the case of complex manifold where now the number of harmonic forms (or cycles) of type \((p,q)\) is given by the Hodge number \(h^{(p,q)}\) which is the dimension of \(H^{(p,q)}\).
An important $(1, 1)$ form is the Kähler form $J$ defined as

$$J \equiv ig_{\alpha \bar{\beta}} ds^\alpha \wedge d\bar{s}^{\bar{\beta}}.$$  \hspace{1cm} (A.4.6)

If the Kähler form is closed, $dJ = 0$, the manifold is called a Kähler manifold and such manifolds have the property that the metric is given in terms of a real function $K(s, \bar{s})$, termed the Kähler potential, as

$$g_{\alpha \bar{\beta}} = \partial_\alpha \partial_{\bar{\beta}} K(s, \bar{s}).$$  \hspace{1cm} (A.4.7)

The only non-vanishing Levi-Civita connections on a Kähler manifold are

$$\Gamma^\alpha_{\beta\gamma} = g_{\alpha \bar{\delta}} \partial_\beta g^{\bar{\gamma}\bar{\delta}},$$  \hspace{1cm} (A.4.8)

and its conjugate.

### A.5 Spinors

In this section we consider spin representations of $SO(1, d-1)$ and $SO(0, d)$ corresponding to rotations in $d$-dimensional Minkowski and Euclidean spaces respectively. For simplicity of notation we denote both Minkowski and Euclidean metrics as

$$\eta_{\mu\nu} \equiv \text{diag}(1 \pm 1, +1, ..., +1).$$  \hspace{1cm} (A.5.1)

The Clifford algebra is generated by $d$, $2^{k+1} \times 2^{k+1}$ matrices $\Gamma_\mu$ satisfying

$$\{\Gamma_\mu, \Gamma_\nu\} = 2\eta_{\mu\nu},$$  \hspace{1cm} (A.5.2)

which gives

$$(\Gamma_\mu)^2 = \eta_{\mu\mu} \quad \text{(no contraction)}. \hspace{1cm} (A.5.3)$$

$k$ is the rank of the Cartan sub-algebra which is given by

$$k = \begin{cases} \frac{d-2}{2} & \text{for } d \text{ even} \\ \frac{d-3}{2} & \text{for } d \text{ odd} \end{cases} \hspace{1cm} (A.5.4)$$

The matrices defined as

$$\sigma_{\mu\nu} \equiv \frac{i}{4} [\Gamma_\mu, \Gamma_\nu],$$  \hspace{1cm} (A.5.5)

span a representation of the Lie algebra of the $SO(d)$ groups. A set of matrices satisfying (A.5.2) can always be constructed as follows. We consider first the Euclidean case and define the Pauli $\sigma$ matrices as

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$  \hspace{1cm} (A.5.6)
It is possible to construct $\Gamma$ matrices as

\begin{align*}
\Gamma_1 &= \sigma_1 \otimes \mathbf{1} \otimes \mathbf{1} \otimes \ldots, \\
\Gamma_2 &= \sigma_2 \otimes \mathbf{1} \otimes \mathbf{1} \otimes \ldots, \\
\Gamma_3 &= \sigma_3 \otimes \sigma_1 \otimes \mathbf{1} \otimes \ldots, \\
\Gamma_4 &= \sigma_3 \otimes \sigma_2 \otimes \mathbf{1} \otimes \ldots, \\
\Gamma_5 &= \sigma_3 \otimes \sigma_3 \otimes \sigma_1 \otimes \ldots, \\
\end{align*}

(A.5.7) 

\begin{align*}
\ldots \\
&\Gamma_5 \equiv \Gamma_{[\mu_1 \Gamma_{\mu_2} \ldots \Gamma_{\mu_n}]} = \Gamma_{\mu_1 \ldots \mu_n}, \\
\end{align*}

(A.5.8)

To generalise this construction to the Minkowski case we set $\Gamma_0 \rightarrow i\Gamma_0$. At this point the reader is reminded of the index conventions as set out in the beginning of this appendix under which for Minkowski space we would begin the index ranges from 0. In even dimensions a complete set of $\Gamma$ matrices $\{\Gamma_n\}$, where $n = 1, \ldots, d + 1$, is provided by

\begin{align*}
\Gamma_n \equiv \Gamma_{[\mu_1 \Gamma_{\mu_2} \ldots \Gamma_{\mu_n}]} = \Gamma_{\mu_1 \ldots \mu_n},
\end{align*}

(A.5.9)

where the last matrix we write as\(^1\)

\begin{align*}
\Gamma_* = (-i)^{\frac{d}{2}} \Gamma_1 \ldots \Gamma_d, \quad (\Gamma_*)^2 = 1.
\end{align*}

(A.5.10)

$\Gamma_*$ anti-commutes with all the other $\Gamma$s and so can be used as $\Gamma_{d+1}$ in the next odd dimension. The matrices defined in (A.5.9) satisfy the Clifford algebra of (A.5.2) and also

\begin{align*}
\Gamma_\mu^\dagger = 1 \pm \mathbf{A} \Gamma_\mu \mathbf{A}^{-1},
\end{align*}

(A.5.11)

where

\begin{align*}
\mathbf{A} = \begin{cases} \\
\Gamma_0 & \text{for Minkowski} \\
1 & \text{for Euclidean} \\
\end{cases}.
\end{align*}

(A.5.12)

Products of $\Gamma$ matrices are often encountered and the following formulae are useful for manipulating them. The identities can be derived by writing down all the terms with the correct symmetry properties (numerical coefficients are determined by the symmetries) and determining the signs by substituting in explicit values for the indices. The expressions

\(^1\)In Minkowski space this reads $\Gamma_* = i(-i)^{\frac{d}{2}} \Gamma_0 \ldots \Gamma_{d-1}$. 
are valid for all dimensions compatible with the index ranges

\[ \Gamma_{\mu_1...\mu_p} \Gamma^{\mu_1...\mu_p} = \frac{d!}{(d-p)!} , \]

\[ \Gamma_{\mu} \Gamma_{\nu} = \Gamma_{\mu\nu} + \delta_{\mu\nu} , \]

\[ \Gamma_{\mu\nu} \Gamma_{\rho} = \Gamma_{\mu\nu\rho} + 2\Gamma_{[\mu\nu\rho]} , \]

\[ \Gamma_{\mu\nu\rho} \Gamma_{\sigma} = \Gamma_{\mu\nu\rho\sigma} + 3\Gamma_{[\mu\nu\rho\sigma]} , \]

\[ \Gamma_{\mu\nu\rho\sigma} \Gamma^{\sigma\delta} = \Gamma_{\mu\nu\rho\sigma} \Gamma^{\sigma\delta} - 6\Gamma_{[\mu\nu\rho\sigma]} \Gamma^{\sigma\delta} . \]  

\[ (A.5.13) \]

Dirac spinors \( \lambda_\alpha \) have \( 2^k + 2 \) real components and transform under \( SO(d) \) as

\[ \delta \lambda = i \bar{\epsilon}^{\mu\nu} \sigma_{\mu\nu} \lambda , \]  

\[ (A.5.14) \]

and so form a representation of \( SO(d) \). The covariant derivative of a spinor is taken with respect to the spin connection \( \omega_{\mu}^{\nu\rho} \) so that

\[ \nabla_\mu \lambda = \partial_\mu \lambda - \frac{1}{4} \omega_{\mu}^{\nu\rho} \Gamma_{\nu\rho} \lambda . \]  

\[ (A.5.15) \]

The most convenient way to discuss different types spinors is for each particular case of dimensions and metric signature. This is because the different types of spinors can only exist in particular dimensions and take particular forms for certain signatures. In general a charge conjugation matrix \( C \) can always be introduced so that

\[ C^T = \pm C , \quad \Gamma^T_\mu = \pm C \Gamma_\mu C^{-1} , \]  

\[ (A.5.16) \]

where the \( \pm \) signs are fixed for particular dimensions and signatures. If the number of dimensions also allows a consistent\(^2\) introduction of a complex conjugation * for (Dirac) spinors \( \lambda \) then we can define the Dirac conjugate \( \bar{\lambda} \) as

\[ \bar{\lambda} = \lambda^\dagger A . \]  

\[ (A.5.17) \]

We can also define the Majorana conjugate \( \lambda^c \) as

\[ \lambda^c = \lambda^T C . \]  

\[ (A.5.18) \]

A Majorana spinor is then one whose Majorana conjugate is equal to its Dirac conjugate \( \lambda^c = \bar{\lambda} \). In practice this translates to a reality condition and halves the degrees of freedom in the spinor.

\(^2\)The consistency here is that for a spinor \( \lambda \) we can define a complex conjugation operator * such that \( \lambda^* = \lambda \).
If the number of dimensions is even then a $\Gamma_*$ exists and we can define Weyl (chiral) spinors by
\[
\lambda_L = \frac{1}{2} \left( 1 - \Gamma_* \right) \lambda, \quad \lambda_R = \frac{1}{2} \left( 1 + \Gamma_* \right) \lambda, \quad (A.5.19)
\]
which again have half the number of degrees of freedom. Left handed Weyl spinors have negative chirality and right handed spinors have positive chirality
\[
\Gamma_* \lambda_L = -\lambda_L, \quad \Gamma_* \lambda_R = +\lambda_R. \quad (A.5.20)
\]

**Spinors in four Minkowski dimensions**

The $\Gamma$ matrices are denoted by $\Gamma = \{\gamma_\mu, \gamma_5\}$ with $\mu = 0, \ldots, 3$. The general relations (A.5.10) and (A.5.11) read
\[
\left( \gamma_\mu \right)^\dagger = \gamma_0 \gamma_\mu \gamma_0, \quad (A.5.21)
\]
\[
\gamma_5 = \frac{i}{4!} \varepsilon_{\mu\nu\rho\sigma} \gamma^{\mu\nu\rho\sigma} = -i \gamma_0 \gamma_1 \gamma_2 \gamma_3. \quad (A.5.22)
\]
The definition of $\gamma_5$ can be used to derive useful relations of the type
\[
\gamma_{\mu\rho\sigma} = -i \varepsilon_{\mu\rho\sigma}^{\delta} \gamma_5. \quad (A.5.23)
\]
The form of these relations is obvious up to an overall complex factor in front that can be deduced by putting in particular values for the indices and multiplying both sides by the appropriate $\gamma$ matrices.

We can choose a representation where the $\gamma_\mu$ matrices are all real ($\gamma_5$ imaginary). In this representation $C = \gamma_0$ and the Majorana condition becomes a reality condition. Both Majorana and Weyl spinors in four dimensions have four real components. Weyl spinors in four-dimensions satisfy the useful relations
\[
\bar{\lambda}_L \gamma^{(n)} \lambda_L = 0 \text{ for } n \text{ even},
\]
\[
\bar{\lambda}_R \gamma^{(n)} \lambda_L = 0 \text{ for } n \text{ odd}, \quad (A.5.24)
\]
where $\gamma^{(n)}$ denotes $n$ $\gamma$ matrices.

The number of supersymmetry generators (charges) in four dimensions is given by $4 \times \mathcal{N}$ so that $\mathcal{N} = 1$ supersymmetry in four dimensions is parameterised in terms of one Weyl spinor, $\mathcal{N} = 2$ using two Weyl spinors and so on.
Spinors in six Euclidean dimensions

The $\Gamma$ matrices are denoted by $\Gamma = \{\gamma_m, \gamma_7\}$ with $m = 1, \ldots, 6$. They satisfy

\begin{align}
(\gamma_m)^\dagger &= \gamma_m, \\
\gamma_7 &= i\frac{\epsilon_{\gamma_1\gamma_2\gamma_3\gamma_4\gamma_5\gamma_6}}{6!} = i\gamma_1\gamma_2\gamma_3\gamma_4\gamma_5\gamma_6. \tag{A.5.25}
\end{align}

We choose a representation where all the $\gamma_m$ are imaginary which means Majorana spinors are real and have eight components. Weyl spinors in six-dimensions satisfy the relations

\begin{align}
\bar{\lambda}_L\gamma^{(n)}\lambda_L &= 0 \text{ for } n \text{ odd}, \\
\bar{\lambda}_R\gamma^{(n)}\lambda_L &= 0 \text{ for } n \text{ even}. \tag{A.5.27}
\end{align}

Spinors in seven Euclidean dimensions

The $\Gamma$ matrices are denoted by $\Gamma = \{\gamma_m\}$ with $m = 1, \ldots, 7$. They satisfy

\begin{align}
(\gamma_m)^\dagger &= \gamma_m, \\
\gamma_1\gamma_2\gamma_3\gamma_4\gamma_5\gamma_6\gamma_7 &= -i. \tag{A.5.28}
\end{align}

We choose a representation where all the $\gamma_m$ are imaginary which means Majorana spinors are real and have eight components. Note that we can not define Weyl spinors in seven dimensions.

Spinors in ten Minkowski dimensions

The $\Gamma$ matrices are denoted by $\Gamma = \{\Gamma_M, \Gamma_{11}\}$ with $M = 0, \ldots, 9$. They satisfy

\begin{align}
(\Gamma_M)^\dagger &= \Gamma_0\Gamma_M\Gamma_0, \\
\Gamma_{11} &= \Gamma_0^{-1}\epsilon_{MNPQRSTU VW}^{MNPQRSTU VW} = \Gamma_0 \cdots \Gamma_9. \tag{A.5.30}
\end{align}

We choose a representation where all the $\Gamma_M$ are real which means Majorana spinors are real and have 32 components. In ten dimensions it also possible to define Majorana-Weyl spinors which are real Weyl spinors with 16 components.

The number of supercharges is given by $16 \times \mathcal{N}$ which means $\mathcal{N}$-supersymmetry is parameterised in terms of $\mathcal{N}$ Majorana-Weyl spinors.

In a compactification the full ten-dimensional manifold $M_{10}$ is decomposed into the product of four-dimensional space-time, with co-ordinates $\mu$, and some internal manifold
$\mathcal{M}_6$ with co-ordinates $m$. Under this decomposition the ten-dimensional $\Gamma$ matrices decompose as

\[
\begin{align*}
\Gamma_\mu &= \gamma_\mu \otimes 1 , \\
\Gamma_m &= \gamma_5 \otimes \gamma_m , \\
\Gamma_{11} &= \gamma_5 \otimes \gamma_7 .
\end{align*}
\] (A.5.32)

Note that this decomposition is consistent with the reality conditions on the matrices in various dimensions.

**Spinors is eleven Minkowski dimensions**

We denote the $\Gamma$ matrices $\Gamma = \{\Gamma_M\}$ with $M = 0, .., 10$. We have

\[
\begin{align*}
(\Gamma_M)\dagger &= \Gamma_0 \Gamma_M \Gamma_0 , \\
\Gamma_0 ... \Gamma_{10} &= 1 .
\end{align*}
\] (A.5.33)

We choose a representation where all the $\Gamma_M$ are real which means Majorana spinors are real and have 32 components.

There can only be 32 supercharges in eleven dimensions which means supersymmetry is parameterised in terms of a single Majorana spinor.

The decomposition under compactification is

\[
\begin{align*}
\Gamma_\mu &= \gamma_\mu \otimes 1 , \\
\Gamma_m &= \gamma_5 \otimes \gamma_m .
\end{align*}
\] (A.5.35)

### A.6 Useful identities

#### A.6.1 Six-dimensional $SU(3)$-structure identities

The procedure for calculating the identities presented in this section is to use the fact that we can always go to an orthonormal real frame $\{e^m\}$ where the $SU(3)$-structure forms take the explicit form

\[
\begin{align*}
J &= e^{12} + e^{34} + e^{56} , \\
\Omega &= (e^{135} - e^{146} - e^{236} - e^{245}) + i (e^{136} + e^{145} + e^{235} - e^{246}) .
\end{align*}
\] (A.6.1)

We can calculate relations explicitly using these forms and since they are tensor relations they will hold in all frames. A more formal way to derive the following is by using Fierz
identities on the spinor bilinears used to define the forms. Some of the relations are most neatly written using projectors

\[(P_{\pm})_n^m \equiv \frac{1}{2} (\delta_n^m \mp i J_n^m) \tag{A.6.3} \]

in terms of which \(\Omega\) is holomorphic

\[(P_+)_n^m \Omega_{npq} = \Omega_{mpq} \tag{A.6.4} \]
\[(P_-)_n^m \Omega_{npq} = 0 \tag{A.6.5} \]

Some useful \(SU(3)\)-structure identities read

\[\star \Omega = -i\Omega \tag{A.6.6} \]
\[\Omega_{[mnp} \Omega_{qrs]} = \frac{2i}{5} \varepsilon_{mnpqrs} \tag{A.6.7} \]
\[\Omega_{mnp} \eta^{qr} = 48 (P_+)_m^{[q} (P_+)_n^{r} (P_+)_p^{s}] \tag{A.6.8} \]
\[\Omega_{mnp} \eta^{rp} = 16 (P_+)_m^{[q} (P_+)_r^{n]} \tag{A.6.9} \]
\[\Omega_{mnp} \eta^{mp} = 16 (P_+)_m^{q} \tag{A.6.10} \]
\[\Omega_{mnp} \Omega^{mnp} = ||\Omega||^2 = 48 \tag{A.6.11} \]
\[\Omega_{mnp} \Omega^{qr} = 0 \tag{A.6.12} \]
\[\varepsilon_{mnpqrs} J^{pq} J^{rs} = 8 J_{mn} \tag{A.6.13} \]
\[\varepsilon_{mnpqrs} J^{rs} = 6 J_{[mn} J_{pq]} \tag{A.6.14} \]
\[\varepsilon_{mnpqrs} = 15 J_{[mn} J_{pq]} J_{rs]} \tag{A.6.15} \]
\[2 (P_+)(mn) = g_{mn} \tag{A.6.16} \]

It is informative to go through an example derivation of the expressions that relate derivatives of the forms to the torsion (2.2.28). Acting with the Levi-Civita connection \(\nabla\) on the spinor bi-linear for \(J\) is evaluated as

\[\nabla_m J_{np} = -\frac{i}{4} \kappa_{m}^{rs} \left[ (\gamma_{rs}^\dagger \eta^\dagger) \gamma_{np} \eta^+ + \eta^+ \gamma_{np} \gamma_{rs} \eta^\dagger \right] \]
\[= -\frac{i}{4} \kappa_{m}^{rs} \eta^+ \left( \gamma_{np} \gamma_{rs} - \gamma_{rs} \gamma_{np} \right) \eta^+ \]
\[= -\frac{i}{2} \kappa_{m}^{rs} \eta^+ \left( \delta_{rn} \gamma_{sp} + \delta_{sp} \gamma_{rn} - \delta_{rp} \gamma_{sn} \right) \eta^+ \]
\[= -2i \kappa_{m[n} \eta^+ \gamma_{r]p} \eta^+ \]
\[= 2 \kappa_{m[n} \gamma_{r]p} \eta^+ J_{m]} \tag{A.6.17} \]

Now using the fact that

\[\nabla_{[m} J_{np]} = \partial_{[m} J_{np]} = \frac{1}{3} (dJ)_{mnp} \tag{A.6.18} \]
we recover

\[(dJ)_{mnp} = 6\kappa_{[mn} \, J_{r|p]} \cdot \quad (A.6.19)\]

The same method can be applied to derive all such relations.

A.6.2 Seven-dimensional SU(3)-structure identities

In seven dimensions the SU(3)-structure takes the form

\[J = e^{12} + e^{34} + e^{56}, \quad (A.6.20)\]
\[\Omega = (e^{135} - e^{146} - e^{236} - e^{245}) + i(e^{136} + e^{145} + e^{235} - e^{246}), \quad (A.6.21)\]
\[V = e^7. \quad (A.6.22)\]

We can define projectors that can be thought of as projections along and perpendicular to the direction of the vector

\[(P_{\pm})^m_n \equiv \frac{1}{2} (\delta^m_n \mp iJ^m_n - V_m V^n), \quad (A.6.23)\]
\[(P_{7})^m_n \equiv V_m V^n. \quad (A.6.24)\]

In terms of \(P_{\pm}\), \(\Omega\) is holomorphic. The set of objects \(\{\Omega, J, P_{\pm}\}\) satisfy the same subset of relations as in six dimensions. Some useful relations involving also \(V\) read

\[\star \Omega^\pm = \pm \Omega^\mp \land V, \quad (A.6.25)\]
\[\star (J \land V) = \frac{1}{2} J \land J, \quad (A.6.26)\]
\[V^r \epsilon_{\text{mnpqrst}} = 15J_{[nn}J_{pq]j_r}, \quad (A.6.27)\]
\[J^{rs} \epsilon_{\text{mnpqrst}} = 30J_{[mn}J_{pq]V_t}, \quad (A.6.28)\]
\[J^{rs} V^r \epsilon_{\text{mnpqrst}} = 6J_{[nn}J_{pq]}, \quad (A.6.29)\]

A.6.3 G2-structure identities

G2-structure in seven dimensions can be mapped to the form

\[\varphi = e^{136} + e^{235} + e^{145} - e^{246} - e^{127} - e^{347} - e^{567}, \quad (A.6.30)\]
from which it is possible to derive the following identities

\[
\epsilon_{mnpqrst} = 5 \phi_{mnp} (\star \phi)_{qrst}, \quad (A.6.31)
\]

\[
\phi_{m}^{pq} \phi_{ab}^{m} = (\star \phi)_{pq}^{ab} + 2 \delta_{ab}^{[pq]}, \quad (A.6.32)
\]

\[
\phi_{mpq} \phi_{nopq} = 6 \delta_{m}^{n}, \quad (A.6.33)
\]

\[
\phi_{mnp} \phi_{mnp} = 42, \quad (A.6.34)
\]

\[
9 (\star \phi)_{pq} \delta_{[ab}^{m]} = (\star \phi)_{pqmt} (\star \phi)_{abnt} + \phi_{pqm} \phi_{abn} - 6 \delta_{abn}^{pqm}. \quad (A.6.35)
\]

### A.6.4 ‘t Hooft symbols identities

The ‘t Hooft symbols \[63\] \(\eta_{xuv}\) have index ranges \(x = 1, 2, 3\) and \(u = 1, 2, 3, 4\). They are defined as

\[
\eta_{xuv} = \bar{\eta}_{xuv} = \epsilon_{xuv}, \quad \text{if } u, v = 1, 2, 3, \quad (A.6.36)
\]

\[
\eta_{x4u} = \bar{\eta}_{x4u} = \delta_{u}^{x}. \quad (A.6.37)
\]

Some useful relations that can be derived from their definition read

\[
\eta_{\mu\nu}^{x} = \frac{1}{2} \epsilon_{\mu
u\rho\sigma} \eta_{\nu,\rho\sigma}^{x}, \quad (A.6.38)
\]

\[
\bar{\eta}_{\mu\nu}^{x} = \frac{1}{2} \epsilon_{\mu
u\rho\sigma} \bar{\eta}_{\nu,\rho\sigma}^{x}, \quad (A.6.39)
\]

\[
\eta_{\mu \nu}^{x} \bar{\eta}_{\mu \rho}^{y} = \eta_{\mu \rho}^{x} \bar{\eta}_{\mu \nu}^{y}, \quad (A.6.40)
\]

\[
\eta_{\mu \nu}^{x} \eta_{\sigma \rho}^{x} = \delta_{\mu \rho} \delta_{\nu \sigma} - \delta_{\mu \sigma} \delta_{\nu \rho} + \epsilon_{\mu \nu \rho \sigma}, \quad (A.6.41)
\]

\[
\epsilon_{\mu \nu \rho} \eta_{\sigma \rho}^{y} \eta_{\mu \sigma}^{z} = \delta_{\mu \sigma} \delta_{\nu \rho} \eta_{\rho \sigma}^{x} - \delta_{\nu \sigma} \delta_{\rho \rho} \eta_{\mu \sigma}^{x} + \delta_{\rho \sigma} \eta_{\mu \sigma}^{x}. \quad (A.6.42)
\]
Appendix B

Reduction of the Ricci Scalar in String and M-theory

In this appendix we derive the kinetic terms for the geometric moduli in both type IIA and eleven-dimensional supergravity by reducing the Ricci scalar on a manifold of the product type. We begin by deriving the kinetic terms for metric variations of seven-dimensional manifolds with $SU(3)$-structure in eleven-dimensional supergravity. The results are cast into a form from which it is very easy to extract the kinetic terms for type IIA theory on six-dimensional manifolds with $SU(3)$-structure by integrating out the extra dimension. During the derivation we only assume the $SU(3)$-structure relations (2.2.8) and (2.2.28) which, since the set of forms $\{J, \Omega\}$ follow the same algebraic relations in both cases, allows us to simply integrate out $V$ from the eleven-dimensional expression to reach the IIA case.

We consider the eleven-dimensional manifold $M_{11}$ to take an unwarped product form $M_{11} = S \otimes M_7$. The eleven-dimensional metric, including the fluctuations, takes the following form

\[
\hat{g}_{MNdX^M dX^N} = \bar{g}_{\mu\nu}(x)dx^\mu dx^\nu + \bar{g}_{mn}(x,y)dy^m dy^n \tag{B.0.1}
\]

\[
= \bar{g}_{\mu\nu}(x)dx^\mu dx^\nu + [\bar{g}_{mn}^0(y) + \bar{h}_{mn}(x,y)]dy^m dy^n.
\]
Direct computation of the eleven-dimensional Ricci scalar gives

\[
\int_{\mathcal{M}_{11}} \sqrt{-g_{11}} d^{11} X \frac{1}{2} \hat{R} = \int_{\mathcal{M}_{11}} \sqrt{-g_{11}} d^{11} X \frac{1}{2} \left[ \hat{R}_4 + \hat{R}_7 - \tilde{g}^{mn} \Box_4 \tilde{g}_{mn} + \left( \frac{3}{4} \tilde{g}^{mp} \tilde{g}^{nq} - \frac{1}{4} \tilde{g}^{mn} \tilde{g}^{pq} \right) \left( \partial \tilde{g}_{mn} \right) \left( \partial \tilde{g}_{pq} \right) \right]
\]

\[ = \int_{S} \sqrt{-\bar{g}_{4}^{4}} d^{4} x \int_{\mathcal{M}_{7}} \sqrt{\bar{g}_{7}^{7}} d^{7} y \left[ \bar{R}_4 + \bar{R}_7 - \frac{1}{4} \left( \bar{g}^{mp} \bar{g}^{nq} - \bar{g}^{mn} \bar{g}^{pq} \right) \left( \partial \bar{g}_{mn} \right) \left( \partial \bar{g}_{pq} \right) \right],
\]

where in the last equation we have performed a partial integration with respect to the four-dimensional integral using (A.1.9). At this point we replace the metric variations with variations of the structure forms. Although eventually we wish to parameterise the variations in terms of the $SU(3)$-structure forms at this point it is easier to work with the $G_2$-forms. Using equation (5.1.5) we arrive at

\[
\int_{\mathcal{M}_{11}} \sqrt{-g_{11}} d^{11} X \hat{R} = \int_{S} \sqrt{-\bar{g}_{4}^{4}} d^{4} x \int_{\mathcal{M}_{7}} \sqrt{\bar{g}_{7}^{7}} d^{7} y \left[ \bar{R}_4 + \bar{R}_7 - \frac{1}{12} (\partial \bar{\varphi})_{mnp} (\partial \bar{\varphi})^{mnp} \right.
\]

\[ + \frac{3}{2} \left( \frac{1}{\bar{\varphi}^2} \right). \]  

(B.0.3)

To reach this expression we used the $G_2$-identities (A.6.32) and (A.6.35) as well as the expression for the variations

\[ \varphi \cdot \delta \varphi = 3 \bar{\varphi}^{-1} \delta \bar{\varphi}. \]  

(B.0.4)

We also used the fact that only the symmetric part of $\varphi_{pq} \delta \varphi_{mpq}$ contributes to the gauge independent metric variations. Here $\bar{\varphi}$ is the volume of the internal manifold as measured with the metric $\tilde{g}_{mn}$ which thus contains the metric fluctuations. Note that because we only consider the lowest KK states, $\bar{R}_4$ is independent of the internal coordinates and thus its integration produces a factor of the seven-dimensional volume $\bar{\varphi}$. In order to put the four-dimensional action in the standard form we further need to rescale the four dimensional metric as

\[ \bar{g}_{\mu\nu} = \frac{1}{\bar{\varphi}} g_{\mu\nu}. \]  

(B.0.5)

Apart from normalising the Einstein-Hilbert term correctly this rescaling also produces a term which precisely cancels the last term of (B.0.3). The compactified eleven-dimensional Ricci scalar takes the form

\[
\int_{\mathcal{M}_{11}} \sqrt{-g_{11}} d^{11} X \hat{R} = \int_{S} \sqrt{-\bar{g}_{4}^{4}} d^{4} x \left[ R_4 + \int \sqrt{\bar{g}_{7}^{7}} d^{7} y \left( \bar{R}_7 - \frac{1}{12} (\partial \bar{\varphi})_{mnp} (\partial \bar{\varphi})^{mnp} \right) \right].
\]

(B.0.6)
At this stage we move back to using the $SU(3)$-structure forms using the translation equation (2.2.36). We also move to the string frame by rescaling the internal metric

\[ \bar{g}_{mn} = e^{-\frac{2}{3} \hat{\phi}} g_{mn}, \]  

where the dilaton is defined as in equation (5.1.6). Defining the $SU(3)$-structure forms with respect to the metric $g_{mn}$ the decomposition (2.2.36) becomes

\[ \varphi^\pm = e^{-\hat{\phi}} (\pm \Omega^- - J \wedge V). \]  

Before identifying the correct degrees of freedom in four dimensions, as discussed in section 4.2.1, we need to take out the Kähler moduli dependence from $\Omega$ and we do this by defining a 'six-dimensional' volume $V_6$ and the true 'holomorphic' three-form $\Omega^{cs}$ as in equations (5.1.7) and (4.2.5). With these definitions we have

\[ \partial \varphi^\pm = e^{-\phi} (\pm (\partial \phi) e^{\frac{2}{3} K_{cs}} \Omega^{cs} - \partial (e^{\frac{2}{3} K_{cs}} \Omega^{cs} - \frac{1}{\sqrt{V_6}} \partial J \wedge V)), \]  

where we have introduced the four-dimensional dilaton

\[ \phi \equiv \hat{\phi} - \frac{1}{2} \ln V_6. \]  

It can be checked that the following condition holds

\[ \left( \partial \left( e^{\frac{2}{3} K_{cs}} \Omega^{cs} \right) \right)_{mnp} \left( e^{\frac{2}{3} K_{cs}} \Omega^{cs} \right)_{mnp} = 0, \]  

and so when we square the expression (B.0.9) there is no mixing between the various terms. Substituting (B.0.9) into (B.0.6) and using the fact that

\[ (\partial \Omega^{cs}) \lrcorner (\Omega^{cs}) = 0, \quad (\partial \Omega^{cs}) \lrcorner (\partial \Omega^{cs}) = 0, \]  

we find

\[ \int_{\mathcal{M}_{11}} \sqrt{-g_{11}} d^{11}X \left( \frac{1}{2} \hat{R} = \int_{S} \sqrt{-g_{4d}x} \left[ \frac{1}{2} \mathcal{R}_4 - \partial_{\mu} \phi \partial^{\mu} \phi \right. \right. \] 

\[ + \frac{1}{2} e^{2\phi} \mathcal{V}^{-1} \int_{\mathcal{M}_7} \sqrt{g_7} d^7 y \mathcal{R}_7 \] 

\[ - e^{-\hat{\phi}} e^{K_{cs}} \int_{\mathcal{M}_7} \sqrt{g_7} d^7 y D_{\mu} \Omega^{cs} \lrcorner D^{\mu} \Omega^{cs} \] 

\[ - \frac{1}{4V_6} e^{-\hat{\phi}} \int_{\mathcal{M}_7} \sqrt{g_7} d^7 y \partial_{\mu} J \partial^{\mu} J \right]. \]  

We have replaced the variations of $\Omega$ with the Kähler covariant derivative as discussed in section 4.2.1.
To reach the IIA expression we simply take the forms $J$ and $\Omega$ to only have six-dimensional dependence and components and use $V = e^{2\phi} z$ to integrate out the unit vector $z$. This directly gives

$$\int_{\mathcal{M}_{11}} \sqrt{-g_{11}} d^{11}X \left[ \frac{1}{2} \tilde{R} \right] = \int_{S} \sqrt{-g_{4}} d^{4}x \left[ \frac{1}{2} \tilde{R}_{4} - \partial_{\mu} \phi \partial^{\mu} \phi \right] - \frac{1}{2} e^{2\phi} V^{-1} \int_{\mathcal{M}_{6}} \sqrt{g_{6}} d^{6}y \tilde{R}_{6} + \frac{1}{2} e^{2\phi} V^{-1} \int_{\mathcal{M}_{6}} \sqrt{g_{6}} d^{6}y \tilde{R}_{6}$$

It can be easily checked that the Weyl rescalings (B.0.5) and (B.0.7) are equivalent to the Weyl rescaling to reach the ten-dimensional Ricci scalar first, and then performing the Weyl rescalings (4.2.10).
Appendix C

The IIA Gravitini Mass Matrix

In this appendix we derive the four-dimensional gravitini mass matrix through dimensional reduction of the appropriate terms in the ten-dimensional action of massive type IIA supergravity (4.1.1). We consider the ten-dimensional gravitino decomposition (4.2.27)

\[ \hat{\Psi}_\mu = \frac{1}{2\sqrt{2}} \sqrt{2} \left[ (\psi^{1+}_+ + \psi^{1-}_-) \otimes (\eta_+ + \eta_-) - i (\psi^{2+}_+ + \psi^{2-}_-) \otimes (\eta_+ - \eta_-) \right]. \]  

(C.0.1)

We proceed to go through each term in (4.2.28).

The kinetic term

The ten-dimensional kinetic term for the gravitino induces a four-dimensional mass for the particular index ranges

\[ \mathcal{L}_1 = -\hat{\Psi}_\mu \Gamma^{\mu\nu} D_n \hat{\Psi}_\nu. \]  

(C.0.2)

This term is only non-vanishing when the internal spinors are not covariantly constant and so corresponds to the potential induced by the torsion on the manifold. To dimensionally reduce this term we substitute the gravitino ansatz and decompose...
the $\Gamma$ matrices as in (A.5.32). This gives

$$L_1 = \frac{1}{8\sqrt{2}} \left\{ \bar{\psi}_+^1 \gamma^{\mu\nu} \psi_1^{\mu\nu} \left[ \frac{i}{2} \kappa_{[mn]} \Omega^{-mnp} \right] + \bar{\psi}_+^1 \gamma^{\mu\nu} \psi_2^{\mu\nu} \left[ \frac{i}{2} \kappa_{[mn]} \Omega^{+mnp} \right] + \bar{\psi}_+^2 \gamma^{\mu\nu} \psi_1^{\mu\nu} \left[ \frac{i}{2} \kappa_{[mn]} \Omega^{-mnp} \right] - \bar{\psi}_+^2 \gamma^{\mu\nu} \psi_2^{\mu\nu} \left[ \frac{i}{2} \kappa_{[mn]} \Omega^{+mnp} \right] \right\}.$$  \hspace{1cm} (C.0.3)

We have acted on the spinors with the derivative and replaced the resulting spinor bi-linears with the corresponding structure forms. We can now use the relations (2.2.13) to eliminate the contorsion for differential relations of the structure forms which gives

$$L_1 = \frac{1}{8\sqrt{2}} \left\{ \bar{\psi}_+^1 \gamma^{\mu\nu} \psi_1^{\mu\nu} \left[ -\frac{i}{12} (dJ)_{mnp} (\Omega^+) \right] + \bar{\psi}_+^2 \gamma^{\mu\nu} \psi_2^{\mu\nu} \left[ -\frac{i}{12} (dJ)_{mnp} (\Omega^+) \right] + \bar{\psi}_+^2 \gamma^{\mu\nu} \psi_1^{\mu\nu} \left[ -\frac{i}{12} (dJ)_{mnp} (\Omega^-) \right] + \bar{\psi}_+^1 \gamma^{\mu\nu} \psi_2^{\mu\nu} \left[ -\frac{i}{12} (dJ)_{mnp} (\Omega^-) \right] \right\}. \hspace{1cm} (C.0.4)$$

This concludes the reduction of the kinetic term and we now move on to the flux terms.

**The flux terms**

We begin by reducing the term

$$L_2 = -\frac{1}{2} m e^{\Phi} \tilde{\psi}_+^1 \Gamma^{\mu\nu} \tilde{\psi}_-.$$

Simple substitution of the gravitino ansatz yields

$$L_2 = -\frac{1}{8\sqrt{2}} m e^{\Phi} \left[ \bar{\psi}_+^1 \gamma^{\mu\nu} \psi_1^{\mu\nu} + \bar{\psi}_+^2 \gamma^{\mu\nu} \psi_2^{\mu\nu} + \text{c.c.} \right]. \hspace{1cm} (C.0.6)$$
The rest of the flux terms follow again by simple substitution and \( \gamma \) matrix algebra. They read

\[
L_3 = \frac{1}{24} e^{-\frac{1}{2} \phi} (\hat{F}_3)_{prs} \hat{\Psi}^\mu \Gamma_{[\mu} \Gamma^{\rho s} \Gamma_{\nu]} \Gamma_{11} \hat{\Psi}^\nu \tag{C.0.7}
\]

\[
= -\frac{1}{8 \sqrt{2}} e^{-\frac{1}{2} \phi} \left\{ \bar{\psi}_{+}^1 \gamma_{\mu \nu} \psi_{-}^1 \left[ \frac{1}{2} \hat{F}_3 J \Omega^{-} \right] + \bar{\psi}_{+}^2 \gamma_{\mu \nu} \psi_{-}^2 \left[ \frac{1}{2} \hat{F}_3 J \Omega^{-} \right] \right\} + \text{c.c.},
\]

\[
L_4 = \frac{1}{4} m e^{\frac{3}{4} \phi} B_{pr} \hat{\Psi}^\mu \Gamma_{[\mu} \Gamma^{pr} \Gamma_{\nu]} \Gamma_{11} \hat{\Psi}^\nu \tag{C.0.8}
\]

\[
= -\frac{1}{8 \sqrt{2}} e^{-\frac{3}{4} \phi} \left\{ \bar{\psi}_{+}^1 \gamma_{\mu \nu} \psi_{-}^1 \left[ \text{im} B_{J} \right] + \bar{\psi}_{+}^2 \gamma_{\mu \nu} \psi_{-}^2 \left[ \text{im} B_{J} \right] \right\} + \text{c.c.},
\]

\[
L_5 = -\frac{1}{96} e^{\frac{1}{4} \phi} (\hat{F}_4)_{prst} \hat{\Psi}^\mu \Gamma_{[\mu} \Gamma^{prst} \Gamma_{\nu]} \hat{\Psi}^\nu \tag{C.0.9}
\]

\[
= -\frac{1}{8 \sqrt{2}} e^{-\frac{1}{4} \phi} \left\{ \bar{\psi}_{+}^1 \gamma_{\mu \nu} \psi_{-}^1 \left[ \frac{1}{16} (\hat{F}_4)_{mnpq} J^{mpnq} \right] \right. \\
\left. \quad + \bar{\psi}_{+}^2 \gamma_{\mu \nu} \psi_{-}^2 \left[ \frac{1}{16} (\hat{F}_4)_{mnpq} J^{mpnq} \right] \right\} + \text{c.c.},
\]

\[
L_6 = -\frac{1}{96} e^{\frac{1}{4} \phi} (\hat{F}_4)_{\rho \sigma \delta \epsilon} \hat{\Psi}^\mu \Gamma_{[\mu} \Gamma^{\rho \sigma \delta \epsilon} \Gamma_{\nu]} \hat{\Psi}^\nu \tag{C.0.10}
\]

\[
= -\frac{1}{8 \sqrt{2}} e^{-\frac{1}{4} \phi} \left\{ \bar{\psi}_{+}^1 \gamma_{\mu \nu} \psi_{-}^1 \left[ -\frac{1}{2} i \hat{J} \right] + \bar{\psi}_{+}^2 \gamma_{\mu \nu} \psi_{-}^2 \left[ -\frac{1}{2} i \hat{J} \right] \right\} + \text{c.c.}
\]

After performing the Weyl rescalings \((4.2.10)\), under which \( J \to e^{-\frac{1}{2} \phi} J \) and \( \Omega \to e^{-\frac{1}{2} \phi} \Omega \), the contributions computed above yield the mass matrix \((4.2.29)\).
Appendix D

The M-theory Gravitini Mass Matrix

In this appendix we derive the four-dimensional gravitini mass matrix through dimensional reduction of the appropriate terms in the eleven-dimensional action. We work in terms of the $SU(3)$-structure quantities as defined in section 2.2.1. We begin by writing the eleven-dimensional gravitino ansatz (5.1.21) in terms of the four-dimensional chiral gravitini (5.1.21) and the complex internal spinors (2.2.25)

$$\hat{\Psi}^\mu = V^{-\frac{1}{4}} \left[ (\psi^1_{+\mu} + \psi^1_{-\mu}) \otimes (\eta_+ + \eta_-) - i (\psi^2_{+\mu} + \psi^2_{-\mu}) \otimes (\eta_+ - \eta_-) \right]. \quad (D.0.1)$$

We now go through each term in (5.1.1) that contributes to the four-dimensional mass matrix.

The kinetic term

We begin with the eleven-dimensional kinetic term which produces a mass term in four dimensions for the particular index range choices

$$\mathcal{L}_1 = -\frac{1}{2} \bar{\hat{\Psi}}_\mu \hat{\Gamma}^{\mu\nu} \hat{D}_\nu \hat{\Psi}_\nu. \quad (D.0.2)$$

To calculate this we use the relation for the covariant derivative acting on the spinors

$$D_m \eta_\pm = \frac{1}{4} \kappa_{mnp} \gamma^{np} \eta_\pm, \quad (D.0.3)$$
where $\kappa_{mnp}$ is the contorsion on the internal manifold which is anti-symmetric in its last two indices. Inserting (D.0.1) into (D.0.2) and using (D.0.3) to evaluate the derivative on the spinors as well as (2.2.26) to replace the spinor bi-linears with the $SU(3)$ forms we arrive at

$$\mathcal{L}_1 = -\frac{1}{2\sqrt{2}} \left\{ \bar{\psi}^1_{\mu} \gamma^{\mu\nu} \psi^1_{-\nu} \left[ \frac{i}{2} \kappa_{[mnp]} (J \wedge V)^{mnp} - \frac{i}{2} \kappa_{[mnp]} \Omega^{-mnp} \right] \\
+ \bar{\psi}^2_{\mu} \gamma^{\mu\nu} \psi^2_{-\nu} \left[ \frac{i}{2} \kappa_{[mnp]} (J \wedge V)^{mnp} + \frac{i}{2} \kappa_{[mnp]} \Omega^{+mnp} \right] \\
+ \bar{\psi}^1_{\mu} \gamma^{\mu\nu} \psi^2_{-\nu} \left[ -i \kappa_{m|np} V^{[n} \delta^{p]m} - \frac{i}{2} \kappa_{[mnp]} \Omega^{+mnp} \right] \\
+ \bar{\psi}^2_{\mu} \gamma^{\mu\nu} \psi^1_{-\nu} \left[ i \kappa_{m|np} V^{[n} \delta^{p]m} - \frac{i}{2} \kappa_{[mnp]} \Omega^{+mnp} \right] + \text{c.c.} \right\}.$$  

Now using the identity

$$\bar{\psi}^{2}_{\mu} \gamma^{\mu\nu} \psi^{-1}_{-\nu} = \bar{\psi}^{1}_{\mu} \gamma^{\mu\nu} \psi^{2}_{-\nu},$$  

we can see that actually the first terms in the third and fourth lines cancel. This can be reasoned from the fact that the mass matrix should be symmetric. Using (2.2.29) we eliminate the contorsion from (D.0.5) in favour of differential relations of the structure forms and thus obtain

$$\mathcal{L}_1 = -\frac{1}{2\sqrt{2}} \left\{ \bar{\psi}^1_{\mu} \gamma^{\mu\nu} \psi^1_{-\nu} \left[ \frac{i}{4} (dV)_{mn} J^{mn} + \frac{i}{96} (d\Omega^-)_{mnpq} (\ast\Omega^-)^{mnpq} + \frac{i}{12} (dJ)_{mnp} (\Omega^+)^{mnp} \right] \\
+ \bar{\psi}^2_{\mu} \gamma^{\mu\nu} \psi^2_{-\nu} \left[ \frac{i}{4} (dV)_{mn} J^{mn} + \frac{i}{96} (d\Omega^-)_{mnpq} (\ast\Omega^-)^{mnpq} - \frac{i}{12} (dJ)_{mnp} (\Omega^+)^{mnp} \right] \\
+ \bar{\psi}^1_{\mu} \gamma^{\mu\nu} \psi^2_{-\nu} \left[ - \frac{i}{12} (dJ)_{mnp} (\Omega^-)^{mnp} \right] \\
+ \bar{\psi}^2_{\mu} \gamma^{\mu\nu} \psi^1_{-\nu} \left[ - \frac{i}{12} (dJ)_{mnp} (\Omega^-)^{mnp} \right] + \text{c.c.} \right\}.$$  

This concludes the reduction of the kinetic term and we now move on to the flux terms.

**The flux terms**
We begin by reducing the term
\[ \mathcal{L}_2 = -\frac{1}{16} \bar{\Psi}^\mu \hat{\Gamma}^{\rho\sigma} \Psi^\nu F_{\mu\rho\sigma} . \] 

This term arises from the purely external Freud-Rubin flux which we write as in (5.1.20). Substituting (D.0.1) into (D.0.7) and after some gamma matrix algebra we arrive at
\[ \mathcal{L}_2 = \left[ i \bar{\psi}^1_{+\mu} \gamma^{\mu\nu} \psi^1_{-\nu} + i \bar{\psi}^2_{+\mu} \gamma^{\mu\nu} \psi^2_{-\nu} + \text{c.c.} \right] \left[ \frac{1}{4\sqrt{2}} \left( \lambda + \frac{1}{2} \int \hat{c}_3 \wedge F \right) \right] . \] 

The second flux term reads
\[ \mathcal{L}_3 = -\frac{3}{4(12)^2} \bar{\Psi}^\mu \hat{\Gamma}^{\mu\nu\lambda\mu\nu} \Psi^\nu F_{\nu\lambda\nu} . \]

This is the term from the purely internal flux. Again the reduction is simple and gives
\[ \mathcal{L}_3 = \frac{1}{4(12)^2 \sqrt{2}} \left\{ \bar{\psi}^1_{+\mu} \gamma^{\mu\nu} \psi^1_{-\nu} \left[ F_{\nu\lambda\nu} \left( J \wedge V - \Omega^- \right)^{rst} \hat{\epsilon}_{lmnprst} \right] 
\+ \bar{\psi}^2_{+\mu} \gamma^{\mu\nu} \psi^2_{-\nu} \left[ -F_{\nu\lambda\nu} \left( \Omega^+ \right)^{rst} \hat{\epsilon}_{lmnprst} \right] \right. 
\+ \bar{\psi}^1_{+\mu} \gamma^{\mu\nu} \psi^2_{-\nu} \left[ -F_{\nu\lambda\nu} \left( \Omega^+ \right)^{rst} \hat{\epsilon}_{lmnprst} \right] + \text{c.c.} \right\} . \] 

Finally we recall that the purely internal flux has a contribution from the background flux \( \mathcal{G} \), and one which is due to the torsion of the internal manifold \( d\hat{c}_3 \), which combine into
\[ F_{\nu\lambda\nu} = \mathcal{G}_{\nu\lambda\nu} + (d\hat{c}_3)_{\nu\lambda\nu} . \]

After performing the Weyl rescalings (5.1.13), under which \( \Omega \rightarrow e^{-\hat{\phi}} \Omega, \; J \rightarrow e^{-\frac{1}{2} \hat{\phi}} J \) and \( V \rightarrow e^{-\frac{1}{4} \hat{\phi}} V \), the contributions computed above yield the following mass terms for the gravitini in four dimensions
\[ \tilde{S}_{\text{mass}} = \int_{\mathcal{M}_{11}} \sqrt{-g} \left[ \mathcal{L}_1 + \mathcal{L}_2 + \mathcal{L}_3 \right] = \int_{\mathcal{M}_4} \sqrt{-g} \left[ S_{\alpha\beta} \bar{\psi}^\alpha_{+\mu} \gamma^{\mu\nu} \psi^\beta_{-\nu} + \text{c.c.} \right] , \]
where

\[
S_{11} = -\frac{ie^\tau\phi}{8\sqrt{3}} \left\{ \int_{\mathcal{M}_7} \left[ e^{-2\phi} d\Omega^- \wedge \Omega^{-} + e^{-2\phi} dV \wedge V \wedge J \wedge J \\
+ 2e^{-2\phi} dJ \wedge \Omega^{-} \wedge V \\
- 2G \wedge (\hat{c}_3 + ie^{-\phi} (\Omega^{-} - J \wedge V)) - d\hat{c}_3 \wedge \hat{c}_3 \\
- 2ie^{-\phi} d\hat{c}_3 \wedge (\Omega^{-} - J \wedge V) \right] - 2\lambda \right\},
\]

\[
S_{22} = -\frac{ie^\tau\phi}{8\sqrt{3}} \left\{ \int_{\mathcal{M}_7} \left[ e^{-2\phi} d\Omega^- \wedge \Omega^{-} + e^{-2\phi} dV \wedge V \wedge J \wedge J \\
- 2e^{-2\phi} dJ \wedge \Omega^{-} \wedge V \\
- 2G \wedge (\hat{c}_3 + ie^{-\phi} (-\Omega^- - J \wedge V)) - d\hat{c}_3 \wedge \hat{c}_3 \\
- 2ie^{-\phi} d\hat{c}_3 \wedge (-\Omega^- - J \wedge V) \right] - 2\lambda \right\},
\]

\[
S_{12} = S_{21} = -\frac{ie^\tau\phi}{8\sqrt{3}} \int_{\mathcal{M}_7} \left[ 2e^{-2\phi} dJ \wedge \Omega^+ \wedge V - 2ie^{-\phi} G \wedge \Omega^+ \\
- 2ie^{-\phi} d\hat{c}_3 \wedge \Omega^+ \right]. \tag{D.0.13}
\]

This action can be written in the form (5.1.24) using (5.1.25).
In this appendix we briefly describe the procedure through which we can derive explicit information on the coset such as the metric, the $G$-structure forms and the basis forms and their differential relations.

Consider a compact group $G$ with some subgroup $H$ then we can decompose the Lie algebra as $g = h \oplus k$. So the Lie manifold $\mathcal{M}_G$ is a fibration of the Lie manifold $\mathcal{M}_H$ over the base $\mathcal{M}_K$. The base manifold $\mathcal{M}_K$ is the coset manifold $\frac{G}{H}$. We now follow the discussion in [103] and construct a set of Lie valued one-forms from elements on the fibre $L_y$ at a point $y$ on the coset manifold, which we then expand in terms of the generators of the groups $H$ and $K$

$$\Theta \equiv L_y^{-1} dL_y \equiv \sigma^a H_a + e^i K_i ,$$

where the indices run over the number of generators of the subgroup. The forms $e^i$ form the basis forms on the coset manifold and we take them to be orthonormal so that

$$\int_{\mathcal{M}_K} e^1 \wedge ... \wedge e^d = 1 ,$$

where $d$ is the dimension of the coset. The expression

$$d\Theta = dL_y^{-1} \wedge dL_y = -\Theta \wedge \Theta ,$$

gives that the basis forms satisfy the differential relations

$$d\sigma^a = -\frac{1}{2} f^{a}_{bc} \sigma^b \wedge \sigma^c - \frac{1}{2} f^a_{ij} e^i \wedge e^j ,$$

$$de^i = -\frac{1}{2} f^i_{jk} e^j \wedge e^k - f^i_{aj} \sigma^a \wedge e^j ,$$
where \( f \) are the structure constants of the group \( G \). These expressions allow us to calculate the differential relations on the coset. The useful property of the coset is that requiring \( G \)-invariance

\[
g L_y = L_y h ,
\]

where \( g \in G \) and \( h \in H \), we recover the transformation rules for a basis forms on the coset

\[
e^i(y')K_i = e^i(y)hK_ih^{-1} .
\]

Now \( hK_ih^{-1} \) is the (inverse) adjoint action of \( h \) on \( K_i \), so we can consider the adjoint representation of \( H \) and write

\[
hK_ih^{-1} = D^j_i (h^{-1}) K_j .
\]

Then a general \( n \)-tensor on the coset transforms as

\[
g = g_{i_1...i_n} e^{i_1} \otimes ... \otimes e^{i_n} \rightarrow g_{j_1...j_n} D^{j_1}_{i_1} ... D^{j_n}_{i_n} e^{i_1} \otimes ... \otimes e^{i_n} .
\]

Expanding the elements \( D \) in the generators, which in the adjoint are the structure constants

\[
D^j_i = \delta^j_i + \omega^a_{\ ij} f^i_{aj} ,
\]

we find that for the tensor to remain invariant under the group action it must satisfy the relation

\[
f^j_{ai_1} g_{j_2...i_n} + ... + f^j_{ai_n} g_{i_1...j} = 0 , \forall a ,
\]

and should have constant co-efficients \( g_{i_1...i_n} \). This is the expression that restricts the possible forms that respect the coset symmetries which we can use to solve for the most general one, two or three-forms on the coset and also the metric. Having quickly derived the relevant expressions (E.0.4) and (E.0.10) we can move on to consider the particular examples used in this paper. One immediate conclusion we can draw is that scalar functions must be constant. This is the general result that cosets can not support warping.
This coset was first studied in [103]. The group $SU(3)$ is represented in terms of the Gell-Mann matrices $\lambda^A$ with $A = 1, \ldots, 8$ which satisfy

$$[\lambda_A, \lambda_B] = f_{ABC} \lambda_C.$$  \hfill (E.1.1)

It has two $U(1)$ sub-groups generated by $\lambda_3$ and $\lambda_8$. In terms of the quantities of the previous section $H$ is spanned by $\{\lambda_3, \lambda_8\}$ and $K$ is spanned by $\{\lambda_1, \lambda_2, \lambda_4, \lambda_5, \lambda_6, \lambda_7\}$. Applying the constraint (E.0.10) we find that the most general symmetric two-tensor, which we interpret as the metric, on the coset must take the form

$$g = a(e^1 \otimes e^1 + e^2 \otimes e^2) + b(e^3 \otimes e^3 + e^4 \otimes e^4) + c(e^5 \otimes e^5 + e^6 \otimes e^6),$$ \hfill (E.1.2)

where $a$, $b$ and $c$ are real parameters which are the metric degrees of freedom or the geometrical moduli. Similarly the most general two and three-forms read

$$\Psi_2 = \zeta_1 e^{12} + \zeta_2 e^{34} + \zeta_3 e^{56},$$ \hfill (E.1.3)

$$\Psi_3 = \zeta_4 (e^{135} + e^{146} - e^{236} + e^{245}) + \zeta_5 (e^{136} - e^{145} + e^{235} + e^{246}).$$ \hfill (E.1.4)

where all the parameters are complex. There are no consistent one-forms present. Imposing the six-dimensional $SU(3)$-structure relations (2.2.8), we arrive at the expressions (4.4.5) where the basis forms explicitly read

$$\omega_1 \equiv -e^{12}, \quad \omega_2 \equiv e^{34}, \quad \omega_3 = -e^{56},$$ \hfill (E.1.5)

$$\tilde{\omega}^1 \equiv -e^{3456}, \quad \tilde{\omega}^2 \equiv e^{1256}, \quad \tilde{\omega}^3 = -e^{1234},$$

$$\alpha_0 \equiv (e^{136} + e^{145} - e^{235} - e^{246}), \quad \beta^0 \equiv -\frac{1}{4} (e^{135} + e^{146} - e^{236} + e^{245}).$$ \hfill (E.1.6)

The differential relations on these basis forms are derived from

$$de^1 = -\frac{1}{2} e^{36} + \frac{1}{2} e^{45},$$

$$de^2 = -\frac{1}{2} e^{35} - \frac{1}{2} e^{46},$$

$$de^3 = \frac{1}{2} e^{25} + \frac{1}{2} e^{16},$$

$$de^4 = -\frac{1}{2} e^{15} + \frac{1}{2} e^{26},$$

$$de^5 = \frac{1}{2} e^{14} - \frac{1}{2} e^{24},$$

$$de^6 = -\frac{1}{2} e^{13} - \frac{1}{2} e^{24}. \hfill (E.1.7)$$

These then give the differential relations (5.4.4).
This coset was first studied in [120]. The group $SO(5)$ has two commuting $SO(3)$ subgroups. Hence there are a number of ways to mod out the $SO(3)$ and we consider the case where the subgroup $H$ is taken to be a linear combination of the two $SO(3)s^1$. Then by calculating the structure constants and imposing (E.0.10) we find that the most general symmetric two tensor on the coset must take the form

$$g = a(e^1 \otimes e^1 + e^2 \otimes e^2 + e^3 \otimes e^3) + be^4 \otimes e^4 + c(e^5 \otimes e^5 + e^6 \otimes e^6 + e^7 \otimes e^7) + 2d(e^{(1} \otimes e^{5)} + e^{(2} \otimes e^{6)} + e^{(3} \otimes e^{7)}) , \tag{E.2.1}$$

where all the parameters are real. Similarly, the most general one, two and three-forms are

$$\Psi_1 = \zeta_1 e^4 ,$$
$$\Psi_2 = \zeta_2 (e^{15} + e^{26} + e^{37}) ,$$
$$\Psi_3 = \zeta_3 e^{123} + \zeta_4 (e^{127} - e^{136} + e^{235}) + \zeta_5 (e^{145} + e^{246} + e^{347}) + \zeta_7 e^{567} + \zeta_6 (e^{167} - e^{257} + e^{356}) , \tag{E.2.2}$$

where all the parameters can be complex. The structure forms $V$, $J$ and $\Omega$ must fall within the restrictions of (E.2.2) and they can be uniquely determined by imposing the algebraic $SU(3)$-structure relations on the forms in (2.2.28). This leads to equations relating the complex parameters to the real metric moduli, if we identify $\Psi_1$ with $V$, $\Psi_2$ with $J$, $\Psi_3$ with $\Omega$, we have

$$\zeta_1 = \sqrt{b} ,$$
$$\zeta_2 = (ac - d^2)^{\frac{1}{2}} ,$$
$$\zeta_3 = \frac{\zeta_6 a}{a^2} \left( d + i \left( ac - d^2 \right)^{\frac{1}{2}} \right)^2 ,$$
$$\zeta_4 = \frac{\zeta_6 a}{\left( d + i \left( ac - d^2 \right)^{\frac{1}{2}} \right)},$$
$$\zeta_5 = 0 ,$$
$$\zeta_6 = \frac{2 (ac - d^2)^{\frac{1}{2}} a \sqrt{c}}{a + ic} ,$$
$$\zeta_7 = \frac{\zeta_6 c}{\left( d - i \left( ac - d^2 \right)^{\frac{1}{2}} \right)} . \tag{E.2.3}$$

For more details on this process see [121] where the case we study is denoted $SO(5)/SO(3)_{A+B}$. 

---

1 For more details on this process see [121] where the case we study is denoted $SO(5)/SO(3)_{A+B}$. 
Equations (E.2.3) give the form of \( V, J \) and \( \Omega \) and we see that the natural basis of forms on the manifold is

\[
\begin{align*}
    z & \equiv e^4, \\
    \omega & \equiv \left( e^{15} + e^{26} + e^{37} \right), \\
    \alpha_0 & \equiv e^{123}, \quad \beta_0 \equiv e^{567}, \\
    \alpha_1 & \equiv \left( e^{127} - e^{136} + e^{235} \right), \\
    \beta_1 & \equiv \left( e^{167} - e^{257} + e^{356} \right),
\end{align*}
\]

(E.2.4)

in terms of which we can write the forms as given in equation (5.2.18). The differential relations on the coset basis forms can be calculated using (E.0.4) and are given by

\[
\begin{align*}
    d\sigma^1 &= -\sigma^{23} - e^{23} - e^{67}, \\
    d\sigma^2 &= \sigma^{13} + e^{13} + e^{57}, \\
    d\sigma^3 &= -\sigma^{12} - e^{12} - e^{56}, \\
    de^1 &= -\sigma^2 e^3 + \sigma^3 e^2 + e^{45}, \\
    de^2 &= \sigma^1 e^3 - \sigma^2 e^1 + e^{46}, \\
    de^3 &= -\sigma^1 e^2 + \sigma^2 e^1 + e^{47}, \\
    de^4 &= -e^{15} - e^{26} - e^{37}, \\
    de^5 &= -\sigma^2 e^7 + \sigma^3 e^6 + e^{14}, \\
    de^6 &= \sigma^1 e^7 - \sigma^3 e^5 + e^{24}, \\
    de^7 &= -\sigma^1 e^6 + \sigma^2 e^5 + e^{34},
\end{align*}
\]

(E.2.5)

From these expressions it is easy to calculate the basis form differential relations (5.2.20).

E.3 \( SU(3) \times U(1)/U(1) \times U(1) \)

This coset was first studied in [117]. In this case we have \( G = SU(3) \times U(1) \). Now \( U(1) \times U(1) \subset SU(3) \) so once we modded out by the \( U(1) \times U(1) \) we will be left with a single \( U(1) \) that is in general a linear combination of the three \( U(1) \)s in \( G \).
which we parameterise by three integers \( p, q \) and \( r \). We can repeat the analysis in the previous section and we find

\[
g = a(e^1 \otimes e^1 + e^2 \otimes e^2) + b(e^3 \otimes e^3 + e^4 \otimes e^4) + c(e^5 \otimes e^5 + e^6 \otimes e^6) + de^7 \otimes e^7,
\]

\[
\Psi_1 = \zeta_1 e^7,
\]

\[
\Psi_2 = \zeta_2 e^{12} + \zeta_3 e^{34} + \zeta_4 e^{56},
\]

\[
\Psi_3 = \zeta_5 (e^{135} + e^{146} - e^{236} + e^{245}) + \zeta_6 (e^{136} - e^{145} + e^{235} + e^{246}).
\]

Imposing the \( SU(3) \) relations we arrive at equation (5.4.3) where the basis forms explicitly read

\[
z \equiv e^7,
\]

\[
\omega_1 \equiv -e^{12}, \quad \omega_2 \equiv e^{34}, \quad \omega_3 = -e^{56},
\]

\[
\tilde{\omega}_1 \equiv -e^{3456}, \quad \tilde{\omega}_2 \equiv e^{1256}, \quad \tilde{\omega}_3 = -e^{1234},
\]

\[
\alpha_0 \equiv (-e^{136} + e^{145} - e^{235} - e^{246}) \quad \beta_0 \equiv -\frac{1}{4} (e^{135} + e^{146} - e^{236} + e^{245}).
\]

The differential relations on these basis forms are derived from

\[
de^1 = \alpha e^{72} - \frac{1}{2} e^{36} + \frac{1}{2} e^{45},
\]

\[
de^2 = \alpha e^{17} - \frac{1}{2} e^{35} - \frac{1}{2} e^{46},
\]

\[
de^3 = \beta e^{74} + \frac{1}{2} e^{25} + \frac{1}{2} e^{16},
\]

\[
de^4 = \beta e^{37} - \frac{1}{2} e^{15} + \frac{1}{2} e^{26},
\]

\[
de^5 = -\gamma e^{67} + \frac{1}{2} e^{14} - \frac{1}{2} e^{24},
\]

\[
de^6 = \gamma e^{57} - \frac{1}{2} e^{13} - \frac{1}{2} e^{24},
\]

\[
de^7 = -\alpha e^{12} - \beta e^{34} - \gamma e^{56}.
\]

\(^2\)The case where \( p = q = 0 \) is the trivial fibration case where the coset becomes \( SU(3)/U(1) \times U(1) \times U(1) \). In that case this is the same as compactifying type IIA supergravity on the manifold \( SU(3)/U(1) \times U(1) \).
These then give the differential relations (5.4.4) where we have defined the structure constants

\[
\alpha \equiv f_{12}^7 = \frac{q}{\sqrt{3p^2 + q^2}},
\]

\[
\beta \equiv f_{34}^7 = \frac{3p + q}{2\sqrt{3p^2 + q^2}},
\]

\[
\gamma \equiv f_{56}^7 = \frac{3p - q}{2\sqrt{3p^2 + q^2}}.
\]
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