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Abstract

A visible action on a complex manifold is a holomorphic action that admits a $J$-transversal totally real submanifold $S$. It is said to be strongly visible if there exists an orbit-preserving anti-holomorphic diffeomorphism $\sigma$ such that $\sigma|_S = \text{id}$.

In this paper, we prove that for any Hermitian symmetric space $D = G/K$ the action of any symmetric subgroup $H$ is strongly visible. The proof is carried out by finding explicitly an orbit-preserving anti-holomorphic involution and a totally real submanifold $S$.

Our geometric results provide a uniform proof of various multiplicity-free theorems of irreducible highest weight modules when restricted to reductive symmetric pairs, for both classical and exceptional cases, for both finite and infinite dimensional cases, and for both discrete and continuous spectra.
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1 Introduction and main results

Suppose a Lie group $H$ acts holomorphically on a connected complex manifold $D$ with complex structure $J$. We recall from [15, Definition 2.3]:

**Definition 1.1.** The action is visible if there exist a (non-empty) $H$-invariant open subset $D'$ of $D$ and a totally real submanifold $S$ of $D'$ satisfying the following two conditions:

$$S \text{ meets every } H\text{-orbit in } D', \quad (1.1.1)$$
$$J_x(T_xS) \subset T_x(H \cdot x) \text{ for all } x \in S \quad (J\text{-transversality}). \quad (1.1.2)$$

Obviously, a transitive action is visible. Conversely, a visible action requires the existence of an $H$-orbit whose dimension is at least half the real dimension of $D$. Further, in [16, Definition 3.3.1], we have introduced:

**Definition 1.2.** The action is strongly visible if there exist an $H$-invariant open subset $D'$ of $D$, a submanifold $S$ (slice) of $D'$, and an anti-holomorphic diffeomorphism $\sigma$ of $D'$ satisfying the following three conditions:

$$S \text{ meets every } H\text{-orbit in } D', \quad (1.2.1)$$
$$\sigma|_S = \text{id}, \quad (1.2.2)$$
$$\sigma \text{ preserves each } H\text{-orbit in } D'. \quad (1.2.3)$$

A strongly visible action is visible (see [16, Theorem 4]). The concept of strongly visible actions is used as a crucial assumption on base spaces $D$ for the propagation theorem of multiplicity-free property from fibers to spaces of sections of equivariant holomorphic vector bundles over $D$ (see [17]).

The aim of this article is to give a systematic study of strongly visible actions on symmetric spaces. In a previous paper [16, Theorem 11], we have discussed the case where $D$ is a complex symmetric space $G_C/K_C$:
Fact 1.3. Suppose $G/K$ is a Riemannian symmetric space, and $G_C/K_C$ is its complexification. Then, the $G$-action on the complex symmetric space $G_C/K_C$ is strongly visible.

In this article, our focus is on the case where $D$ is a Hermitian symmetric space. A typical example is:

Example 1.4. Let $G = KAN$ be the Iwasawa decomposition of $G := SL(2, \mathbb{R})$. Then, all of the actions of $K, A$ and $N$ on the Hermitian symmetric space $D := G/K$ are strongly visible, as one can see easily from the following figures where $D$ is realized as the Poincaré disk and the dotted lines give slices:

- $K$-orbits
- $A$-orbits
- $N$-orbits

Figure 1.3 (a)  Figure 1.3 (b)  Figure 1.3 (c)

In this case, both $(G, K)$ and $(G, A)$ form symmetric pairs, while $N$ is a maximal unipotent subgroup of $G$.

These three examples are generalized to the following Theorems 1.5 and 1.10, which are our main results of this paper.

Theorem 1.5. Suppose $G$ is a semisimple Lie group such that $D := G/K$ is a Hermitian symmetric space. Then, for any symmetric pair $(G, H)$, the $H$-action on $D$ is strongly visible.

Example 1.6 (the Siegel upper half space). Let $G/K = Sp(n, \mathbb{R})/U(n)$. Then, the action of the subgroup $H$ is strongly visible if $H = GL(n, \mathbb{R})$, $U(p, q), Sp(p, \mathbb{R}) \times Sp(q, \mathbb{R})$ $(p + q = n)$, or $Sp(\frac{n}{2}, \mathbb{C})$ $(n : \text{even})$.

The pair $(G \times G, \text{diag}(G))$ is a classic example of symmetric pairs, where $\text{diag}(G) := \{(g, g) : g \in G\}$. Thus, Theorem 1.5 also includes:

Theorem 1.7. Let $D_1, D_2$ be two Hermitian symmetric spaces of a compact simple Lie group $G_U$. Then the diagonal action of $G_U$ on $D_1 \times D_2$ is strongly visible.
Example 1.8. The diagonal action of $SU(n)$ on the direct product of two Grassmann varieties $Gr_p(\mathbb{C}^n) \times Gr_k(\mathbb{C}^n) \ (1 \leq p, k \leq n)$ is strongly visible.

Theorem 1.9. Let $D$ be a non-compact irreducible Hermitian symmetric space $G/K$, and $\overline{D}$ denote the Hermitian symmetric space equipped with the opposite complex structure.

1) The diagonal action of $G$ on $D \times D$ is strongly visible.

2) The diagonal action of $G$ on $D \times \overline{D}$ is strongly visible.

The third case of Example 1.4 is generalized as follows:

Theorem 1.10. Suppose $D = G/K$ is a Hermitian symmetric space without compact factor. If $N$ is a maximal unipotent subgroup of $G$, then the $N$-action on $D$ is strongly visible.

This paper is organized as follows: In Section 2, we translate geometric conditions of (strongly) visible actions into an algebraic language by using the structural theory of semisimple symmetric pairs. The proof of our main result, Theorem 1.5, is given in Section 3 (non-compact case) and in Section 4 (compact case), and that of Theorem 1.10 is given in Section 5.

As Fact 1.3 gives a new proof (see [17]) of the Cartan–Gelfand theorem that the Plancherel formula for a Riemannian symmetric space is multiplicity-free (induction of representations), our geometric results here give a number of multiplicity-free theorems, in particular, in branching problems (restriction of representations) for both finite and infinite dimensional representations and for discrete and continuous spectra. Such applications to representation theory are discussed in Section 6.

Concepts related to visible actions on complex manifolds are polar actions on Riemannian manifolds and coisotropic actions on symplectic manifolds. Since Hermitian symmetric spaces $D$ are Kähler, we can compare these three concepts for $D$. Some comments on this are given in Section 7.

2 Preliminary results

This section provides sufficient conditions by means of Lie algebras for the geometric conditions (1.1.1) – (1.2.3) for strongly visible actions in the setting where $D$ is a Hermitian symmetric space.
2.1 Semisimple symmetric pairs

Let $G$ be a semisimple Lie group with Lie algebra $\mathfrak{g}$. Suppose that $\tau$ is an involutive automorphism of $G$. We write $G^\tau_0$ for the identity component of $G^\tau := \{g \in G : \tau g = g\}$. The pair $(G, H)$ (or the pair $(\mathfrak{g}, \mathfrak{h})$ of their Lie algebras) is called a (semisimple) symmetric pair if a subgroup $H$ satisfies $G^\tau_0 \subset H \subset G^\tau$. Unless otherwise mentioned, we shall take $H$ to be $G^\tau_0$ because Theorem 1.5 follows readily from this case. We use the same letter $\tau$ to denote its differential, and set

$$\mathfrak{g}^{\pm\tau} := \{Y \in \mathfrak{g} : \tau Y = \pm Y\}.$$

Then, $\mathfrak{g}^\tau$ is the Lie algebra of $H$. Since $\tau^2 = \text{id}$, we have a direct sum decomposition $\mathfrak{g} = \mathfrak{g}^\tau + \mathfrak{g}^{-\tau}.$

It is known that there exists a Cartan involution $\theta$ of $G$ commuting with $\tau$. Take such $\theta$, and we write $K := G^\theta = \{g \in G : \theta g = g\}.$ Then we have a Cartan decomposition $\mathfrak{g} = \mathfrak{k} + \mathfrak{p} \equiv \mathfrak{g}^\theta + \mathfrak{g}^{-\theta}.$ We shall allow $G$ to be non-linear, and therefore $K$ is not necessarily compact. The real rank of $\mathfrak{g}$, denoted by $\mathbb{R}$-rank $\mathfrak{g}$, is defined to be the dimension of a maximal abelian subspace of $\mathfrak{g}^{-\theta}.$

As $(\tau \theta)^2 = \text{id}$, the pair $(\mathfrak{g}, \mathfrak{g}^{\tau\theta})$ also forms a symmetric pair. The Lie group $G^{\tau\theta} = \{g \in G : (\tau \theta)g = g\}$ is a reductive Lie group with Cartan involution $\theta|_{G^{\tau\theta}},$ and its Lie algebra $\mathfrak{g}^{\tau\theta}$ is reductive with Cartan decomposition

$$\mathfrak{g}^{\tau\theta} = \mathfrak{g}^{\theta,\tau\theta} + \mathfrak{g}^{-\theta,\tau\theta} = \mathfrak{g}^{\theta,\tau} + \mathfrak{g}^{-\theta,-\tau},$$

where we have used the notation $\mathfrak{g}^{-\theta,-\tau}$ and alike, defined as follows:

$$\mathfrak{g}^{-\theta,-\tau} := \{Y \in \mathfrak{g} : (-\theta)Y = (-\tau)Y = Y\}.$$

The real rank of $\mathfrak{g}^{\theta\tau}$ is referred to as the split rank of the symmetric space $G/H$, denoted by $\mathbb{R}$-rank $G/H$ or $\mathbb{R}$-rank $\mathfrak{g}/\mathfrak{g}^\tau$. That is,

$$\mathbb{R}\text{-rank } \mathfrak{g}^{\theta\tau} = \mathbb{R}\text{-rank } \mathfrak{g}/\mathfrak{g}^\tau. \quad (2.1.1)$$

In particular, $\mathbb{R}$-rank $\mathfrak{g} = \mathbb{R}$-rank $\mathfrak{g}/\mathfrak{k}$ if we take $\tau$ to be the Cartan involution $\theta$.

2.2 Stability of $H$-orbits

Retain the setting in Subsection 2.1. Suppose furthermore that there is another involutive automorphism $\sigma$ of $G$ such that $\sigma \theta = \theta \sigma$ and $\sigma \tau = \tau \sigma$. 
The commutativity of $\sigma$ and $\theta$ implies that the automorphism $\sigma$ stabilizes $K$, and therefore induces a diffeomorphism of $G/K$, for which we shall use the same letter $\sigma$. Then, $\sigma$ sends $H$-orbits on $G/K$ to $H$-orbits because $\sigma \tau = \tau \sigma$. However, $\sigma$ may permute $H$-orbits, and may not preserve each $H$-orbit. In this subsection, we give a sufficient condition in terms of the real rank condition that $\sigma$ preserves each $H$-orbit. The conclusion of Lemma 2.2 meets the requirements (1.2.1)–(1.2.3) of strongly visible conditions, and thus Lemma 2.2 will play a key role in the proof of our main theorem.

**Lemma 2.2.** Let $G$ be a semisimple Lie group, $\theta$ a Cartan involution, and $D := G/K$ the corresponding Riemannian symmetric space. Let $\sigma$ and $\tau$ be involutive automorphisms of $G$. We set $H := G_0$. We assume the following two conditions:

1. $\sigma$, $\tau$ and $\theta$ commute with one another. \hspace{1cm} (2.2.1)
2. $\mathbb{R}$-rank $g^{\tau \theta} = \mathbb{R}$-rank $g^{\sigma, \tau \theta}$. \hspace{1cm} (2.2.2)

Then the followings hold:

1) For any $x \in D$, there exists $g \in H$ such that $\sigma(x) = g \cdot x$. In particular, $\sigma$ preserves each $H$-orbit on $D$.

2) Let $\mathfrak{a}$ be a maximal abelian subspace in

$$g^{-\theta, \sigma, \tau \theta} = g^{-\theta, \sigma, -\tau} := \{Y \in g : (-\theta)Y = \sigma Y = (-\tau)Y = Y\}. \hspace{1cm} (2.2.3)$$

Then, the submanifold $S := (\exp \mathfrak{a})K$ meets every $H$-orbit in $D$ and $\sigma|_S = \text{id}$.

**Proof.** 1) First, let us show that if $h \in H$ then $g := \sigma(h)h^{-1} \in H$. In fact, by using $\sigma \tau = \tau \sigma$ and $\tau(h) = h$, we have

$$\tau(g) = \tau \sigma(h) \tau(h^{-1}) = \sigma \tau(h) \tau(h^{-1}) = \sigma(h) h^{-1} = g.$$ 

Hence, $g \in G^\tau$. Moreover, since the image of the continuous map

$$H \to G, \quad h \mapsto \sigma(h) h^{-1}$$

is connected, we have proved $g \in G_0^\tau = H$.

Next, let $\mathfrak{a}$ be as in 2). In light of the Cartan decomposition $g^{\sigma, \tau \theta} = g^{\theta, \sigma, \tau \theta} + g^{-\theta, \sigma, \tau \theta}$, we have $\dim \mathfrak{a} = \mathbb{R}$-rank $g^{\sigma, \tau \theta}$. Then, the assumption (2.2.2) shows $\dim \mathfrak{a} = \mathbb{R}$-rank $g^{\tau \theta}$. As $g^{\tau \theta} = g^{\theta, \tau} + g^{-\theta, -\tau}$ is a Cartan decomposition of $g^{\tau \theta}$, this means that $\mathfrak{a}$ is also a maximal abelian subspace in $g^{-\theta, -\tau}$.
We write $A$ for the analytic subgroup of $G$ with Lie algebra $\mathfrak{a}$. Then we have a generalized Cartan decomposition (see [4, §2])
\[ G = HAK. \tag{2.2.4} \]
Fix $x \in G/K$. Then, according to the decomposition (2.2.4), we find $h \in H$ and $a \in A$ such that
\[ x = ha \cdot o, \]
where $o := eK \in G/K$.

On the other hand, we have $\sigma(a) = a$ because $\mathfrak{a} \subset \mathfrak{g}^{-\theta,\sigma,-\tau} \subset \mathfrak{g}^\sigma$. Therefore, if we set $g := \sigma(h)h^{-1} \in G_0^\sigma$, then
\[ \sigma(x) = \sigma(h) \sigma(a) \cdot o = \sigma(h) h^{-1}ha \cdot o = g \cdot x. \]
In particular, we have $\sigma(H \cdot x) = H \cdot \sigma(x) = Hg \cdot x = H \cdot x$. Thus, $\sigma$ preserves each $H$-orbit on $G/K$.

2) The submanifold $S$ meets every $H$-orbit by (2.2.4), and $\sigma|_S = \text{id}$ because $\mathfrak{a} \subset \mathfrak{g}^\sigma$.

\[ \square \]

### 2.3 Involutions on Hermitian Symmetric Space $G/K$

This subsection gives a brief review on basic results on submanifolds of Hermitian symmetric spaces.

Let $G$ be a non-compact simple Lie group $G$ with Cartan decomposition $\mathfrak{g} = \mathfrak{k} + \mathfrak{p}$. $G$ is said to be of Hermitian type if the center $c(\mathfrak{k})$ of $\mathfrak{k}$ is non-trivial. Then, it is known that $\dim c(\mathfrak{k}) = 1$ and that there exists a characteristic element $Z \in c(\mathfrak{k})$ such that
\[ \mathfrak{g}_c := \mathfrak{g} \otimes \mathbb{C} = \mathfrak{k} \oplus \mathfrak{p}_+ \oplus \mathfrak{p}_- \tag{2.3.1} \]
is the eigenspace decomposition of $\text{ad}(Z)$ with eigenvalues $0, \sqrt{-1}$ and $-\sqrt{-1}$, respectively.

Let $G_\mathbb{C}$ be a connected complex Lie group with Lie algebra $\mathfrak{g}_\mathbb{C}$, and $Q^-$ the parabolic subgroup of $G_\mathbb{C}$ with Lie algebra $\mathfrak{k}_\mathbb{C} + \mathfrak{p}_-$. Then the natural homomorphism $G \to G_\mathbb{C}$ induces an open embedding $G/K \hookrightarrow G_\mathbb{C}/Q^-$, from which the complex structure on $G/K$ is induced. This complex structure on $G/K$ is given by the left $G$-translation of
\[ J_o := \text{Ad}(\exp(\frac{\pi}{2}Z)) : T_o(G/K) \to T_o(G/K) \tag{2.3.2} \]
at the origin \( o = eK \in G/K \).

Suppose \( \tau \) is an involutive automorphism of \( G \). We may and do assume that \( \tau \) commutes with \( \theta \) (by taking a conjugation by an inner automorphism if necessary). Then \( \tau \) stabilizes the Cartan decomposition \( \mathfrak{g} = \mathfrak{k} + \mathfrak{p} \), and particularly the one dimensional subspace \( \mathfrak{c}(\mathfrak{k}) \). Since \( \tau^2 = \text{id} \), we have either
\[
\tau Z = Z, \quad (2.3.3)
\]
or
\[
\tau Z = -Z. \quad (2.3.4)
\]

It follows from the definition (2.3.2) of the complex structure on \( G/K \) that the condition (2.3.3) has the following geometric meaning:

\( \tau \) acts \textbf{holomorphically} on the Hermitian symmetric space \( G/K \),

\( G^\tau /K^\tau \hookrightarrow G/K \) defines a complex submanifold.

On the other hand, the condition (2.3.4) implies

\( \tau \) acts \textbf{anti-holomorphically} on the Hermitian symmetric space \( G/K \),

\( G^\tau /K^\tau \hookrightarrow G/K \) defines a totally real submanifold.

We say the involution \( \tau \) (or the symmetric pair \((\mathfrak{g}, \mathfrak{g}^\tau)\)) is of \textit{holomorphic type} (respectively, \textit{anti-holomorphic type}) if \( \tau \) satisfies (2.3.3) (respectively, (2.3.4)).

The following Tables 2.3.1 and 2.3.2 give the classification of semisimple symmetric pairs \((\mathfrak{g}, \mathfrak{g}^\tau)\) for simple Lie algebras \( \mathfrak{g} \) such that the pair \((\mathfrak{g}, \mathfrak{g}^\tau)\) is of holomorphic type and of anti-holomorphic type, respectively. Table 2.3.2 is equivalent to the classification of totally real symmetric spaces \( G^\tau /K^\tau \) of a Hermitian symmetric space \( G/K \) (see [3], [11], [12], [13]). For later purposes, we label these symmetric spaces in the left column of Tables 2.3.1 and 2.3.2.
<table>
<thead>
<tr>
<th>( g )</th>
<th>( g^r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ( su(p, q) )</td>
<td>( s(u(i, j) + u(p - i, q - j)) )</td>
</tr>
<tr>
<td>2 ( su(n, n) )</td>
<td>( so^*(2n) )</td>
</tr>
<tr>
<td>3 ( su(n, n) )</td>
<td>( sp(n, \mathbb{R}) )</td>
</tr>
<tr>
<td>4 ( so^*(2n) )</td>
<td>( so^<em>(2p) + so^</em>(2n - 2p) )</td>
</tr>
<tr>
<td>5 ( so^*(2n) )</td>
<td>( u(p, n - p) )</td>
</tr>
<tr>
<td>6 ( so(2, n) )</td>
<td>( so(2, p) + so(n - p) )</td>
</tr>
<tr>
<td>7 ( so(2, 2n) )</td>
<td>( u(1, n) )</td>
</tr>
<tr>
<td>8 ( sp(n, \mathbb{R}) )</td>
<td>( u(p, n - p) )</td>
</tr>
<tr>
<td>9 ( sp(n, \mathbb{R}) )</td>
<td>( sp(p, \mathbb{R}) + sp(n - p, \mathbb{R}) )</td>
</tr>
<tr>
<td>10 ( e_6(-14) )</td>
<td>( so(10) + so(2) )</td>
</tr>
<tr>
<td>11 ( e_6(-14) )</td>
<td>( so^*(10) + so(2) )</td>
</tr>
<tr>
<td>12 ( e_6(-14) )</td>
<td>( so(8, 2) + so(2) )</td>
</tr>
<tr>
<td>13 ( e_6(-14) )</td>
<td>( su(5, 1) + sl(2, \mathbb{R}) )</td>
</tr>
<tr>
<td>14 ( e_6(-14) )</td>
<td>( su(4, 2) + su(2) )</td>
</tr>
<tr>
<td>15 ( e_7(-25) )</td>
<td>( e_6(-78) + so(2) )</td>
</tr>
<tr>
<td>16 ( e_7(-25) )</td>
<td>( e_6(-14) + so(2) )</td>
</tr>
<tr>
<td>17 ( e_7(-25) )</td>
<td>( so(10, 2) + sl(2, \mathbb{R}) )</td>
</tr>
<tr>
<td>18 ( e_7(-25) )</td>
<td>( so^*(12) + su(2) )</td>
</tr>
<tr>
<td>19 ( e_7(-25) )</td>
<td>( su(6, 2) )</td>
</tr>
</tbody>
</table>

Table 2.3.1
<table>
<thead>
<tr>
<th>( (g, g^\tau) ) of anti-holomorphic type</th>
<th>( g )</th>
<th>( g^\tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>( su(p, q) )</td>
<td>( so(p, q) )</td>
</tr>
<tr>
<td>21</td>
<td>( su(n, n) )</td>
<td>( sl(n, \mathbb{C}) + \mathbb{R} )</td>
</tr>
<tr>
<td>22</td>
<td>( su(2p, 2q) )</td>
<td>( sp(p, q) )</td>
</tr>
<tr>
<td>23</td>
<td>( so^*(2n) )</td>
<td>( so(n, \mathbb{C}) )</td>
</tr>
<tr>
<td>24</td>
<td>( so^*(4n) )</td>
<td>( su^*(2n) + \mathbb{R} )</td>
</tr>
<tr>
<td>25</td>
<td>( so(2, n) )</td>
<td>( so(1, p) + so(1, n - p) )</td>
</tr>
<tr>
<td>26</td>
<td>( sp(n, \mathbb{R}) )</td>
<td>( gl(n, \mathbb{R}) )</td>
</tr>
<tr>
<td>27</td>
<td>( sp(2n, \mathbb{R}) )</td>
<td>( sp(n, \mathbb{C}) )</td>
</tr>
<tr>
<td>28</td>
<td>( e_6(-14) )</td>
<td>( f_4(-20) )</td>
</tr>
<tr>
<td>29</td>
<td>( e_6(-14) )</td>
<td>( sp(2, 2) )</td>
</tr>
<tr>
<td>30</td>
<td>( e_7(-25) )</td>
<td>( e_6(-26) + so(1, 1) )</td>
</tr>
<tr>
<td>31</td>
<td>( e_7(-25) )</td>
<td>( su^*(8) )</td>
</tr>
</tbody>
</table>

Table 2.3.2

2.4 Proof of Theorem 1.5 for \( H = K \)

This subsection gives a proof of Theorem 1.5 in the case where \( G \) is a non-compact simple Lie group and \( H = K \). This is an immediate consequence of Lemma 2.2 with \( \tau = \theta \) (namely, \( H = K \)) if we show:

**Lemma 2.4.** Suppose \( G \) is a non-compact, simply connected, simple Lie group such that \( G/K \) is a Hermitian symmetric space. Let \( \theta \) be a Cartan involution corresponding to \( K \). Then there exists an involutive automorphism \( \sigma \) of \( G \) satisfying the following three conditions:

\[
\begin{align*}
\sigma \text{ and } \theta & \text{ commute.} \\
\mathbb{R}\text{-rank } g & = \mathbb{R}\text{-rank } g^\sigma. \\
\sigma Z & = -Z.
\end{align*}
\]

(2.4.1)  
(2.4.2)  
(2.4.3)

**Proof.** The following table gives a choice of \( \sigma \in \text{Aut}(g) \) (and hence an automorphism of the simply-connected \( G \)) for each non-compact simple Lie group \( G \) of Hermitian type:
\[
\begin{array}{|c|c|c|}
\hline
(g, g') \text{ satisfying (2.4.1), (2.4.2) and (2.4.3)} \\
\hline
\mathfrak{g} & g' & \mathbb{R}\text{-rank } g = \mathbb{R}\text{-rank } g' \\
\hline
\mathfrak{su}(p, q) & \mathfrak{so}(p, q) & \min(p, q) \\
\mathfrak{so}^*(2n) & \mathfrak{so}(n, \mathbb{C}) & \frac{1}{2} n \\
\mathfrak{sp}(n, \mathbb{R}) & \mathfrak{gl}(n, \mathbb{R}) & n \\
\mathfrak{so}(2, n) & \mathfrak{so}(1, n - 1) + \mathfrak{so}(1, 1) & \min(n, 2) \\
\varepsilon_{6(-14)} & \mathfrak{sp}(2, 2) & 2 \\
\varepsilon_{7(-25)} & \mathfrak{su}^*(8) & 3 \\
\hline
\end{array}
\]

Table 2.4.1

All of these pairs \((g, g')\) appear in Table 2.3.2, showing that they are of anti-holomorphic type. The real rank condition (2.4.2) can be verified directly (see the above Table). Hence, we have proved Lemma.

\[\Box\]

Remark 2.4.2. The choice of \(\sigma\) is not unique. For example, we may choose \(g' \simeq \varepsilon_{6(-26)} + \mathbb{R}\) in place of \(g' \simeq \mathfrak{su}^*(8)\) if \(g = \varepsilon_{7(-25)}\).

2.5 Proof of Theorem 1.9

This subsection gives a proof of Theorem 1.9 that concerns with the diagonal action of \(G\) on the direct product \(D \times D\) or \(D \times \overline{D}\). We shall see that Lemma 2.4 is again a key ingredient of the proof as in the proof of Theorem 1.5 for \(H = K\).

Let \(G\) be a non-compact, simple Lie group such that \(G/K\) is a Hermitian symmetric space. We use the letter \(\theta'\) in place of the previous \(\theta\) to denote the corresponding Cartan involution of \(G\). Then \(\theta(g_1, g_2) := (\theta'g_1, \theta'g_2)\) defines a Cartan involution of the direct product group \(G \times G\).

We define an involutive automorphism \(\tau\) of \(G \times G\) by \(\tau(g_1, g_2) := (g_2, g_1)\). Then \((G \times G)^\tau = \text{diag}(G)\).

Proof of Theorem 1.9. 1) Let \(\sigma' \in \text{Aut}(G)\) be the involution given in Lemma 2.4. Now, we set \(\sigma(g_1, g_2) := (\sigma'g_1, \sigma'g_2)\). Obviously, \(\tau, \theta\) and \(\sigma\) all commute. Further, \(\sigma\) acts on \(D \times D\) as an anti-holomorphic diffeomorphism because so does \(\sigma'\) on \(D\) by (2.4.3). In light that

\[
(g \oplus g)^{\tau \theta} = \{ (X, \theta'X) : X \in g \} \simeq g,
\]

\[
(g \oplus g)^{\sigma, \tau \theta} = \{ (X, \theta'X) : X \in g' \} \simeq g',
\]
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we have $\mathbb{R}$-rank $(g \oplus g)^{\tau \theta} = \mathbb{R}$-rank $(g \oplus g)^{\sigma,\tau \theta}$ from (2.4.2). Let $a'$ be a maximal abelian subspace of $g^{\sigma',-\theta'}$. We set
\[ a := \{(X, -X) : X \in a'\} = \{(X, \theta'X) : X \in a'\}, \]
and define a submanifold of $D \times D$ by
\[ S := \exp a \cdot (o, o). \]
Then Lemma 2.2 applied to $(G \times G, D \times D)$ shows that the diagonal action of $G$ on $D \times D = (G \times G)/(K \times K)$ is strongly visible.

2) We define an involution $\sigma$ of $G \times G$ by $\sigma := \tau \theta$, namely, $\sigma(g_1, g_2) := (\theta'g_2, \theta'g_1)$ for $g_1, g_2 \in G$. (This $\sigma$ is different from the one used in 1.) Then $\sigma$ acts anti-holomorphically on $D \times \overline{D}$. Obviously, $\sigma = \tau \theta$, $\tau$ and $\theta$ all commute. Furthermore, the rank condition $\mathbb{R}$-rank $(g \oplus g)^{\tau \theta} = \mathbb{R}$-rank $(g \oplus g)^{\sigma,\tau \theta}$ automatically follows from $\sigma = \tau \theta$. Thus, it follows from Lemma 2.2 that the diagonal action of $G$ on $D \times \overline{D}$ is also strongly visible. Hence, Theorem 1.9 has been proved.

3 Visible actions on non-compact $G/K$

In this section, we give a proof of Theorem 1.5 in the case where $G$ has no compact factor. The compact case will be proved in Section 4.

3.1 Existence of anti-holomorphic involutions

Throughout this section, let $G$ be a non-compact, simply-connected, simple Lie group of Hermitian type. Suppose $\tau$ is an involutive automorphism of $G$ such that $H = G^\tau_0$. Then, owing to Lemma 2.2, the proof of Theorem 1.5 is reduced to the following:

Lemma 3.1. Suppose that $\mathfrak{g} = \mathfrak{k} + \mathfrak{p}$ is a real simple Lie algebra of Hermitian type and that $Z$ is a generator of the center $c(\mathfrak{k})$ of $\mathfrak{k}$. Let $\tau$ be an involutive automorphism of $\mathfrak{g}$, commuting with the Cartan involution $\theta$. Then there exists an involutive automorphism $\sigma$ of $\mathfrak{g}$ satisfying the following three conditions:

\begin{align}
\sigma, \tau \text{ and } \theta \text{ commute with one another.} \tag{3.1.1} \\
\mathbb{R}\text{-rank } \mathfrak{g}^{\tau \theta} &= \mathbb{R}\text{-rank } \mathfrak{g}^{\sigma,\tau \theta}. \tag{3.1.2} \\
\sigma Z &= -Z. \tag{3.1.3}
\end{align}
The rest of this section will be spent for the proof of Lemma 3.1. We shall divide the proof into the following three cases:

Case I. \( \tau Z = -Z \) (Table 2.3.2, 20 \( \sim \) 31).

Case II. \( \tau Z = Z, \mathfrak{g} \) is classical (Table 2.3.1, 1 \( \sim \) 9).

Case III. \( \tau Z = Z, \mathfrak{g} \) is exceptional (Table 2.3.1, 10 \( \sim \) 19).

We have already proved Lemma 3.1 for \( \tau = \theta \) in Subsection 2.4 (namely, special cases of Cases II and III). In the subsequent subsections, we shall choose \( \sigma \) in the following way:

Case I. Take \( \sigma := \tau \theta \) (Subsection 3.2).

Case II. Take \( \sigma \) as in Table 3.3.1 (Subsection 3.3).

Case III. Take \( \sigma \) such that \( \mathfrak{g}^\sigma \simeq \mathfrak{sp}(2,2) \) if \( \mathfrak{g} = \mathfrak{e}_{6(-14)} \), and \( \mathfrak{g}^\sigma \simeq \mathfrak{su}^*(8) \) if \( \mathfrak{g} = \mathfrak{e}_{7(-25)} \) (Subsections 3.4–3.6).

### 3.2 Proof of Lemma 3.1 in Case I

Suppose \( \tau Z = -Z \). We set \( \sigma := \tau \theta \). Then, the conditions (3.1.1) and (3.1.3) are automatically satisfied. Since \( \mathfrak{g}^{\sigma, \tau \theta} = \mathfrak{g}^{\tau \theta} \), the real rank condition (3.1.2) is obvious. Thus, Lemma 3.1 in Case I is proved.

### 3.3 Proof of Lemma 3.1 in Case II

There are 9 families of semisimple symmetric pairs \((\mathfrak{g}, \mathfrak{g}^\tau)\) in Case II, namely, the cases 1 \( \sim \) 9 as labeled in Table 2.3.1. Then, we can take an involutive automorphism \( \sigma \) of \( \mathfrak{g} \) as in the following Table 3.3.1. The conditions (3.1.1) and (3.1.3) are clear. The real rank condition (3.1.2) is verified directly (see the right column of the table below). Hence, Lemma 3.1 in Case II is proved.
<table>
<thead>
<tr>
<th>((\mathfrak{g}, \mathfrak{g}^\tau))</th>
<th>(\mathfrak{g}^\sigma)</th>
<th>(\mathfrak{g}^{\sigma, \tau} = \mathfrak{g}^\sigma \cap \mathfrak{g}^\tau)</th>
<th>(\mathbb{R})-rank (\mathfrak{g}^{\sigma, \tau}) = (\mathbb{R})-rank (\mathfrak{g}^\sigma \cap \mathfrak{g}^\tau)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\mathfrak{so}(p, q))</td>
<td>(\mathfrak{so}(i, j) + \mathfrak{so}(p - i, q - j))</td>
<td>(\min(i, q - j) + \min(p - i, j))</td>
</tr>
<tr>
<td>2</td>
<td>(\mathfrak{so}(n, n))</td>
<td>(\mathfrak{so}(n, \mathbb{C}))</td>
<td>(n)</td>
</tr>
<tr>
<td>3</td>
<td>(\mathfrak{sl}(n, \mathbb{C}) + \mathbb{R})</td>
<td>(\mathfrak{gl}(n, \mathbb{R}))</td>
<td>(\frac{n}{2})</td>
</tr>
<tr>
<td>4</td>
<td>(\mathfrak{so}(n, \mathbb{C}))</td>
<td>(\mathfrak{so}(p, \mathbb{C}) + \mathfrak{so}(n - p, \mathbb{C}))</td>
<td>(\min(p, n - p))</td>
</tr>
<tr>
<td>5</td>
<td>(\mathfrak{so}(n, \mathbb{C}))</td>
<td>(\mathfrak{so}(p, n - p))</td>
<td>(\frac{p}{2} + \frac{n - p}{2})</td>
</tr>
<tr>
<td>6</td>
<td>(\mathfrak{so}(1, 1) + \mathfrak{so}(1, n - 1))</td>
<td>(\mathfrak{so}(1, p) + \mathfrak{so}(n - p - 1))</td>
<td>(\min(2, n - p))</td>
</tr>
<tr>
<td>7</td>
<td>(\mathfrak{so}(1, n) + \mathfrak{so}(1, n))</td>
<td>(\mathfrak{so}(1, n))</td>
<td>(1)</td>
</tr>
<tr>
<td>8</td>
<td>(\mathfrak{gl}(n, \mathbb{R}))</td>
<td>(\mathfrak{so}(p, n - p))</td>
<td>(n)</td>
</tr>
<tr>
<td>9</td>
<td>(\mathfrak{gl}(n, \mathbb{R}))</td>
<td>(\mathfrak{gl}(p, \mathbb{R}) + \mathfrak{gl}(n - p, \mathbb{R}))</td>
<td>(\min(p, n - p))</td>
</tr>
</tbody>
</table>

Table 3.3.1

### 3.4 \(\epsilon\)-family of symmetric pairs

We shall prove Lemma 3.1 in Case III. We shall take \(\sigma\) so that \(\mathfrak{g}^\sigma \cong \mathfrak{sp}(2, 2)\) for \(\mathfrak{g} = \mathfrak{e}_{6(-14)}\), and \(\mathfrak{g}^\sigma \cong \mathfrak{su}^*(8)\) for \(\mathfrak{g} = \mathfrak{e}_{7(-25)}\). The non-trivial part is to prove that we can take \(\sigma\) such that \(\sigma \tau = \tau \sigma\). (Two involutions do not always commute. See Subsection 4.2 for counterexamples in classical cases.)

We have already proved that Theorem 1.5 holds if \(\tau = \theta\) (see Subsection 2.4) or if \(\tau\) is of anti-holomorphic type (see Subsection 3.2). Building on these cases, we shall give a proof of the remaining cases, that is, Lemma 3.1 in Case III. For this, we set up to make new pairs from old. First, we recall quickly the notion of \(\epsilon\)-families of symmetric pairs [27], which enables us to avoid tedious computations for exceptional groups. Our approach below might be of some use for a systematic study of three involutions \((\sigma, \tau, \theta)\) of complex simple Lie algebras (cf. [23]).

Let \(\mathfrak{g}\) be a semisimple Lie algebra, \(\tau\) an involutive automorphism of \(\mathfrak{g}\), and \(\theta\) a Cartan involution of \(\mathfrak{g}\) commuting with \(\tau\). Fix a maximal abelian subspace \(\mathfrak{a}\) of \(\mathfrak{g}^{\theta, -\tau}\). For \(\lambda \in \mathfrak{a}^*\), we define \(\mathfrak{g}(\mathfrak{a}; \lambda) := \{X \in \mathfrak{g} : \text{ad}(H)X = \lambda(H)X\text{ for }H \in \mathfrak{a}\}\), and set \(\Sigma(\mathfrak{a}) \equiv \Sigma(\mathfrak{g}, \mathfrak{a}) := \{\lambda \in \mathfrak{a}^* \setminus \{0\} : \mathfrak{g}(\mathfrak{a}; \lambda) \neq \{0\}\}\). Rossmann proved that \(\Sigma(\mathfrak{a})\) satisfies the axiom of root system ([31, Theorem 5]). We say a map

\[\epsilon : \Sigma(\mathfrak{a}) \cup \{0\} \to \{1, -1\}\]

is a signature of \(\Sigma(\mathfrak{a})\) if \(\epsilon\) satisfies \(\epsilon(\alpha + \beta) = \epsilon(\alpha)\epsilon(\beta)\) for any \(\alpha, \beta, \alpha + \beta \in\)
\( \Sigma(a) \), \( \epsilon(-\alpha) = \epsilon(\alpha) \) for any \( \alpha \in \Sigma(a) \) and \( \epsilon(0) = 1 \). To a signature \( \epsilon \) of \( \Sigma(a) \), we associate an involution \( \tau_\epsilon \) of \( g \) defined by

\[
\tau_\epsilon(X) := \epsilon(\lambda)\tau(X) \quad \text{for } X \in g(a; \lambda), \ \lambda \in \Sigma(a) \cup \{0\}.
\]

Then \( \tau_\epsilon \) defines another symmetric pair \( (g, h_\epsilon) \). The set

\[
F((g, h)) := \{(g, h_\epsilon) : \epsilon \text{ is a signature of } \Sigma(a)\}
\]

is said to be an \( \epsilon \)-family of symmetric pairs ([27, §6]). This set is also referred to as \( K_\epsilon \)-family of symmetric pairs if \( \tau = \theta \). For example, \( \{(sl(n, \mathbb{R}), so(p, n - p)) : 0 \leq p \leq n\} \) forms a \( K_\epsilon \)-family.

To make new pairs \( (\sigma, \tau) \) from old, the following result is useful:

**Lemma 3.4.** Let \( \tau \) and \( \sigma \) be involutive automorphisms of \( g \).

1) If the pair \( (\sigma, \tau) \) satisfies (3.1.1) and (3.1.2), then so does \( (\sigma, \tau_\epsilon) \) for any \( \tau_\epsilon \) (the choice of \( a \) is specified in the proof).

2) If the pair \( (\sigma, \tau) \) satisfies (3.1.1), then so does \( (\sigma, \tau \theta) \).

**Proof.**

1) Take a maximal abelian subspace \( a \) in

\[
g^{-\theta, \sigma, \tau \theta} = g^{-\theta, \sigma, -\tau} = \{Y \in g : (-\theta)Y = \sigma Y = (-\tau)Y = Y\}.
\]

Then, \( a \) is also a maximal abelian subspace of \( g^{-\theta, -\tau} \) by the rank condition (3.1.2). Let \( \tau_\epsilon \) be an involutive automorphism of \( g \) associated to a signature \( \epsilon \) of \( \Sigma(g, a) \).

To see \( \sigma \tau_\epsilon = \tau_\epsilon \sigma \), we take an arbitrary root vector \( X \in g(a; \lambda) \). Then we have

\[
\sigma \tau_\epsilon(X) = \sigma(\epsilon(\lambda)\tau(X)) = \epsilon(\lambda)\sigma(\tau(X)).
\]

On the other hand, \( \sigma X \in g(a; \sigma \lambda) = g(a; \lambda) \) because \( \sigma|_a = \text{id} \). Thus,

\[
\tau_\epsilon \sigma(X) = \epsilon(\lambda)\tau(\sigma(X)) = \epsilon(\lambda)\sigma(\tau(X)).
\]

This proves \( \sigma \tau_\epsilon = \tau_\epsilon \sigma \) on \( g(a; \lambda) \) for all \( \lambda \). Hence, the pair \( (\sigma, \tau_\epsilon) \) satisfies (3.1.1).

As \( \epsilon(0) = 1 \), we have \( \tau_\epsilon(Y) = \tau(Y) = -Y \) if \( Y \in a \) (\( \subset g(a; 0) \)). This implies

\[
a \subset g^{-\theta, \sigma, \tau \theta} = g^{-\theta, \sigma, -\tau_\epsilon} = \{Y \in g : (-\theta)Y = \sigma Y = (-\tau_\epsilon)Y = Y\}.
\]
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Since $\mathbb{R}$-rank $g_{\sigma, \tau \epsilon}^{\sigma, \tau \epsilon}$ is by definition the dimension of a maximal abelian subspace contained in $g^{-\theta, \sigma, \tau \epsilon}$, we have

$$\mathbb{R} \text{- rank } g_{\sigma, \tau \epsilon}^{\sigma, \tau \epsilon} \geq \dim a = \mathbb{R} \text{- rank } g^{\tau \epsilon} = \mathbb{R} \text{- rank } g^{\tau \epsilon} \geq \mathbb{R} \text{- rank } g_{\sigma, \tau \epsilon}^{\sigma, \tau \epsilon}.$$ 

Therefore, the pair $(\sigma, \tau \epsilon)$ satisfies (3.1.2).

2) Obvious from the definition.

### 3.5 New pairs $(\sigma, \tau)$ from old

We have already proved Lemma 3.1 in the following two cases:

i) $\tau = \theta$ (equivalent to Lemma 2.4).

ii) $\tau$ satisfies $\tau Z = -Z$ (Subsection 3.2).

The lemma below gives a coherent understanding of the set of involutions for which Lemma 3.1 holds.

**Lemma 3.5.** Let $\tau$ be an involutive automorphism of $g$ commuting with a Cartan involution $\theta$.

1) If Lemma 3.1 holds for $\tau$, then so does it for $\tau \epsilon$ associated to any signature $\epsilon$ of $\Sigma(g, a)$. To be more precise, let $\sigma$ be an automorphism of $g$ satisfying (3.1.1), (3.1.2) and (3.1.3), and $a$ be a maximal abelian subspace in $g^{-\theta, \sigma, -\tau}$. Then, $\tau \epsilon \theta = \theta \tau \epsilon$ and the same $\sigma$ satisfies (3.1.1), (3.1.2) and (3.1.3) for $\tau \epsilon$.

2) If Lemma 3.1 holds for $\tau$ by taking an involution $\sigma$, then so does it for $\tau \theta$, provided $\mathbb{R}$-rank $g^{\tau} = \mathbb{R}$-rank $g_{\sigma, \tau}^{\sigma, \tau}$. Namely, the same $\sigma$ satisfies (3.1.1), (3.1.2) and (3.1.3) for $\tau \theta$.

**Proof.** Readily follows from Lemma 3.4.

The next subsection shows that Lemma 3.1 in the exceptional cases (namely, (10) $\sim$ (19) in Table 2.3.1) is reduced to (i) or (ii) by an iterating application of Lemma 3.5.
3.6 Proof of Lemma 3.1 in Case III

In terms of the labels of symmetric pairs in Tables 2.3.1 and 2.3.2, the scheme of the proof is described in the following diagrams:

\[ \mathfrak{g} = \mathfrak{e}_6(-14) \]
\[
\begin{array}{ccc}
10 & - & 11 & - & 12 \\
& | & & \\
& 13 & - & 14 \\
\end{array}
\]

\[ \mathfrak{g} = \mathfrak{e}_7(-25) \]
\[
\begin{array}{ccc}
15 & - & 16 & - & 30 \\
& | & & \\
& 17 & - & 18 \\
\end{array}
\]

\[ 19 & - & 31 \]

Here, the symmetric pairs connected by horizontal path mean that they belong to the same \( \varepsilon \)-family. That is, we recall from [27] that the following is a list of an \( \varepsilon \)-family of symmetric pairs:

\[ \mathfrak{g} = \mathfrak{e}_6(-14) : \{(10), (11), (12)\}, \{(13), (14)\}. \]
\[ \mathfrak{g} = \mathfrak{e}_7(-25) : \{(15), (16), (30)\}, \{(17), (18)\}, \{(19), (31)\}. \]

The circle (i.e. (10) and (15)) means that \( \tau = \theta \), while the box (i.e. (30) and (31)) means that \( \tau \) is of anti-holomorphic type.

Since Lemma 3.1 holds for (10), (15) (\( \tau = \theta \) case) and also for (30), (31) (\( \tau Z = -Z \) case), so does it for any member of \{(10), (11), (12)\}, \{(15), (16), (30)\}, \{(19), (31)\} by Lemma 3.5 (1).

A next step is an observation:

\( \varepsilon_6(-14) : \) Lemma 3.1 holds for (11) by taking \( \mathfrak{g}^\tau \simeq \mathfrak{sp}(2,2) \). If \( (\mathfrak{g}, \mathfrak{g}^{\tau}) \simeq (11) \), then \( (\mathfrak{g}, \mathfrak{g}^{\tau \theta}) \simeq (13) \) and \( (\mathfrak{g}^{\tau}, \mathfrak{g}^{\sigma \tau}) \simeq (\mathfrak{so}^*(10) + \mathfrak{so}(2), \mathfrak{sp}(2, \mathbb{C})) \).

\( \varepsilon_7(-25) : \) Lemma 3.1 holds for (16) by taking \( \mathfrak{g}^\tau \simeq \mathfrak{su}^*(8) \). If \( (\mathfrak{g}, \mathfrak{g}^{\tau}) \simeq (16) \), then \( (\mathfrak{g}, \mathfrak{g}^{\tau \theta}) \simeq (17) \) and \( (\mathfrak{g}^{\tau}, \mathfrak{g}^{\sigma \tau}) \simeq (\varepsilon_6(-14) + \mathfrak{so}(2), \mathfrak{sp}(2,2)) \).

Here, the proof of the above isomorphisms concerning \( (\mathfrak{g}^{\tau}, \mathfrak{g}^{\sigma \tau}) \) is straightforward because we know \( \sigma \tau = \tau \sigma \).

Then, Lemma 3.1 holds for (13) and (17) by Lemma 3.5 (2). In turn, Lemma 3.1 holds for any member of \{(13), (14)\} and \{(17), (18)\} by using again Lemma 3.5 (1).
This proves Lemma 3.1 for all exceptional cases (10) \sim (19), namely, in Case III. Thus, we have finished the proof of Lemma 3.1. \hfill \square

4 Visible actions on compact $G/K$

This section gives a proof of Theorem 1.5 in the case where $D$ is a compact symmetric space. This is reduced to the following two cases:

Case I. $D = G_U/K$.

Case II. $D = (G_U \times G_U)/(K_1 \times K_2)$, $H_U = \text{diag}(G_U)$.

Here, $G_U$ is a connected compact simple Lie group, and $G_U/K, G_U/K_1$ and $G_U/K_2$ are compact irreducible Hermitian symmetric spaces. (Instead of the letters $G$ and $H$, we shall use $G_U$ and $H_U$ to emphasize compactness in Section 4).

Theorem 1.5 in Cases I and II will be proved in Subsections 4.4 and 4.5, respectively. Together with the non-compact case proved in Section 3, the proof of Theorem 1.5 will be completed.

4.1 Existence of anti-holomorphic involutions

Without loss of generality, we may and do assume that $G_U$ is simply connected. We denote by $\tau$ and $\theta$ the involutive automorphisms of $G_U$ such that $(G_U)^{\tau} = H_U$ and $(G_U)^{\theta} = K$, respectively. Since $G_U$ is simply connected, both $H_U$ and $K$ are automatically connected.

For $g \in G_U$, we define an involution $\tau^g$ by

$$\tau^g(x) := g\tau(g^{-1}xg)g^{-1} \quad (x \in G_U).$$

Here is a key lemma:

**Lemma 4.1.** Suppose we are in the above setting. Then, there exists an involutive automorphism $\sigma$ of $G_U$ satisfying the following three conditions (by an abuse of notation, we replace $\tau^g$ with $\tau$ below by taking some $g \in G_U$ if necessary):

$$\begin{align*}
\sigma \theta &= \theta \sigma, \\
(\mathfrak{g}_U)^{\sigma, -\tau, -\theta} &\text{contains a maximal abelian subspace in } (\mathfrak{g}_U)^{-\tau, -\theta}.
\end{align*}$$

The induced action of $\sigma$ on $D = G_U/K$ is anti-holomorphic. (4.1.3)
Remark. Lemma 4.1 is a compact case counterpart of Lemma 3.1. In contrast to the condition (3.1.1) in the non-compact case, we have not required $\tau^g \theta = \theta^g \tau$ here. In fact, different from the non-compact case, it may happen that $\tau^g \theta \neq \theta^g \tau$ for all $g \in G_U$ (see Type II in Subsection 4.2). Nevertheless, Lemma 4.1 asserts that one can find $\sigma$ that commutes with $\theta$ and $\tau$ simultaneously.

We shall divide the proof into the following cases:
Type I: $\tau^g \theta = \theta^g \tau$ for some $g \in G_U$.
Type II: $\tau^g \theta \neq \theta^g \tau$ for any $g \in G_U$.

4.2 Proof of Lemma 4.1 in Type I

This subsection gives a proof of Lemma 4.1 in Type I. Type I parallels the corresponding result (see Lemma 3.1) for the non-compact Riemannian symmetric pair $(G, K)$ dual to $(G_U, K)$.

Let $G_C$ be a complexification of $G_U$. Since $G_U$ is simply connected, $G_C$ is also simply connected. Therefore, any automorphism of $G_U$ extends to a holomorphic automorphism of the complex Lie group $G_C$. For $\tau, \theta, \ldots \in \text{Aut}(G_U)$, we shall use the same letters $\tau, \theta, \ldots$ to denote the holomorphic extensions $\in \text{Aut}(G_C)$, and also the differentials $\in \text{Aut}(g_C)$.

Let $G$ be a connected subgroup of $G_C$ with Lie algebra

$$g := \mathfrak{k} + \sqrt{-1}(g_U)^{-\theta} = (g_U)^{\theta} + \sqrt{-1}(g_U)^{-\theta}. \quad (4.2.1)$$

Then $G$ is a non-compact simple Lie group with a maximal compact subgroup $K$.

In Type I, we shall simply write $\tau$ for $\tau^g$ and may assume $\tau^\theta = \theta$.

Then, the decomposition (4.2.1) is invariant by $\tau$, and consequently, the holomorphic extension $\tau \in \text{Aut}(G_C)$ stabilizes $G$. Now, we take $\sigma \in \text{Aut}(g)$ as in Lemma 3.1, extend it holomorphically on $G_C$, and restrict it to $G_U$ (we use the same letter $\sigma$).

Then, $\sigma^\theta = \theta \sigma$ and $\sigma \tau = \tau \sigma$ hold on $G_U$ because so do they on $G$. It follows from $\sigma^\theta = \theta \sigma$ that $\sigma$ induces a diffeomorphism of $D = G_U/K$. Furthermore, this is anti-holomorphic, because $\sigma Z = -Z$ and the complex structure on $G_U/K$ is given by the left $G_U$-translation of $\text{Ad}(\exp(\frac{\pi}{2}Z))$ as is the case of the non-compact Hermitian symmetric space $G/K$ (see Subsection 2.3).
Since the condition (3.1.2) means that $g^{\sigma,-\tau,-\theta}$ contains a maximal abelian subspace of $g^{-\tau,-\theta}$, the condition (4.1.2) follows from

$$(g_U)^{-\tau,-\theta} = \sqrt{-1}g^{-\tau,-\theta} \quad \text{and} \quad (g_U)^{\sigma,-\tau,-\theta} = \sqrt{-1}g^{\sigma,-\tau,-\theta}.$$ 

Therefore, all the conditions (4.1.1) – (4.1.3) are verified. Thus, we have proved Lemma 4.1 for Type I. \qed

### 4.3 Proof of Lemma 4.1 in Type II

In contrast to Type I, $\tau$ (or any of its conjugation) cannot stabilize a non-compact real form $G$ of $G_C$ in Type II. Thus, we cannot reduce Type II to the non-compact results in Section 3. Instead, our strategy here is to find a "large" subalgebra, say $g'_U$, of $g_U$, such that $\tau$ commutes with $\theta$ when restricted to $g'_U$. The definition of $g'_U$ and a precise formulation of "largeness" will be given in Claim 4.3.

There are two cases up to conjugation for Type II:

- **Type II-1** $$(g_U, g'_U, g^\theta_U) = (\text{su}(2n), \text{sp}(n), \text{su}(2p' + 1) + \text{su}(2q' + 1) + \sqrt{-1}\mathbb{R}),$$
- **Type II-2** $$(g_U, g'_U, g^\theta_U) = (\text{so}(2n), \text{so}(2p' + 1) + \text{so}(2q' + 1), u(n)),$$

where $n = p' + q' + 1$.

The proof for Type II-2 follows from Type II-1 by switching the role of $\tau$ and $\theta$ in $\text{so}(2n) = \text{su}(2n) \cap \text{gl}(2n, \mathbb{R})$. Therefore, we shall consider mostly Type II-1, but for the convenience of the reader, we sometimes supply the formula for Type II-2 in addition.

By using matrix realization, we suppose $g^\theta_U$ is a subalgebra of $g_U$ defined by

$$\theta(W) := g_0 W g_0^{-1},$$

where

$$g_0 := \text{diag}(1,\ldots,1,-1,\ldots,-1,1,\ldots,1,-1,\ldots,-1) \in GL(2n, \mathbb{R}).$$

Furthermore, by taking conjugation of $\tau$ by $G_U$ if necessary, we may and do assume that $g^\tau_U$ is a subalgebra of $g_U$ defined by

$$X \mapsto J_nXJ_n^{-1},$$

where we set

$$J_n := \begin{pmatrix} 0 & -I_n \\ I_n & 0 \end{pmatrix} \in GL(2n, \mathbb{R}).$$
Then, we have

\[
g_{U}^{\tau,\theta} = g_{U}^{\tau} \cap g_{U}^{\theta} \simeq \begin{cases} \mathfrak{sp}(p') + \mathfrak{sp}(q') + u(1) & \text{(Type II-1)}, \\ u(p') + u(q') & \text{(Type II-2)}. \end{cases}
\]  

(4.3.1)

The non-commutativity $\tau \theta \neq \theta \tau$ arises from the odd parity of $2p' + 1$ and $2q' + 1$ in both cases, and is reflected by the fact that neither $(g_{U}^{\theta}, g_{U}^{\tau,\theta})$ nor $(g_{U}^{\theta}, g_{U}^{\tau,\theta})$ is a symmetric pair. The idea of the following claim is to pull $2p'$ and $2q'$ out of $2p' + 1$ and $2q' + 1$.

**Claim 4.3.** We can realize the Lie algebra:

\[
g_{U}' := \begin{cases} \mathfrak{su}(2n - 2) & \text{(Type II-1)}, \\ \mathfrak{so}(2n - 2) & \text{(Type II-2)}, \end{cases}
\]

as a subalgebra of $g_{U}$ such that the following three conditions are satisfied:

\[
\begin{align*}
& \text{Both } \tau \text{ and } \theta \text{ stabilize } g_{U}'. \\ & \tau |_{g_{U}'} \text{ and } \theta |_{g_{U}'} \text{ commute.} \\ & (g_{U})^{-\tau,-\theta} = (g_{U}')^{-\tau,-\theta}. 
\end{align*}
\]  

(4.3.2) (4.3.3) (4.3.4)

**Proof.** We consider the subspace $\mathbb{C}^{2n-2} = \mathbb{C}^{2(p'+q')} \subset \mathbb{C}^{2n}$ corresponding to the partition

\[2n = p' + 1 + q' + p' + 1 + q',\]

and embed $g_{U}'$ in $g_{U}$ accordingly. Then, clearly (4.3.2) and (4.3.3) hold, and the triple $(g_{U}', (g_{U}')^{\tau}, (g_{U}')^{\theta})$ of Lie algebras is given by

\[
\begin{align*}
& (\mathfrak{su}(2n - 2), \mathfrak{sp}(n - 1), \mathfrak{su}(2p') + \mathfrak{su}(2q') + \sqrt{-1} \mathbb{R}) \quad \text{(Type II-1),} \\ & (\mathfrak{so}(2n - 2), \mathfrak{so}(2p') + \mathfrak{so}(2q'), u(n - 1)) \quad \text{(Type II-2).}
\end{align*}
\]

We recall $n = p' + q' + 1$. For $A \in M(p', q'; \mathbb{C})$, we set

\[
X(A) := \begin{pmatrix} 0 & 0 & A \\ 0 & 0 & 0 \\ -A^* & 0 & 0 \end{pmatrix}, \quad Y(A) := \begin{pmatrix} 0 & 0 & A \\ 0 & 0 & 0 \\ -A & 0 & 0 \end{pmatrix} \in M(n, \mathbb{C}).
\]

Then, by a simple matrix computation we have

\[
(g_{U})^{-\tau,-\theta} = \left\{ \begin{pmatrix} X(A) & Y(B) \\ Y(B) & -X(A) \end{pmatrix} : A, B \in M(p', q'; \mathbb{C}) \right\} \quad \text{(Type II-1),}
\]

\[
\left\{ \begin{pmatrix} X(A) & Y(B) \\ -Y(B) & -X(A) \end{pmatrix} : A, B \in M(p', q'; \mathbb{R}) \right\} \quad \text{(Type II-2).}
\]
Now, (4.3.4) is clear. Thus, Claim 4.3 is proved.

Let us return to the proof of Lemma 4.1 in Type II. We define $\sigma \in \text{Aut}(g_U)$ by

$$\sigma(W) := I_{n,n} \overline{W} I_{n,n}^{-1},$$

where

$$I_{n,n} := \begin{pmatrix} I_n & 0 \\ 0 & -I_n \end{pmatrix} \in GL(2n, \mathbb{R}).$$

Then we have $\sigma \theta = \theta \sigma$, $\sigma \tau = \tau \sigma$ and

$$g_U^\sigma \simeq \begin{cases} \mathfrak{so}(2n) & \text{(Type II-1),} \\ \mathfrak{so}(n) + \mathfrak{so}(n) & \text{(Type II-2),} \end{cases} \quad (4.3.5)$$

$$(g_U)^{\sigma,-\tau,-\theta} = \begin{cases} \left\{ \begin{pmatrix} X(A) & Y(B) \\ Y(B) & -X(A) \end{pmatrix} : A, \sqrt{-1}B \in M(p', q'; \mathbb{R}) \right\} & \text{(Type II-1),} \\ \left\{ \begin{pmatrix} X(A) & 0 \\ 0 & -X(A) \end{pmatrix} : A \in M(p', q'; \mathbb{R}) \right\} & \text{(Type II-2).} \end{cases}$$

We note that $\sigma$ acts anti-holomorphically on both $G_U/K$ and its complex submanifold $G'_U/K' := G'_U/G'_U \cap K$ (see Table 2.3.2).

Now, we consider $(g'_U, \theta|_{g'_U}, \tau|_{g'_U})$. This is of Type I by (4.3.3), for which Lemma 4.1 has been already proved in Subsection 4.2. In fact, the restriction $\sigma|_{g'_U}$ of the above choice of $\sigma$ satisfies the conclusion of Lemma 4.1. In particular, if we take a maximal abelian subspace $t$ of $(g_U)^{\sigma,-\tau,-\theta}$, then it is also a maximal abelian subspace of $(g'_U)^{-\tau,-\theta}$.

Next, we consider $(g, \theta, \tau)$ which is of Type II. In view of (4.3.4), $t$ is also a maximal abelian subspace of $(g_U)^{-\tau,-\theta}$. Hence, the condition (4.1.2) is satisfied. We have already seen (4.1.1) and (4.1.3). Thus, we have proved Lemma 4.1 in Type II.

\[\square\]

### 4.4 Stability of $H_U$-orbits

We are ready to complete the proof of Theorem 1.5 in Case I, namely, for a compact simple $G_U$. Here is a compact case counterpart of Lemma 2.2:
Lemma 4.4.1. Suppose that three involutive automorphisms, \(\tau, \theta\) and \(\sigma\) of \(G_U\) satisfy the conditions (4.1.1), (4.1.2) and (4.1.3). Then,
1) For any \(x \in D = G_U/K\), there exists \(g \in H_U\) such that \(\sigma(x) = g \cdot x\). In particular, each \(H_U\)-orbit on \(D\) is preserved by \(\sigma\).
2) Take a maximal abelian subspace \(t\) in \((g_U)^{\sigma,-\tau,-\theta}\), and we define a submanifold \(S\) of \(D = G_U/K\) by \(S := (\exp t)K\). Then, \(S\) meets every \(H_U\)-orbit in \(D\), and \(\sigma|_S = \text{id}\).

The proof parallels that of Lemma 2.2. For this, all we need now is the following lemma, which is a compact analog of a generalized Cartan decomposition \(G = HAK\) (see (2.2.4)).

Lemma 4.4.2. Let \(G_U\) be a semisimple connected compact Lie group with Lie algebra \(g_U\), and \(\tau\) and \(\theta\) two involutive automorphisms of \(G_U\). Take a maximal abelian subspace \(t\) in \((g_U)^{-\tau,-\theta}\), and let \(T\) be the analytic subgroup of \(G_U\) with Lie algebra \(t\). Then we have

\[ G_U = (G_U)^T \cdot (G_U)^{\theta} \cdot (G_U)^{\tau} \]

Proof. See Hoogenboom [8, Theorem 6.10] for the case \(\tau \theta = \theta \tau\), and Matsuki [23, Theorem 1] for the general case where \(\tau\) may not commute with \(\theta\). \(\square\)

Now, Lemma 4.4.1 combined with Lemma 4.1 implies Theorem 1.5 for a compact simple \(G_U\). Hence, we have shown Theorem 1.5 in Case I. \(\square\)

4.5 Proof of Theorem 1.5 (compact case)

This subsection gives a proof of Theorem 1.5 in Case II. Suppose that both \(G_U/K_1\) and \(G_U/K_2\) are compact Hermitian symmetric spaces. We write \(\theta_1\), \(\theta_2\) for the corresponding involutive automorphisms of \(G_U\). Then, applying Lemma 4.1 to \((\theta_1, \theta_2)\) in place of \((\theta, \tau)\), we find an involution \(\sigma' \in \text{Aut}(G_U)\) satisfying the following three conditions:

\[ \sigma' \theta_i = \theta_i \sigma' \quad (i = 1, 2). \tag{4.5.1} \]

The induced action of \(\sigma'\) on \(G_U/K_i\) \((i = 1, 2)\) is anti-holomorphic. \(\tag{4.5.2} \)

\((g_U)^{\sigma',-\theta_1,-\theta_2}\) contains a maximal abelian subspace of \((g_U)^{-\theta_1,-\theta_2}\). \(\tag{4.5.3} \)

We remark that the condition (4.5.2) for \(i = 2\) is not included in Lemma 4.1, but follows automatically by our choice of \(\sigma'\).
Now, we define three involutive automorphisms $\tau$, $\theta$ and $\sigma$ on $G_U \times G_U$ by $\tau(g_1, g_2) := (g_2, g_1)$, $\theta := (\theta_1, \theta_2)$ and $\sigma := (\sigma', \sigma')$, respectively. Then $(G_U \times G_U)^\tau = \text{diag}(G_U)$. By using the identification

$$(g_U \oplus g_U)^{-\tau} = \{(X, -X) : X \in g_U\} \overset{\sim}{\to} g_U, \quad (X, -X) \mapsto X,$$

we have

$$(g_U \oplus g_U)^{-\tau, -\theta} \cong (g_U)^{-\theta_1, -\theta_2},$$

$$(g_U \oplus g_U)^{-\tau, -\theta} \cong (g_U)^{\sigma', -\theta_1, -\theta_2}.$$ Then it follows from (4.5.3) that $(g_U \oplus g_U)^{\sigma, -\tau, -\theta}$ contains a maximal abelian subspace of $(g_U \oplus g_U)^{-\tau, -\theta}$. Thus, we can apply Lemma 4.4.1 to $\tau, \theta$ and $\sigma \in \text{Aut}(G_U \times G_U)$, and therefore conclude that the diagonal action of $G_U$ on $G_U/K_1 \times G_U/K_2$ is strongly visible. Hence Theorem 1.5 in Case II has been proved. Together with Subsection 4.4, we have proved Theorem 1.5 for compact case.

By Sections 3 and 4, we have now completed the proof of Theorem 1.5. □

5 Visible actions of unipotent subgroups

This section gives a proof of the strong visibility of the maximal unipotent group $N$ action on the Hermitian symmetric space $G/K$ (Theorem 1.10). The proof parallels to that for the $K$-action on $G/K$.

Proof of Theorem 1.10. Without loss of generality, we may and do assume that $G$ is a non-compact, simply connected, simple Lie group of Hermitian type. We take $\sigma$ to be the involution of $G$ as in Lemma 2.4.

Let $\mathfrak{a}$ be a maximal abelian subspace in $g^{\sigma, -\theta}$, and set $A := \exp \mathfrak{a}$ and $S := A \cdot \mathfrak{a} \subset G/K$. We fix a positive system $\Sigma^+(\mathfrak{a})$ of the restricted root system $\Sigma(\mathfrak{a}) \equiv \Sigma(g, \mathfrak{a})$, and define $n_+ := \sum_{\lambda \in \Sigma^+} g(\mathfrak{a}; \lambda)$. Then we have an Iwasawa decomposition $G = N_+AK$ where $N_+ = \exp(n_+)$ is a maximal unipotent subgroup of $G$. Since $\mathfrak{a} \subset g^\sigma$, $\sigma(g(\mathfrak{a}; \lambda)) = g(\mathfrak{a}; \lambda)$ for any $\lambda$. In particular, $\sigma$ stabilizes $n_+$.

Let $N_+ \cdot x$ be an $N_+$-orbit through $x \in G/K$. We write $x = nak \cdot o$, where $o = eK$. Then $N_+ \cdot x = N_+a \cdot o$, and $\sigma(N_+ \cdot x) = \sigma(N_+)\sigma(a) \cdot o = N_+a \cdot \sigma(o) = N_+ \cdot x$. Thus, $\sigma$ preserves each $N_+$-orbit on $G/K$. Furthermore, $\sigma$ acts anti-holomorphically on $G/K$ by (2.4.3) and $\sigma|_S = \text{id}$ by $\mathfrak{a} \subset g^\sigma$. Hence, the action of $N_+$ on $G/K$ is strongly visible. Since any maximal unipotent subgroup $N$ is conjugate to $N_+$, we have proved Theorem 1.10. □
6 Applications to representation theory

In [17], we have given an abstract theorem on propagation of multiplicity-free property of representations from fibers to spaces of sections for equivariant holomorphic vector bundles. Its main assumption is that actions on the base spaces are strongly visible. Accordingly, if we find strongly visible actions on complex manifolds, then we can expect a number of multiplicity-free theorems.

This section gives a brief explanation about how our geometric results (e.g. Theorems 1.5 and 1.10) are applied to such multiplicity-free theorems by confining ourselves to the line bundle cases (representations on fibers are automatically irreducible). Detailed proof of these applications is given in a separate paper [19]. Surprisingly, there was no literature, to the best of our knowledge, before [14], on a systematic study of multiplicity-free theorems for the restriction with respect to general symmetric pairs, although a number of explicit branching laws had been previously known especially for finite dimensional representations in the classical case (see [9, 21, 24] for example). Our applications include both finite and infinite dimensional representations, and both discrete and continuous spectra.

First, suppose \( G \) is a connected Lie group of Hermitian type. Retain the setting as in Subsection 2.3. Let \((\pi, \mathcal{H})\) be an irreducible unitary representation of \( G \), and \( \mathcal{H}_K \) the underlying \((\mathfrak{g}_C, K)\)-module. Then, it is known that the \( K \)-module \( \mathcal{H}^+_K := \{ v \in \mathcal{H}_K : d\pi(Y)v = 0 \text{ for any } Y \in \mathfrak{p}_+ \} \) is either zero or irreducible. We say \((\pi, \mathcal{H})\) is an irreducible unitary highest weight representation if \( \mathcal{H}^+_K \neq \{0\} \). Furthermore, \( \pi \) is of scalar type if \( \dim \mathcal{H}^+_K = 1 \). Then, Theorem 1.5 leads us to the following multiplicity-free theorem:

**Corollary 6.1** ([14], [19, Theorem A]). If \((\pi, \mathcal{H})\) is an irreducible unitary highest weight representation of \( G \) of scalar type, then for any symmetric pair \((G, H)\), the restriction \( \pi|_H \) is multiplicity-free.

**Remark 6.2.** Once we know the branching law is a priori multiplicity-free, it would be interesting and reasonable to try to find its explicit formula. It is noteworthy that "new" irreducible spherical unitary representations of \( H \) may occur as discrete summands in the setting of Corollary 6.1 (e.g. [26]). We remark that irreducible spherical unitary representations have not been classified for general reductive Lie groups (see [2]).

**Remark 6.3.** The multiplicity-free theorem for the vector bundle case [17] strengthens Corollary 6.1, namely, one can relax the hypothesis of scalar
type to the following condition:

$$\mathcal{H}_K^{\pm}$$ is multiplicity-free as a $Z_{H \cap K}(\mathfrak{a})$-module. \hspace{1cm} (6.1.1)

Here, $Z_{H \cap K}(\mathfrak{a})$ is the centralizer of $\mathfrak{a}$ in $H \cap K$, and $\mathfrak{a}$ is a maximal abelian subspace of $\mathfrak{g}^{-\theta,\sigma,\tau,\theta} = g^{-\theta,\sigma,-\tau}$ if $H$ is defined by an involution $\tau$ and $\sigma$ is another involution given by Lemma 3.1.

The condition (6.1.1) is obviously satisfied if $\mathcal{H}_K^{\pm}$ is one dimensional (i.e. $\pi$ is of scalar type). The smaller the dimension of the totally real submanifold $S = (\exp \mathfrak{a}) \cdot o$ is, the larger the centralizer $Z_{H \cap K}(\mathfrak{a})$ becomes and the more likely the condition (6.1.1) is satisfied for the $K$-type $\mathcal{H}_K^{\pm}$. This indicates how the slice $S$ plays a crucial role in the multiplicity-free theorem.

**Corollary 6.4.** Suppose $\pi_1$ and $\pi_2$ are unitary highest weight modules of scalar type. Then, the tensor product representation $\pi_1 \otimes \pi_2$ is multiplicity-free.

The above tensor product is discretely decomposable. On the other hand, the following case corresponding to Theorem 1.9 (2) contains continuous spectra in general:

**Corollary 6.5.** Retain the setting of Corollary 6.4. Then the tensor product $\pi_1 \otimes \pi_2^*$ is multiplicity-free.

The following is a descendent of Theorem 1.10.

**Corollary 6.6 ([16, Theorem 33]).** Let $G$ be a non-compact simple Lie group of Hermitian type, and $N$ a maximal unipotent subgroup. If $\pi$ is an irreducible unitary highest weight representation of scalar type, then the restriction $\pi|_N$ is multiplicity-free.

One of the simplest examples for Corollary 6.6 is the fact that the Hardy space (an irreducible representation of $G = SL(2, \mathbb{R})$ has simple spectra supported on the half line on the Fourier transform side (decomposition into irreducible representations of $N \simeq \mathbb{R}$).

So far, we have discussed a non-compact $G$. Next, let us consider the compact case. Suppose now $G$ is a connected, compact simple Lie group. We take a Cartan subalgebra $\mathfrak{t}$ of $\mathfrak{g}$, and fix a positive system $\Delta^+(\mathfrak{g}_\mathbb{C}, \mathfrak{t}_\mathbb{C})$. For a dominant integral weight $\lambda \in \mathfrak{t}_\mathbb{C}^*$, we write $\pi_\lambda$ for the irreducible finite dimensional representation of $\mathfrak{g}_\mathbb{C}$ with highest weight $\lambda$. We say that $\pi_\lambda$ is
pan type if \((g, g_\lambda)\) forms a symmetric pair where \(g_\lambda\) is the Lie algebra of the isotropy group \(G_\lambda = \{g \in G : \text{Ad}^*(g)\lambda = \lambda\}\) (here, we regard \(t^*_C \subset g^*_C\) via the Killing form), that is,

\[
g_\lambda := \{Y \in g : \lambda([Y, Z]) = 0 \text{ for any } Z \in g\}.
\]

See Richardson–Röhrle–Steinberg [30] or [16, Lemma 6.2.2] for the list of such \(\pi_\lambda\).

Then, the following two corollaries are obtained again from Theorem 1.5. They may be regarded as finite dimensional versions of Corollary 6.1, and Corollaries 6.4 and 6.5, respectively.

**Corollary 6.7** ([16, Theorem 26]). *Let \(\pi_\lambda\) be a pan representation of a connected compact Lie group \(G\). Then the restriction \(\pi_\lambda|_H\) is multiplicity-free with respect to any symmetric pair \((G, H)\).*

**Corollary 6.8** ([16, Theorem 25], [22]). *The tensor product representation \(\pi_\lambda \otimes \pi_\mu\) of any two pan representations \(\pi_\lambda\) and \(\pi_\mu\) is multiplicity-free.*

**Remark 6.9.** As in Remark 6.3, we can strengthen Corollaries 6.7 and 6.8 by using the vector bundle case [17]. This strengthened version covers, for instance, Stembridge’s classification [32] of the pairs \((\pi_1, \pi_2)\) of two irreducible finite dimensional representations of \(GL_n\) such that \(\pi_1 \otimes \pi_2\) is multiplicity-free. It also covers some further multiplicity-free theorem such as the restriction of ‘nearly rectangular shape’ representations to symmetric subgroups ([21]).

Corollary 6.7 could be proved alternatively by a traditional approach, that is, by showing the \(H_C\)-sphericity (the existence of an open orbit of a Borel subgroup):

**Proposition 6.10.** *Let \(X\) be a compact Hermitian symmetric space, and \(G_C\) the group of biholomorphic transformations of \(X\). Then \(X\) is \(H_C\)-spherical for any \(H_C\) such that \((G_C, H_C)\) is a complex symmetric pair.*

Conversely, Proposition 6.10 is obtained as a corollary of Theorem 1.5 via Corollary 6.7 and [33] (see [16, Corollary 15]) from our view point.

**Remark 6.11.** Corollary 6.7 holds for any symmetric pair \((G, H)\). For individual pairs \((G, H)\), there are sometimes more families of representations \(\pi_\lambda\) such that the restrictions \(\pi_{k\lambda}|_H\) are multiplicity-free for all \(k \in \mathbb{N}\) even if they are not pan representations, or equivalently, even if \((g, g_\lambda)\) are not symmetric pairs.
For example, for $(G, H) = (U(n), U(p) \times U(q))$ ($p + q = n$), this is the case if

$$g_\lambda = \begin{cases} 
  u(1)^n & \text{if } \min(p, q) = 1, \\
  u(n_1) + u(n_2) + u(n_3) & \text{if } \min(p, q) = 2, \\
  u(n_1) + u(n_2) + u(n_3) (\min(n_1, n_2, n_3) = 1) & \text{if } \min(p, q) \geq 3,
\end{cases}$$

where $n = n_1 + n_2 + n_3$ (see [15, Theorem 3.3]). See [18] for an explicit construction of a totally real submanifold $S$ that meets every $H$-orbit on the coadjoint orbit $\text{Ad}^*(G) \cdot \lambda$ (generalized flag variety). We note that unlike the symmetric case treated in this article, $S$ is not a flat submanifold in the non-symmetric $(g, g_\lambda)$.

## 7 Coisotropic, polar, and visible actions

We conclude this paper with some comments on the following three related concepts on group actions:

1) (Strongly) visible actions on a complex manifold (Definition 1.2).

2) Coisotropic actions on a symplectic manifold ([5, 10]).

3) Polar actions on a Riemannian manifold ([28, 29]).

Suppose a compact Lie group $H$ acts on a symplectic manifold $M$ by symplectic automorphisms. The action is called \textit{coisotropic} if one and hence all principal $H$-orbits $H \cdot x$ are coisotropic with respect to the symplectic form $\omega$, i.e. $T_x(H \cdot x) \perp^\omega \subset T_x(H \cdot x)$. By [16, Theorems 4 and 7], Theorems 1.5 and 1.10 imply:

\textbf{Corollary 7.1.} 1) In Theorem 1.5, the $H$-action on $D$ is also coisotropic and visible.

2) In Theorem 1.10, the $N$-action on $D$ is also coisotropic and visible.

On the other hand, an isometric action of a compact Lie group $H$ on a Riemannian manifold $M$ is called \textit{polar} if there exists a closed connected submanifold $S$ of $M$ that meets every $H$-orbit orthogonally. By a classic theorem of R. Hermann [7], the $H$-action on $G/K$ is polar if $G$ is compact and both $(G, H)$ and $(G, K)$ are symmetric pairs.
Since the polar action on an irreducible compact homogeneous Kähler manifold is coisotropic by [28, Theorem 1.1] and visible by [16, Theorem 6], Corollary 7.1 (1) for compact $D$ follows also from Hermann’s theorem [7]. However, what we needed for strong visibility was not only the construction of a slice but also that of an anti-holomorphic diffeomorphism $\sigma$. This was a core of the proof of Theorem 1.5 in Sections 3 and 4. We note that (strongly) visible actions are not always polar in the non-symmetric case in general (see [18]).
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